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A basic experiment in probability theory is drawing without replacement from an urn filled with
multiple balls of different colours. Clearly, it is physically impossible to overdraw, that is, to draw
more balls from the urn than it contains. This paper demonstrates that overdrawing does make sense
mathematically, once we allow signed distributions with negative probabilities. A new (conservative)
extension of the familiar hypergeometric (‘draw-and-delete’) distribution is introduced that allows
draws of arbitrary sizes, including overdraws. The underlying theory makes use of the dual basis
functions of the Bernstein polynomials, which play a prominent role in computer graphics. Negative
probabilities are treated systematically in the framework of categorical probability and the central
role of datastructures such as multisets and monads is emphasised.

1 Introduction

For drawing (multiple) coloured balls from a statistical urn, we distinguish three well-known modes:

1. hypergeometric or draw-and-delete, which is drawing a ball from the urn without replacement, so
that the urn shrinks;

2. multinomial or draw-and-replace: drawing with replacement, so that the urn remains the same;

3. Pólya or draw-and-duplicate, which is drawing a ball from the urn and replacing it together with
an additional ball of the same colour, so that the urn grows.

Multinomial and Pólya draws may be of arbitrary size, but hypergeometric draws are limited in size by
the number of balls in the urn. In this paper we lift this limitation and allow hypergeometric draws of
arbitrary size, including ‘overdraws’, containing more balls than in the urn. Physically this is strange,
but, as will show, mathematically it makes sense once we allow negative probabilities.

Negative probabilities have emerged in quantum physics (e.g. in double slit experiments) and have
been discussed in the work of famous physicists like Wigner, Dirac, and Feynman (see e.g. [7] and the
references mentioned there). There are also ‘classical’ (non-quantum) examples, such as the one of
Piponi (discussed in [1]) or of Székely [22] with two half coins, involving infinitely many both positive
and negative probabilities, whose (convolution) sum is an ordinary (fair) coin. Also, negative probabil-
ities have come up in finance, see e.g. [20]. Despite the lack of the clear operational meaning that their
nonnegative counterparts have, negative probabilities appear as convenient tools in a variety of contexts
in mathematics and physics, see [2, 23, 1, 7].

We briefly explain the nature of our extension, already using some notation that will be explained
below. The Pólya distribution can be expressed as a mixture of multinomial draws; that is, we can break
up such a draw into two stages: first sample a random distribution ω from the Dirichlet distribution,
and then make independent (multinomial) draws from ω . The self-reinforcing behaviour of Pólya’s
urn is entirely captured by the latent Dirichlet distribution. In the Kleisli category of the Giry-monad,
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with (Kleisli) morphisms called channels, this corresponds to a factorisation of the Pólya channel pol [K]
through the multinomial channel mn[K], with draws of size K.

pol [K] = M [N](X) D(X) M [K](X)Dir mn[K]
(1)

We write M [N](X) for the space of multisets (urns) on a set X of size N, and D(X) is the set of finite
distributions. Since such factorisations arise from De Finetti’s famous theorem, we call (1) a De Finetti
factorisation for the Pólya’s distribution (e.g. [15]).

The hypergeometric distribution does not admit such a De Finetti factorisation since an urn contain-
ing N balls is exhausted after N draws. However, there is a way out, if we extend our notion of probability
to allow negative (signed) probabilities. Such models satisfy the usual axioms of categorical probability,
and we can find a De Finetti factorization of the hypergeometric channel hg[K], for draws of size K, of
the form:

hg[K] = M [N](X) D(X) M [K](X)DDir mn[K]
(2)

It uses a signed ‘Dual Dirichlet’ distribution DDir which we develop in analogy to the Dirichlet distribu-
tion occurring in Pólya’s urn. Existence of the factorisation can be deduced from earlier work [16, 5, 18]
connecting finite versions of De Finetti’s theorem to signed probability. In this case, the factorisation (2)
is not unique. We claim that a canonical choice is given by the Dual Bernstein polynomials, which have
been studied widely in computer graphics [19, 6, 24, 17], but their appearance in a probabilistic context is
novel. Evaluating (2) for overdraws K ≥N defines a signed extension of the hypergeometric distributions
which includes overdraws, while agreeing with the usual distribution for ordinary draws K ≤ N.

Our contributions are:

1. a principled approach to signed probability (discrete and continuous) using multisets and monads;

2. conceptualizing dual Bernstein polynomials as signed probability densities;

3. defining signed hypergeometric distributions that conservatively extend hypergeometric draws
while preserving good properties;

4. explicating the dual Dirichlet distribution and its conjugate prior relationships via string diagrams.

2 Multisets

A multiset, also known as bag, is like a subset except that elements may occur multiple times. We shall
use ket notation n1|x1 ⟩+ · · ·+nk|xk ⟩ to describe a multiset with k elements, where element xi, say from a
set X , occurs ni ∈N many times. Equivalently, such a multiset may be described as a function ϕ : X →N
with finite support supp(ϕ) := {x ∈ X | ϕ(x) ̸= 0}. The number ϕ(x) ∈ N is the multiplicity of x ∈ X ; it
says how many times x occurs in the multiset ϕ .

We shall write M (X) for the set of multisets with elements from a set X , and Mfs(X)⊆ M (X) for
the subset of multisets ϕ with full support, that is, with supp(ϕ) = X . The latter only makes sense when
X is a finite set. As canonical finite sets we write nnn := {0,1, . . . ,n−1}, for n ∈ N.

The size ∥ϕ∥ of a multiset ϕ is the total number of elements, including multiplicities. Thus, ∥ϕ∥ :=
∑x ϕ(x), or, in ket notation, ∥∑i ni|xi ⟩∥= ∑i ni. We write M [K](X) :=

{
ϕ ∈ M (X)

∣∣ ∥ϕ∥= K
}

for the
set of multisets of size K ∈ N. When the set X has n ≥ 1 elements, the number of multisets of size K
in M [K](X) is

((n
K

))
=
(n+K−1

K

)
= (n+K−1)!

K!·(n−1)! . For instance, for a set X = {a,b,c} with three elements

there are
((3

3

))
= 5!

3!·2! = 10 multisets of size K = 3, namely: 3|a⟩, 3|b⟩, 3|c⟩, 2|a⟩+1|b⟩, 2|a⟩+1|c⟩,
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1|a⟩+ 2|b⟩, 2|b⟩+ 1|c⟩, 1|a⟩+ 2|c⟩, 1|b⟩+ 2|c⟩, 1|a⟩+ 1|b⟩+ 1|c⟩. Only the last one has full
support. The factorial n! and binomial coefficients

(n
m

)
and

((n
m

))
are extended from numbers to multisets

(as in [13]).

Definition 1 Let ϕ,ψ ∈ M (X) be two multisets. We define
1. ϕ := ∏x ϕ(x)!;

2. (ϕ ) := ∥ϕ∥!
ϕ

;

3. ϕ ≤ ψ iff ϕ(x)≤ ψ(x) for each x ∈ X, and ϕ ≤K ψ iff ϕ ≤ ψ and ∥ϕ∥= K;

4. (ψ −ϕ)(x) = ψ(x)−ϕ(x), when ϕ ≤ ψ;

5.
(

ψ

ϕ

)
:= ψ

ϕ ·(ψ−ϕ)
= ∏x

(
ψ(x)
ϕ(x)

)
, when ϕ ≤ ψ;

6.
((

ψ

ϕ

))
:= (ψ+ϕ−1

ϕ ·(ψ−1)
= ∏x

((
ψ(x)
ϕ(x)

))
when ψ has full support, where 1 = ∑x 1|x⟩ is the multiset of

singletons.

3 Discrete distributions

A discrete probability distribution ∑i ri|xi ⟩ looks like a multiset, except that the multiplicities ri are
now in the unit interval [0,1] ⊆ R and add up to one: ∑i ri = 1. We write D(X) for the set of such
distributions with xi ∈ X . Alternatively, like for multisets, elements ω ∈ D(X) may be described as
functions ω : X → [0,1] with finite support and with ∑x ω(x) = 1. When the set X is finite, we write
Dfs(X)⊆D(X) for the discrete distributions with full support: supp(ω) = X . An example is the uniform
distribution ∑x∈X

1
n |x⟩, where n ≥ 1 is the number of elements of a non-empty set X . Concretely, a fair

coin is described by the distribution 1
2 |H ⟩+ 1

2 |T ⟩ for X = {H,T}.
Each non-empty multiset ϕ ∈M (X) can be turned into a distribution via normalisation. We call this

frequentist learning, since it involves learning a distribution by counting, and write it as:

flrn(ϕ) :=
ϕ

∥ϕ∥
= ∑

x∈X

ϕ(x)
∥ϕ∥

∣∣x〉 ∈ D(X). (3)

This frequentist learning is natural in X , but it is not a map of monads, from (non-empty) multisets to
distributions.

The set D(nnn) of distributions on nnn = {0, . . . ,n− 1} can be identified with the simplex ∆n ⊆ Rn,
where:

∆n :=
{
(r0, . . . ,rn−1) ∈ R≥0

∣∣ ∑i ri = 1
}
. (4)

This is commonly called the n−1 simplex.
There are three famous ‘draw’ distributions, called multinomial, hypergeometric and Pólya. We

briefly describe them in the style of [14] and refer there for more information. These distributions are all
parameterised by a draw size K and form distributions on the set M [K](X) of multisets (as draws). One
may think of X as a set of colors.

Definition 2 We fix a set X and a number K ∈ N.
1. For a distribution ω ∈ D(X), used as abstract urn, the multinomial distribution mn[K](ω) ∈

D
(
M [K](X)

)
is defined as:

mn[K](ω) := ∑
ϕ∈M [K](X)

(ϕ ) ·∏
x∈X

ω(x)ϕ(x)
∣∣ϕ 〉.
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2. For an ‘urn’ multiset υ ∈ M (X), with size L := ∥υ∥ ≥ K there is a hypergeometric distribution
hg[K](υ) ∈ D

(
M [K](X)

)
with:

hg[K](υ) := ∑
ϕ≤Kυ

(
υ

ϕ

)(L
K

) ∣∣ϕ 〉.
The size restriction K ≤ L excludes overdraws.

3. Similarly, for a multiset υ ∈M [L](X) with full support, there is the Pólya distribution pol [K](υ)∈
D
(
M [K](X)

)
with:

pol [K](υ) := ∑
ϕ∈M [K](X)

((
υ

ϕ

))((L
K

)) ∣∣ϕ 〉.
Intuitively, in the multinomial case drawn balls are returned to the urn, so that the urn does not

change and can be described abstractly as a discrete distribution. In the hypergeometric case a drawn
ball is removed from the urn, and in the Pólya case the drawn ball is returned together with a new ball
of the same colour. Thus in the hypergeometric case the urns shrinks, whereas in the Pólya case the urn
grows.

Given two distributions ω ∈ D(X) and ρ ∈ D(Y ) we can form a parallel (tensor) product ω ⊗ρ ∈
D(X ×Y ), via (ω ⊗ρ)(x,y) = ω(x) ·ρ(y).

The mapping X 7→ D(X) is a monad on the category of sets. We will not spell out what this means,
but we will use the resulting Kleisli category K ℓ(D), whose maps c : X →D(Y ) will be called channels
and written as c : X → Y . For instance, the distributions from Definition 2 can be described as channels
mn[K] : D(X)→ M [K](X), hg[K] : M [L](X)→ M [K](X) and pol [K] : Mfs(X)→ M [K](X).

For a channel c : X → Y and a distribution ω ∈ D(X) on the domain X we can form a distribution
c =≪ω on the codomain Y via pushforward (also called state transformation):(

c =≪ω
)
(y) := ∑

x∈X
ω(x) · c(x)(y).

Given another channel d : Y → Z one can form a composite channel d ◦· c : X → Z via (d ◦· c)(x) := d =≪
c(x). Notice that we use a special circle ◦· , with a dot, for composition of channels.

A basic channel is DD : M [K+1](X)→ M [K](X), where DD stands for draw-delete. It probabilis-
tically draws and removes one ball from an urn υ ∈ M [K+1](X) with K+1 balls, via:

DD(υ) := ∑
x∈supp(υ)

υ(x)
∥υ∥

∣∣υ −1|x⟩
〉
. (5)

We recall, without proof, the following basic properties of draw distributions, mostly from [13],
expressed in terms of channels.

Proposition 3 1. flrn ◦· hg[K] = flrn;

2. flrn ◦· mn[K] = sam , where sam : D(X)→ X is the identity map, considered as channel;

3. hg[K]◦· mn[K+L] = mn[K];

4. hg[K]◦· hg[K+L] = hg[K];

5. hg[K]◦· DD = hg[K];
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6. DD ◦· hg[K+1] = hg[K];

7. DD ◦· mn[K+1] = mn[K];

8. DD ◦· pol [K+1] = pol [K]. ◀

The last two items express that multinomial and Pólya form cones for the infinite chain of draw-
delete channels that appears in a categorical perspective on De Finetti’s theorem, see [15] and [16]. This
fails in the hypergeometric case since the draw size K must remain smaller than the size of the urn.

4 Continuous distributions

In the previous section, we have seen finite discrete probability distributions over an arbitrary set. There
are also continuous distributions, defined on measurable spaces. Here we need such distributions only on
one particular kind of spaces, namely on simplices ∆n, see (4). The only distributions that we need are
given by (polynomial) functions f : ∆n → R with

∫
∆n f = 1. Such an f is called a (probability) density

function. It gives rise to probability measure Φ that sends a measurable subset M ⊆ ∆n to the probability∫
M f ∈ [0,1]. Such measures are elements of the set G

(
∆n
)
, where G is the Giry monad, see e.g. [21, 11]

for further information. At first we require that such density functions are nonnegative, so f ≥ 0, but
later we drop this requirement, for so-called signed distributions (see the next section).

Definition 4 Let υ ∈ Mfs(nnn) be an urn with full support (for n ≥ 1).

1. It gives rise to the Dirichlet density dir(υ) : ∆n → R≥0 given on rrr ∈ ∆n by:

dir(υ)(rrr) :=
(∥υ∥−1)!
(υ −1n)

·∏
i∈nnn

rυ(i)−1
i where 1n := ∑

0≤i<n
1| i⟩ ∈ Mfs(nnn).

We shall drop the index n from 1n when it is clear from the context.

2. The associated probability measure Dir(υ) is defined on measurable subsets M ⊆ ∆n as:

Dir(υ)(M) :=
∫

rrr∈M
dir(υ)(rrr) drrr.

The function dir(υ) in (1) is a proper probability density because of the following standard equation
that explains the form of the Dirichlet normalisation constant, for υ ∈ Mfs(nnn).∫

rrr∈∆n
∏
i∈nnn

rυ(i)−1
i drrr =

(υ −1)
(∥υ∥−1)!

. (6)

We use Dirichlet for urns υ with positive natural numbers as multiplicities. This can be generalised to
urns with positive real numbers as multiplicities — using the Gamma function instead of factorials —
but that is not needed in the current setting.

In the sequel we shall use the bind notation c =≪Φ also for continuous measures, but in a very
restricted form, namely for measures Φ on ∆n given by a probability density function f and for channels
c : D(nnn)→M [K](nnn). Categorically, this bind is the Kleisli extension for the Giry monad G , see e.g. [21,
8] for details. We will not elaborate this background and will simply use the relevant equation, which is
of the following form, for ϕ ∈ M [K](nnn),

c =≪Φ := ∑
ϕ∈M [K](nnn)

(∫
rrr∈∆n

c(rrr)(ϕ) · f (rrr) drrr
)∣∣ϕ 〉, where we identify D(nnn) and ∆n. (7)
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=

pol [K]Dir

mn[K]

Dir

+
=

ufD(nnn)

mn[K]

1
1

=

pol [K]

Dir

+

11

=

Dir

+

ufM [K](nnn)

1

=

pol [K]Dir

mn[K]

Dir

+

Figure 1: On the left the equation expressing that multinomial is a sufficient statistic for Dirichlet; on
the right the string diagrammatic proof that the dagger of Dirichlet is multinomial, with the uniform
distribution as prior, see Theorem 5 for details. The boxed 1 is the point/singleton distribution 1|1⟩.
Such point distributions commute with copiers.

The next result summarises the close relationship between multinomial, Pólya, and Dirichlet distri-
butions. The first two points are well-known, but the third one probably a bit less — although it follows
easily from the conjugate prior situation (see also [12]). We use string diagrammatic notation, with flows
from bottom to top, since it best displays what is going on, see [8] for details. Proofs are in Appendix B.

Theorem 5 Let υ ∈ Mfs(nnn) be a multiset / urn with full support, of size L := ∥υ∥, where n ≥ 1, and let
K be an arbitrary number.

1. Multinomial over Dirichlet is Pólya: mn[K] =≪Dir(υ) = pol [K](υ).

2. Multinomial is conjugate prior of Dirichlet: updating Dir(υ) with the predicate / likelihood
mn[K](−)(ϕ) is Dir

(
υ +ϕ

)
. This is expressed diagrammatically on the left in Figure 1.

3. Multinomial is the dagger of Dirichlet w.r.t. the uniform distribution ufD(nnn) on D(nnn). In the lan-

guage / notation of [4, 3] this is expressed as: mn[K] = Dir
(
1+−

)†
ufD(nnn)

.

4. When we slightly massage the sample channel from Proposition 3 (2) to sam : ∆n → nnn given by
sam(rrr) = ∑i∈nnn ri| i⟩, then: sam =≪Dir(υ) = flrn(υ). ◀

The first item of Theorem 5 tells that Pólya is multinomial over Dirichlet. This is an important
starting point for this paper, since we asked ourselves the question whether there is also a distribution, like
Dirichlet, such that multinomial over it is hypergeometric. We shall see below that the so-called ‘signed’
Dirichlet distributions achieve this. But first we need to set the scene for these signed distributions.

5 Signed distributions

We now introduce signed distribution, both in the discrete case and in the continuous case. As before,
we only need continuous distributions on simplices.

Definition 6 1. A signed discrete probability distribution on a set X is a function σ : X → R with
finite support supp(σ) := {x ∈ X | σ(x) ̸= 0} and with ∑x∈X σ(x) = 1. We may equivalently write
such a signed discrete distribution in ket notation as a finite formal sum ∑i ri|xi ⟩ where ri ∈ R
satisfy ∑i ri = 1. We shall write S (X) for the set of signed discrete probability distributions on X.

2. A signed continuous probability distribution, on a simplex ∆n, is given by a signed density function
f : ∆n → R with

∫
rrr∈∆n f (rrr) drrr = 1.
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An example of a signed discrete distribution is 1
2 |a⟩−

1
4 |b⟩+

3
4 |c⟩. We do not offer an operational

explanation for what such negative probabilities mean but treat signed distributions as mathematical
objects of their own. It is not hard to see that signed discrete distributions S form a monad on the
category of sets and functions. It is affine, in the sense that S (111)∼= 111, but it differs from D for instance
because it is not strongly affine, as defined in [10].

6 Dual bases

The probability mass function of the multinomial distribution is of a particularly tractable form, namely
a polynomial function ∆n → R, on the simplex ∆n.

Definition 7 For ϕ ∈ M [K](nnn), we define the multinomial mϕ as

mϕ(xxx) := (ϕ ) · xxxϕ = (ϕ ) ·∏
i∈nnn

xϕ(i)
i with ‘monomial’ xxxϕ := ∏

i∈nnn
xϕ(i)

i .

For every probability vector rrr ∈ ∆n, one has mϕ(rrr) = mn[K](rrr)(ϕ), via the identification ∆n ∼=D(nnn).

Definition 8 For numbers n,K we write PK(∆
n) for the real vector space of polynomial functions ∆n →R

of degree K. The multinomials mϕ for ϕ ∈ M [K](nnn) form a basis of this space, and so we have as
dimension dim

(
PK(∆

n)
)
=
((n

K

))
. This vector space PK(∆

n) is a Hilbert space via an inner product
defined on f ,g : ∆n → R as:

⟨ f ,g⟩ :=
∫

rrr∈∆n
f (rrr) ·g(rrr) drrr. (8)

The dual of a basis (bi) of a space V is generally understood as a basis of the dual space V ∗. In
a Hilbert space such a dual basis can be described as the elements (di) of the space itself which are
uniquely determined by the relationship ⟨bi,d j ⟩= δi j, so that ⟨bi,di ⟩= 1 and ⟨bi,d j ⟩= 0 for i ̸= j.

Definition 9 The dual multinomials (dϕ) are defined as the dual basis of PK(∆
n) to the multinomials

(mϕ), and are as such uniquely characterised by the property ϕ,ψ ∈ M [K](nnn),

⟨mϕ ,dψ ⟩ = δϕ,ψ =

{
1 if ϕ = ψ

0 if ϕ ̸= ψ,
(9)

What do we know about this dual basis? Of course we can express the dual basis vectors dψ in terms
of the original basis, say via scalars cχ,ψ satisfying, for each ψ ∈ M [K](nnn),

dψ = ∑
χ∈M [K](nnn)

cχ,ψ · xxxχ = ∑
χ∈M [K](nnn)

cχ,ψ

(χ )
·mχ . (10)

By exploiting the equations (9) and using the linearity of the inner product in each of its arguments
(i.e. bilinearity), we obtain the equation

δϕ,ψ = ⟨mϕ ,dψ ⟩ = ∑
χ∈M [K](nnn)

cχ,ψ ·
⟨mϕ ,mχ ⟩

(χ )
. (11)

We note that:

⟨mϕ ,mχ ⟩
(8)
= (ϕ ) · (χ ) ·

∫
rrr∈∆n

(
∏
i∈nnn

rϕ(i)
i

)
·

(
∏
i∈nnn

rχ(i)
i

)
drrr = (ϕ ) · (χ ) ·

∫
rrr∈∆n

∏
i∈nnn

r(ϕ+χ)(i)
i drrr

(6)
= (ϕ ) · (χ ) · (ϕ +χ)

(2K+n−1)!
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There are three square matrices at hand, of size
((n

K

))
×
((n

K

))
, with multisets as indices, namely:

C =
(

cϕ,ψ

)
ϕ,ψ∈M [K](nnn)

FS =
(
(ϕ +ψ)

)
ϕ,ψ∈M [K](nnn)

D =
(
(ϕ ) ·δϕ,ψ

)
ϕ,ψ∈M [K](nnn)

.

This C is the matrix of scalars that we are looking for, FS contains the factorials-of-sums of multisets,
and D is a diagonal matrix with multiset coefficients. Equation (11) can now be written as:

(2K+n−1)! ·δϕ,ψ = ∑
χ∈M [K](nnn)

(ϕ ) ·FS ϕ,χ ·Cχ,ψ =
(

D ·FS ·C
)

ϕ,ψ
.

We then get (2K +n−1)! ·FS−1 ·D−1 =C, so that the coefficients that we seek are obtained as:

cϕ,ψ =
(2K+n−1)!

(ψ )
·
(

FS−1
)

ϕ,ψ
. (12)

These matrix inverses FS−1 exist since FS is a symmetric positive definite matrix. We give an extended
example calculation in the appendix (Example 19).

The following is a crucial property of dual bases, as introduced in Definition 9.

Proposition 10 Each dual basis function dψ ∈ PK(∆
n), associated with a multiset ψ ∈ M [K](nnn), is a

continuous signed probability density on ∆n, that is:∫
rrr∈∆n

dψ(rrr) drrr = 1.

Proof We use that multinomial distributions mn[K] form a probability distribution; this means that the
multinomials mϕ form a partition of unity, i.e. for all rrr ∈ ∆n:

∑
ϕ∈M [K](nnn)

mϕ(rrr) = 1.

Hence we obtain∫
rrr∈∆n

dψ(rrr) drrr =
∫

rrr∈∆n
1 ·dψ(rrr) drrr =

∫
rrr∈∆n

(
∑

ϕ∈M [K](nnn)
mϕ(rrr)

)
·dψ(rrr) drrr

= ∑
ϕ∈M [K](nnn)

∫
rrr∈∆n

mϕ(rrr) ·dψ(rrr) drrr

(8)
= ∑

ϕ∈M [K](nnn)
⟨mϕ ,dψ ⟩ (9)

= ∑
ϕ∈M [K](nnn)

δϕ,ψ = 1. ◀

In the beginning of this proof, we use that the pointwise sum of the multinomial basis functions mϕ ,
for ϕ ∈ M [K](nnn), is equal to the constant-one function 1 : ∆n → R. The sum of the dual basis functions
dϕ is also constant.

Proposition 11 Fix numbers n,K and consider the dual basis function dϕ ∈ PK(∆
n), for ϕ ∈ M [K](nnn).

Then their pointwise sum is a constant function:

∑
ϕ∈M [K](nnn)

dϕ =
(K +n−1)!

K!
.
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Proof Since the vectors dϕ form a basis we can express the constant-one function 1 : ∆n → R with
respect to this basis, say as: 1 = ∑ϕ∈M [K](nnn) aϕ · dϕ , for certain coefficients aϕ . For a fixed multiset
ψ ∈ M [K](nnn) we compute the constant aψ as follows.

aψ = ∑
ϕ∈M [K](nnn)

aϕ ·δψ,ϕ = ∑
ϕ∈M [K](nnn)

aϕ · ⟨mψ ,dϕ ⟩ = ⟨mψ , ∑
ϕ∈M [K](nnn)

aϕ ·dϕ ⟩

= ⟨mψ ,1⟩ =
∫

rrr∈∆n
mψ(rrr) drrr = (ψ ) ·

∫
rrr∈∆n

rrrψ(rrr) drrr
(6)
=

K!
ψ

· ψ

(K+n−1)!
=

K!
(K+n−1)!

.

Thus, all these constants aψ are the same. As a result:

1 = ∑
ϕ∈M [K](nnn)

K!
(K+n−1)!

·dϕ =
K!

(K+n−1)!
· ∑

ϕ∈M [K](nnn)
dϕ .

By moving the fraction to the other side we are done. ◀

7 Dual Dirichlet and signed hypergeometric

In the previous section we have introduced the dual basis vectors dϕ as duals to the multinomial vectors
mϕ and have seen that each of these dϕ forms a signed probability density. We can now start harvesting
results, first by defining the associated continuous probability measure.

Definition 12 Let υ ∈ M (nnn) be an multiset (thought of as an urn).

1. We write DDir(υ) for the signed probability measure on ∆n given by the density dυ . We call it the
dual Dirichlet distribution.

2. For each number K we define the signed hypergeometric channel as the composite with multino-
mial draws

shg[K] := mn[K]◦· DDir : M (nnn)→ S
(
M [K](nnn)

)
.

This means:

shg[K](υ) = mn[K] =≪DDir(υ) = ∑
ϕ∈M [K](nnn)

(∫
rrr∈∆n

mϕ(rrr) ·dυ(rrr) drrr
) ∣∣ϕ 〉.

In Example 20 in Appendix A a signed hypergeometric distribution is computed concretely. In the
multivariate case we do not have an explicit formula, as exists in the bivariate case, see Equation (13) in
Appendix C for details.

The next result shows that when there is no overdrawing, there is no difference between signed and
ordinary hypergeometric probabilities. This means that the dual Dirichlet distribution confirms the ques-
tion that we originally set ourselves: there is a distribution over which multinomials yield hypergeometric
distributions, in analogy with Theorem 5 (1).

Theorem 13 Let urn υ ∈ M (nnn) have size L = ∥υ∥. Then shg[K](υ) = hg[K](υ), for each K ≤ L.

This says that when the size of the draw is at most the size of the urn — so when there are no
overdraws — signed hypergeometric coincides with ordinary hypergeometric. In particular, in this case
no negative probabilities appear in the signed hypergeometric.
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Proof We first note that:

1
(9)
= ⟨mυ ,dυ ⟩ =

∫
rrr∈∆n

mυ(rrr) ·dυ(rrr) drrr
(7)
=
(

mn[L] =≪DDir(υ)
)
(υ).

As a result: mn[L] =≪DDir(υ) = 1|υ ⟩. By combining this fact with Proposition 3 (3) we are done:

hg[K](υ) = hg[K] =≪1|υ ⟩ = hg[K] =≪
(

mn[L] =≪DDir(υ)
)

=
(

hg[K]◦· mn[L]
)

=≪DDir(υ) = mn[K] =≪DDir(υ). ◀

Corollary 14 Let υ ∈ M [L](nnn) be a multiset/urn of size L ≥ 1.

1. For each multiset ϕ ≤K υ , that is, for each ϕ ∈ M [K](nnn) with ϕ ≤ υ , and thus K ≤ L,∫
rrr∈∆n

rrrϕ ·dυ(rrr) drrr =
υ · (L−K)!
(υ −ϕ) ·L!

.

2. In particular, for each i ∈ supp(υ)⊆ nnn.∫
rrr∈∆n

ri ·dυ(rrr) drrr = flrn(υ)(i).

Proof 1. Since:∫
rrr∈∆n

rrrϕ ·dυ(rrr) drrr =
1

(ϕ )
·
∫

rrr∈∆n
mϕ(rrr) ·dυ(rrr) drrr =

1
(ϕ )

·
(

mn[K] =≪DDir(υ)
)
(ϕ)

=
1

(ϕ )
·hg[K](υ)(ϕ) =

ϕ

K!
·

(
υ

ϕ

)(L
K

) =
υ · (L−K)!
(υ −ϕ) ·L!

.

2. We apply the previous point with ϕ = 1| i⟩ of size 1. Then:∫
rrr∈∆n

ri ·dυ(rrr) drrr =
∫

rrr∈∆n
rrr1| i ⟩ ·dυ(rrr) drrr =

υ · (L−1)!
(υ −1| i⟩) ·L!

=
υ(i)

L
=

υ(i)
∥υ∥

= flrn(υ)(i). ◀

Proposition 15 1. We write 0 for the empty multiset and 1 for the multiset of singletons, say on
nnn = {0, . . . ,n−1}. Then DDir(0) = Dir(1) is the uniform measure on ∆n.

2. The sample channel sam : ∆n → D(nnn) from Theorem 5 (4) gives, like for ordinary Dirichlet,

sam =≪DDir(υ) = flrn(υ).

Proof 1. For K = 0 the set M [K](nnn) of multisets of size 0 contains the empty multiset 0 as sole
element. The associated factor sum matrix FS from (12) is thus the singleton matrix (1), with (1)
as inverse. Hence the only coefficient c0,0 of the polynomial d0 in (12) is (n−1)!. This makes d0
the constant function rrr 7→ (n−1)!, which is the density of the uniform measure Dir(1) on ∆n.

2. Using Corollary 14 (2), the reasoning is precisely as in the proof of Theorem 5 (4). ◀

Theorem 13 says that the signed hypergeometric distribution is a ‘conservative’ extension of the
ordinary hypergeometric distribution in the sense that these distributions coincide for draws of size below
the size of the urn. We now illustrate draws of arbitrary size, also bigger than the size of the urn. The
physical interpretation of such overdraws is unclear. But mathematically all works well.

We continue with some basic properties of signed hypergeometric distributions, as analogues of
(some of the items of) Proposition 3.
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Proposition 16 1. shg[K](0) is the uniform distribution on M [K](nnn);

2. flrn ◦· shg[K] = flrn;

3. shg[K]◦· mn[L+K] = mn[K];

4. shg[K]◦· shg[K+L] = shg[K];

5. DD ◦· shg[K+1] = shg[K].

The last equation shows that the signed hypergeometric form a cone for the draw-delete maps and
thus fit in a categorial approach to ‘De Finetti’, following [15]. The equation hg[K]◦· DD = hg[K] from
Proposition 3 (5) holds for ordinary hypergeometric, but its analogue for signed hypergeometric fails.

Proof 1. Via Proposition 15 (1): shg[K](0) = mn[K] =≪DDir(0) = mn[K] =≪Dir(1) = pol [K](1).
The latter Pólya distribution on M [K](nnn) is uniform, see Theorem 5.

2. By combining Proposition 3 (2) with Proposition 15 (2) we get: flrn ◦· shg[K] = flrn ◦· mn[K] ◦·
DDir = sam ◦· DDir = flrn .

3. In the composite shg[K]◦· mn[L+K] the signed hypergeometric draws of size K are applied to the
urns that appear as draws of size L+K coming out of the multinomial mn[L+K]. Hence the draw
size is less than the urn size, so Theorem 13 applies, and the signed hypergeometric is an ordinary
hypergeometric. Thus Proposition 3 (3) gives: shg[K]◦· mn[L+K] = hg[K]◦· mn[L+K] = mn[K].

4. By the previous point: shg[K]◦· shg[L+K] = shg[K]◦· mn[L+K]◦· DDir = mn[K]◦· DDir = shg[K].

5. Via Proposition 3 (7): DD ◦· shg[K+1] = DD ◦· mn[K+1]◦· DDir = mn[K]◦· DDir = shg[K]. ◀

8 Signed hypergeometric channels as Bayesian inversion

This section shows that the signed hypergeometric channel shg[K] : M (nnn) → S
(
M [K](nnn)

)
can be

obtained as dagger, that is as Bayesian inversion, see [4, 3]. For this we need the following new signed
distribution, that builds on the result from Proposition 11 that the sum of dual basis functions is constant.

Definition 17 For a distribution ω ∈D(nnn) we define signed dual multinomial distribution dmn[K](ω)∈
S
(
M [K](nnn)

)
as:

dmn[K](ω) := ∑
ϕ∈M [K](nnn)

K!
(K+n−1)!

·dϕ(ω)
∣∣ϕ 〉.

We thus get a ‘signed’ channel dmn[K] : D(nnn)→ S
(
M (nnn)

)
.

For instance:

dmn[2]
(

1
2 |0⟩+

1
6 |1⟩+

1
3 |2⟩

)
= −1

4

∣∣∣ 2|0⟩
〉
+ 1

6

∣∣∣ 1|0⟩+1|1⟩
〉
− 1

4

∣∣∣ 2|1⟩
〉
+ 11

6

∣∣∣ 1|0⟩+1|2⟩
〉
+ 1

6

∣∣∣ 1|1⟩+1|2⟩
〉
− 2

3

∣∣∣ 2|2⟩
〉
.

We have no (operational) interpretation for these distributions, but they do make sense mathematically,
as in the next result.
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Theorem 18 1. There is an equality of string diagrams which involves swapping dual and ordinary
Dirichlet distributions

ufM [L](nnn)ufM [K](nnn)

DDir Dir(1+−)

dmn[K]

=

mn[L]

2. The signed hypergeometric channel shg[L] : M [K](nnn)→ S
(
M [L](nnn)

)
is the dagger of the com-

posite dmn[K]◦· Dir(1+−) : M [L](nnn)→ S
(
M [K](nnn)

)
with the uniform distribution ufM [L](nnn) as

prior. In a formula:

shg[L] =
(

dmn[K]◦· Dir(1+−)
)†

ufM [L](nnn)

.

Proof 1. Let ϕ ∈ M [K](nnn) and ψ ∈ M [L](nnn).(
⟨dmn[K]◦· Dir(1+−), id ⟩ =≪ufM [L](nnn)

)
(ϕ,ψ) =

1((n
L

)) ·∫
rrr

K!
(K+n−1)!

·dϕ(ω) · (L+n−1)!
ψ

· rrrψ drrr

=
K! · (n−1)!
(K+n−1)!

·
∫

rrr
dϕ(ω) · L!

ψ
· rrrψ drrr

=
1((n
K

)) ·∫
rrr
dϕ(rrr) ·mψ(rrr) drrr

=
1((n
K

)) ·(mn[L] =≪DDir(ϕ)
)
(ψ)

=
(
⟨id ,mn[L]◦· DDir⟩ =≪ufM [K](nnn)

)
(ϕ,ψ).

2. This is a reformulation of the previous point, using that shg[L] = mn[L] ◦· DDir , occurring in the
above string diagram on the left of the equation. ◀

In Definition 12 we have introduced the signed hypergeometric shg[L] as mn[L]◦· DDir via the dual
Dirichlet distribution DDir . The above result tells that we can also obtain shg[L] as dagger from ordinary
Dirichlet Dir (plus the dual multinomial distribution dmn). This diagrammatic description of the dagger
coincides with the one on right in Figure 1.

9 Conclusions and further work

This paper covers a fascinating topic, namely negative probabilities. It does not offer operational mean-
ing, but it does provide a solid mathematical basis for the emergence of negative probabilities in classical,
non-quantum probability theory. The techniques of categorical probability provide the toolbox for de-
scribing the relevant properties.

There is plenty of further work. High on our list is an explicit formula for the dual basis vectors
in the general multivariate case (like in the bivariate case). Also, we would like to develop a deeper
understanding of the conjugate situation described in the string diagrams in Theorem 18.
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Appendix

A Examples

We elaborate two examples: first we illustrate how to actually compute a dual basis, and then how to
compute signed hypergeometric distributions.

Example 19 We take n = 3 and K = 2 so that we have
((n

K

))
= 4!

2!·2! = 6 multisets in M [2](333), namely:
2|0⟩, 1|0⟩+ 1|1⟩, 2|1⟩, 1|0⟩+ 1|2⟩, 1|1⟩+ 1|2⟩, 2|2⟩. Using this order of multisets we get a 6× 6
matrix:

FS =
(
(ϕ +ψ)

)
ϕ,ψ∈M [2](333)

=



24 6 4 6 2 4
6 4 6 2 2 2
4 6 24 2 6 4
6 2 2 4 2 6
2 2 6 2 4 6
4 2 4 6 6 24


so FS−1 =

1
60



6 −8 1 −8 2 1
−8 44 −8 −6 −6 2
1 −8 6 2 −8 1
−8 −6 2 44 −6 −8
2 −6 −8 −6 44 −8
1 2 1 −8 −8 6


Notice that negative values appear in this inverse matrix, without clear pattern.

We can now compute the dual basis vectors by combining (10) and (12). We elaborate the case of
the first multiset 2|0⟩. For (r0,r1,r2) ∈ ∆3, that is, for r0,r1,r2 ∈ [0,1] with r0 + r1 + r2 = 1 we get
d2|0 ⟩ ∈ P2(∆

3) determined as:

d2|0 ⟩(r0,r1,r2)
(10)
= ∑

ϕ∈M [2](333)
cϕ,2|0 ⟩ · (r0,r1,r2)

ϕ (12)
= ∑

ϕ∈M [2](333)

6!
(2|0 ⟩ ) ·

(
FS−1

)
ϕ,2|0 ⟩

· rϕ(0)
0 · rϕ(1)

1 · rϕ(2)
2

= 12
(

6r2
0 −8r1

0r1
1 +1r2

1 −8r1
0r1

2 +2r1
1r1

2 +1r2
2

)
= 72r2

0 −96r0r1 +12r2
1 −96r0r2 +24r1r2 +12r2

2.

Similarly, for the other multisets in M [2](333),

d1|0 ⟩+1|1 ⟩(r0,r1,r2) = −48r2
0 +264r0r1 −48r2

1 −36r0r2 −36r1r2 +12r2
2

d2|1 ⟩(r0,r1,r2) = 12r2
0 −96r0r1 +72r2

1 +24r0r2 −96r1r2 +12r2
2

d1|0 ⟩+1|2 ⟩(r0,r1,r2) = −48r2
0 −36r0r1 +12r2

1 +264r0r2 −36r1r2 −48r2
2

d1|1 ⟩+1|2 ⟩(r0,r1,r2) = 12r2
0 −36r0r1 −48r2

1 −36r0r2 +264r1r2 −48r2
2

d2|2 ⟩(r0,r1,r2) = 12r2
0 +24r0r1 +12r2

1 −96r0r2 −96r1r2 +72r2
2.

Then indeed, ⟨mϕ ,dψ ⟩= δϕ,ψ for all ϕ,ψ ∈ M [2](333).
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We check the claim of Proposition 11, that the sum of the dual base vectors is a particular constant.
Let’s abbreviate the (pointwise) sum of the above dual basis functions as: d := ∑ϕ∈M [2](333) dϕ . Then,
using the above descriptions, for (r0,r1,r2) ∈ ∆3,

d(r0,r1,r2) = 12r2
0 +24r0r1 +12r2

1 +24r0r2 +24r1r2 +12r2
2

= 12
(
(r0 + r1)

2 +2(r0 + r1)r2 + r2
2

)
= 12

(
r0 + r1 + r2

)2
= 12.

Hence the sum of the dual basis functions is indeed a constant and equals (K+n−1)!
K! = 4!

2! = 12.

Example 20 Let’s take as urn υ = 1|0⟩+ 1|1⟩+ 1|2⟩ with one ball of each color in 333 = {0,1,2}. By
drawing two balls we remain within the world of ordinary hypergeometric distributions, by Theorem 13
and get the following distribution over draws.

shg[2](υ) = hg[2](υ) = 1
3

∣∣1|0⟩+1|1⟩
〉
+ 1

3

∣∣1|0⟩+1|2⟩
〉
+ 1

3

∣∣1|1⟩+1|2⟩
〉
.

We can also draw three balls; in that case, the outcome is certain to be the whole urn:

shg[3](υ) = hg[3](υ) = 1
∣∣1|0⟩+1|1⟩+2|1⟩

〉
= 1

∣∣υ 〉.
Drawing four balls, more than in the urn, is only possible with the signed hypergeometric. It leads to
negative probabilities in:

shg[4](υ) = 7
126

∣∣4|0⟩〉− 14
126

∣∣3|0⟩+1|1⟩
〉
− 21

126

∣∣2|0⟩+2|1⟩
〉
− 14

126

∣∣1|0⟩+3|1⟩
〉
+ 7

126

∣∣4|1⟩〉
− 14

126

∣∣3|0⟩+1|2⟩
〉
+ 84

126

∣∣2|0⟩+1|1⟩+1|2⟩
〉
+ 84

126

∣∣1|0⟩+2|1⟩+1|2⟩
〉

− 14
126

∣∣3|1⟩+1|2⟩
〉
− 21

126

∣∣2|0⟩+2|2⟩
〉
+ 84

126

∣∣1|0⟩+1|1⟩+2|2⟩
〉

− 21
126

∣∣2|1⟩+2|2⟩
〉
− 14

126

∣∣1|0⟩+3|2⟩
〉
− 14

126

∣∣1|1⟩+3|2⟩
〉
+ 7

126

∣∣4|2⟩〉.
There is no apparent ‘logic’ in these probabilities, for instance in terms of draw probabilities. In par-
ticular, an intuitive explanation is missing for why certain probabilities are negative. But, as explained
above, these distributions are constructed in a systematic manner, via dual bases.

Clarification: the outcomes of the signed hypergeometric given above are obtained via elementary
Python scripts that perform matrix inversion — as in (12) — to obtain representations of dual basis
vectors and to perform integration over simplices. Our Python scripts produce real numbers as proba-
bilities, but they are so close to the above fractions in shg[4](υ) that we write these fractions instead, for
the sake of readability.

B Missing proofs

In the body of the article we left out the proofs of several basis properties of ordinary draws.

Proof (of Theorem 5)
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1. Via (7), for arbitrary ϕ ∈ M [K](nnn),

(
mn[K] =≪Dir(υ)

)
(ϕ) =

∫
rrr∈∆n

mn[K](rrr)(ϕ) ·dir(υ)(rrr) drrr

=
∫

rrr∈∆n
(ϕ ) ·∏

i∈nnn
rϕ(i)

i · (L−1)!
(υ−1)

·∏
i∈nnn

rυ(i)−1
i drrr

=
∫

rrr∈∆n

K! · (L−1)!
ϕ · (υ−1)

·∏
i∈nnn

rυ(i)+ϕ(i)−1
i drrr

=

((
υ

ϕ

))((L
K

)) ·∫
rrr∈∆n

(L+K−1)!
(υ+ϕ−1)

·∏
i∈nnn

r(υ+ϕ)(i)−1
i drrr

(6)
= pol [K](υ)(ϕ).

2. This can be computed in a similar manner, but the details are beyond the scope of this paper.

3. We have already seen that the set M [K](nnn) has
((n

K

))
elements, so that the uniform distribution

ufM [K](nnn) on this set is ∑ϕ∈M [K](nnn)
1

((n
K))

∣∣ϕ 〉. This uniform distribution equals pol [K](1), where

1 = ∑i∈nnn 1| i⟩. Hence we can reason diagrammatically, as on the right in Figure 1. The uniform
distribution ufD(nnn) on the left in this chain of equations is Dir(1) on ∆n, with density rrr 7→ (n−1)!,
since

∫
rrr∈∆n 1 drrr = 1

(n−1)! by (6).

4. Consider an urn υ of size L and a number j ∈ nnn. We write υ j := υ + 1| j ⟩ of size L+ 1. Then,
using (7), (

sam =≪Dir(υ)
)
( j) =

∫
rrr∈∆n

r j ·
(L−1)!
(υ−1)

·∏
i∈nnn

rυ(i)−1
i drrr

=
υ( j)

L
·
∫

rrr∈∆n

L!
(υ j−1)

·∏
i∈nnn

rυ j(i)−1
i drrr

(6)
=

υ( j)
L

·1

= flrn(υ). ◀

C The bivariate case

In the previous sections we have elaborated the multivariate case, involving multiple variables. The
bivariate case, for n = 2, can be done slightly differently, using the isomorphisms D(222) ∼= [0,1] and
M [K](222) ∼= {0,1, . . . ,K} ∼= KKK+++111. The binomial channel bn[K] : [0,1] → {0, . . . ,K} is thus related via
the general multinomial one via the following square.

[0,1] ◦
bn[K]

//

∼=
��

{0, . . . ,K}

D(222) ◦
mn[K]

//M [K](222)

∼=
OO
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Explicitly, for r ∈ [0,1], we have

bn[K](r) = ∑
0≤i≤K

(
K
i

)
· ri · (1− r)K−i

∣∣ i〉.
The polynomials involved are known as Bernstein polynomials, namely

bi(r) :=
(

K
i

)
· ri · (1−r)K−i = ∑

0≤ j≤K−i

(
K
i

)
·
(

K−i
j

)
· ri ·1 j · (−r)K−i− j

= ∑
0≤ j≤K−i

(
K
i

)
·
(

K−i
j

)
· (−1)K−i− j · rK− j.

These polynomials are widely studied in Computer Graphics and Computer Aided Geometric Design [9],
but also in areas such as approximation theory [19] and probability. They appear not only as probability
mass functions for the binomial distributions (as described above), but also as density function of the
(continuous) Beta distributions, rescaled by a normalisation factor.

The Hilbert space PK(∆
2) can be identified with the space of univariate polynomials, as functions

[0,1]→ R, spanned by the monomial basis (ri : 0 ≤ i ≤ K). The (n+1)× (n+1) matrix B that represents
the above polynomials bi in this basis has entries

Bi,K− j =

(
K
i

)
·
(

K−i
j

)
· (−1)K−i− j.

Below we plot several Bernstein polynomials (on the left) and their dual bases (on the right).
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40

20
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40

We write S for the matrix with inner products of the base vectors, so:

Si, j := ⟨ri,r j ⟩ =
∫

r∈[0,1]
ri · r j dr = 1

i+ j+1 .

The dual basis of the binomial polynomials bi are then given by the matrix inverse (BT ·S)−1. It has been
studied in a Computer Graphics context [6] [24], and formulas for computing the dual basis are known,
see [17] for an overview.

This explicit formulation of the dual basis allows us to describe the bivariate signed hypergeometric
channel bshg[L,K] : {0, . . . ,L}→ S

(
{0, . . . ,K}), in the following commuting diagram.

{0, . . . ,L}∼=
��

◦
bshg[L,K]

// {0, . . . ,K}

M [L](222) ◦
shg[K]

//M [K](222)−∼=

OO
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We include the parameter L in writing bshg[L,K] since it cannot be derived from an input j ∈ {0, . . . ,L}.
In contrast, writing this parameter explicitly is not needed in the multivariate case, since the size of the
urn can be computed from the urn itself.

The explicit formula for this bivariate signed hypergeometric bshg[L,K] is:

bshg[L,K]( j)

:= ∑
0≤i≤K

(K
i

)
(K+L+1) ·

(L
j

) ( ∑
0≤ℓ≤L

(−1) j+ℓ(K+L
i+ℓ

) ∑
0≤k≤min( j,ℓ)

(2k+1)
(

L+k+1
L− j

)(
L−k
L− j

)(
L+k+1

L−ℓ

)(
L−k
L−ℓ

))∣∣ i〉
(13)

This bshg[L,K] is defined on 0 ≤ j ≤ L, corresponding to urn j|0⟩+ (L − j)|1⟩. The complicated
character of this formula is not helpful for an operational interpretation in terms of draw probabilities.
But it does allow us to compute (truely) exact distributions.

Example 21 Let’s take an urn size L = 3 with 2 balls of colour 0. Thus, in a multivariate scenario we
would write this as urn υ = 2|0⟩+1|1⟩. We first look at a draw of size K = 4. Using the formula from
Figure C we get a bivariate signed hypergeometric distribution of the form:

bshg[3,4](2) = 17
210

∣∣0〉− 34
105

∣∣1〉+ 17
35

∣∣2〉+ 106
105

∣∣3〉− 53
210

∣∣4〉.
The number i in | i⟩ refers to the number of balls of colour 0 that are drawn (out of K in total), with
corresponding (positive or negative) probability.

Similarly, for K = 5 we have:

bshg[3,5](2) = 1
6

∣∣0〉− 3
7

∣∣1〉+ 1
21

∣∣2〉+ 16
21

∣∣3〉+ 37
42

∣∣4〉− 3
7

∣∣5〉.
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