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Abstract

Continuations and operators that are able to use these continuations, provide an elegant way
of manipulating the control flow of programs. In this thesis we define a language containing
an operator callcc that can capture its own continuation. Using the language, we define and
evaluate programs to show how exceptions and backtracking are achieved with callcc. Next,
we give a translation into continuation-passing style based on Plotkin’s CPS translation [12]
which eliminates the callcc operator. Just as Plotkin, we also define a colon translation that
reduces some of the administrative redexes introduced by the translation. In addition we
evaluate a translated program and assert that it evaluates to the same as the untranslated
program. We observe that Plotkin’s indifference theorem does not hold for our translation
and propose a solution.
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Chapter 1

Introduction

Continuations represent the program state of a program at any point during its evaluation.
A continuation can therefore be seen as a representation of the rest of the program that is
yet to be evaluated.

The programming language Scheme treats continuations as first-class objects. This makes
it possible to capture the current continuation using the operator call/cc. The captured
continuation saves the current program state. If later on the captured continuation is invoked,
the earlier saved state is restored.

(+ 2 (call/cc

(lambda (continuation)
(+ 5 (continuation 4)))))

Using the call/cc operator, programs like the one above can be written. This program eval-
uates to 6.

Because continuations can be used to restore an older program state, they make it possible
to jump to different places in the program. As a result continuations can be used to encode
control mechanisms such as exceptions and backtracking in a language.

In this thesis we will study continuations and operators that can manipulate them. We are
therefore going to define a small language miniFPT which will contain an operator callcc that
is similar to the operator call/cc in Scheme. Furthermore, we define an operator throw that
is used to invoke a continuation.

In Chapter 4 we introduce continuations which will be highlighted by some examples.
Furthermore, the operator callcc will be explained in detail. We will look at the program
mentioned above again and show how the result 6 is obtained. We will also evaluate other
programs containing the operator to demonstrate how callcc can be used to model exceptions
and backtracking. Next, we will define a translation into continuation-passing style for the
terms of miniFPT. This translation will be based on the translation Plotkin defined in [12].
The translation eliminates the callcc- and throw-terms. However, it introduces a lot of ab-
stractions that make it difficult to establish a relation between reductions in the source term
and reductions in the translated term. We will look at Plotkin’s colon translation that aims
to solve this problem. Moreover, we extend the colon translation to the terms of miniFPT.
Using this extended colon translation we will translate a program into continuation-passing
style and compare its evaluation with the evaluation of the untranslated program.



Chapter 2

Preliminaries

2.1 M-calculus

In the 1930’s Alonzo Church developed the A-calculus initially as a foundation for mathematics
[2]. Later it became evident that the A-calculus provides a simple model for computation.
The simplicity arises from the fact that functions in the A-calculus are “anonymous”, meaning
the functions do not have names and also only have one input. We will briefly summarize the
A-calculus here. For a complete definition we refer to Barendregt [1].

Definition 2.1.1. The A-calculus consists of A-terms that are constructed recursively from
an infinite set of variables and can take one of the following forms:

e a variable =
e an abstraction Az.M where M is a A-term

e an application M N where M and N are both A-terms
The syntax of A-terms M and N in the A-calculus can therefore be given by:
M,N :=2a | AXe.M | MN
Definition 2.1.2 (S-rule). The most basic form of computation in the A-calculus is (-
reduction. If an application is of the form (Az.M) N it can be rewritten using the S-rule.

(A.M) N — M [z + N]

N is substituted for every occurrence of the variable z in M. The term (Ax.M) N is called
a redex, a reducible expression, because it can be rewritten by the S-rule to M|z < NJ.

Example 2.1.1. Consider the term (Az.\y.y x)((Az.x) 1)(Az.z) and assume we added inte-
gers to the A-terms. Next, we will show the reduction steps. The redexes being reduced at
each step are bold.

Az Ay.y z)((Az.x)1l)(A\z.z)
= (A\y.y (Az.x)l))(Az.2)
= (Ay.y 1)(Az.x)
- (Az.x)l
— 1



In the first step the redex (Az.Ay.y )((Az.x) 1) reduces to (Ay.y ((Az.z) 1)) by substi-
tuting ((Az.z) 1) for every occurrence of z in (A\y.y z). In the second step ((Az.z) 1) reduces
to 1. (Az.x) is then substituted for y and finally (Az.z) 1 reduces to 1 which does not reduce
any further.

As the reader may have noticed there are other redexes that we could have chosen in the
different reduction steps. For example, at the beginning ((Az.x) 1) could have been reduced
first. Also, in the second step we could have substituted (Az.z) for y instead of reducing
((Az.x) 1) first. The choice which redex will be evaluated can be fixed in a reduction strategy.
Next, we will look at the call-by-value and call-by-name reduction strategy.

2.2 Call-by-value
When evaluating call-by-value, the A-terms are differentiated into terms and values.

Terms: M,N w=x | Ae.M | MN
Values: v =\ M

Definition 2.2.1 (Call-by-value SOS). The call-by-value structural operational semantics
(SOS) assure that S-reduction is only performed if the right part of the application is a value.
Furthermore, there are no reductions under a A-abstraction.

M — M N — N’
MN — M'N v N —=uv N

If the left part M of an application M N is not an abstraction, evaluation first proceeds with
M. We write M — M’ to express that M reduces to M’ by one of the three rules above.
The whole application M N thereby reduces to M’ N. The case that M is an abstraction is
similar; N is reduced until it eventually becomes a value and the S-rule can be applied.

(M. M) v — Mz + v]

Example 2.2.1. We will consider the term from Example 2.1.1 again and evaluate it call-
by-value assuming that the integer 1 is a value.

Az Ay.y ) ((Az.x)l)(Az.2)
= Az Ay.y )1(\x.z)
- (Ay.y 1)(Az.x)
- (Az.x)l
— 1

Using the call-by-value semantics we can see that the only redex in the original term is
(Az.x) 1. This term is not a value yet and therefore the 5-rule cannot be applied to (Az.\y.y )

((Az.z)1).

2.3 Call-by-name

Call-by-name is an other reduction strategy where S-reduction is performed as soon as pos-
sible. There is no notion of terms that are values. The syntax of the A-terms is therefore the
same as in Definition 2.1.1.



Terms: M,N ==z | \e. M | MN

Definition 2.3.1 (Call-by-name SOS). -reduction can be performed whenever the left part
of an application is an abstraction. If this is not the case then the left part is evaluated.

M — M’
MN — M'N

Example 2.3.1. We will look at Example 2.1.1 again and evaluate the term call-by-name
where the integer 1 is added to the terms of the A-calculus.

(Ax.M) N — Mz + N]

Az Ay.y z)((Az.x)1l)(A\z.z)
= (Ay.y (Az.x)1)) (Az.x)
- (Az.x)((Az.x)1)
- (Az.x)l
— 1

2.4 Evaluation contexts

Another way to define the call-by-value semantics of A-terms is by using evaluation contexts
described by Felleisen and Hieb in [4].

Definition 2.4.1 (Evaluation contexts). An evaluation context is “a term with a hole”.
E:=[]|EM|vE

We write F[a] to indicate that the hole [-] in the evaluation context E has been replaced with
the term a.

To define reduction we will use the naming “head reduction” Leroy [9] uses in his lecture
slides.

Definition 2.4.2 (Head reduction). We define head reduction as the reduction of a term
a using a set of head reduction rules. As the terms only consists of A-abstractions and
applications, the only head reduction rule is the g-rule.

(Az.a) v = a [z < v]
Because the evaluation is call-by-value, the argument to the abstraction has to be a value.

Definition 2.4.3 (Reduction). We define reduction as the head reduction of a term inside
the hole of a context.

a—d
Ela] — E[d]

If the term a, that is plugged into the hole of the context F, reduces by head reduction to a
term a’ then we can replace the hole in E by a'.



Example 2.4.1. We will evaluate the term from Example 2.1.1 using evaluation contexts.

E[(Az.x) 1)] with £ = (Az.\y.y z)[-](A\z.x)
— E[1] with E = (Az.\y.y z)[-](Az.x)
= Ei[(Ax.\y.y x) 1] with By = [[](Az.x)
— Ei[Ay.y 1] with Ey = [[](\z.z)
= Ey[(A\y.y 1)(A\z.z)] with Ey = []
— Er[(Az.x) 1] with Ey = []
— Eb[1] with Ep = []

At the beginning the term (Az.Ay.y x)((Az.z) 1)(Az.z) corresponds to the evaluation con-
text £ = (Ax.\y.y z)[](Az.xz). The hole [-] denotes the redex we are reducing, in this case
((Az.z) 1). Using B-reduction the term reduces to 1. Since we cannot reduce 1 any further
we take the following redex (Ax.\y.y z) 1. However, this means that the evaluation context
has changed. The hole in the context now denotes the new redex (Az.Ay.y z) 1. After the
fourth reduction we are finished because 1 is a value and does not reduce further and Es only
consists of a hole.



Chapter 3

miniFP™

In this chapter the language miniFP™ is defined. We will first give its syntax and call-by-value
operational semantics. We then continue with typing miniFPT. The syntax of miniFP* and
the operational semantics are an extension of the definitions in the lecture slides of Leroy
[9, 10]. Given miniFP* we will define a new language miniFP.

3.1 Syntax

We will now give the syntax of miniFP*. Since we want miniFPT to evaluate call-by-value,
terms and values have to be distinguished.

Definition 3.1.1 (miniFPT). We define the terms and values of miniFP™ as follows.

Terms:

a,b,c:=10

| Succ(a)

10

| None

| Some a

| true

| false

| =

| \z.a

| ufAx.a

| ab

la + b

| Cons(a,b)

| Nil
|letz=vina

| if ¢ then a else b
| match a with Nil — b | Cons(cy,c2) — ¢
la; b

successor of a

variable

abstraction
recursive function
function application
addition

list constructor

empty list

pattern matching

composition



| zero? a check for zero
| callec a

| throw a b

Values: v ::= 0 | Succ(v) | () | None | Some v | true | false | Nil | Cons(v1, v2)

| Ax.a | pfdz.a

The language miniFP is defined as the language miniFPT without the terms callcc @ and throw
ab.

3.2 Operational semantics

We now define the call-by-value operational semantics of miniFPT using evaluation contexts.

Definition 3.2.1 (Evaluation contexts). For miniFP* we define the following evaluation
contexts.

E:=[]|Eb|vE|E+b|v+ E|Succ(FE) | Some E | Cons(E, b) | Cons(v, E)
| match E with Nil — b | Cons(cy,c2) — ¢ | if E then a else b | zero? E
Definition 3.2.2 (Reduction rules). We define head reduction rules and context reduction
rules for miniFPT. The context reduction rules are defined for the terms callcc and throw as
they operate on the whole context. The composition a ; b is evaluated by rewriting it to

(Ax.A\y.y) a b. This way a is evaluated for possible side effects that might occur when using
operators such as callcc and throw. The result of a, however, will be thrown away.

Head reduction rules:

(Az.a)v — alzx + v
(ufAx.a)v —alf < pfAxr.a,z <+ ]
0+0 —0

0 4 Succ(v) — Succ(v)

Succ(v) + 0 — Succ(v)

Succ(vy) + Succ(va) — Succ(Succ(vy + v2))
let z =vina — alz < v

if true then a else b —a

if false then a else b —b

match Nil with Nil — a | Cons(c1,c2) — ¢ —a

match Cons(by,be) with Nil — a | Cons(cy,c2) — ¢ — cley = by, e + bo]
a;b = (Az.A\y.y) ad

zero? 0 — true

zero? v — false ifv#0

Context reduction rules:
Elcallcc a] — FEla (Az.Elx])]
Elthrow k a] —ka



Definition 3.2.3 (Reduction). For miniFP™ we define reduction as either the reduction of
the whole context using one of the context reduction rules, or as the head reduction of a term
inside the hole of a context:
a—a
Ela] = E[d]
The operational semantics for miniFP are the same as for miniFP™ except miniFP does not
have the context reduction rules regarding callcc and throw.

3.3 Typing miniFP*

In this section we will type the terms of miniFPT. That is for each term a we want to have
a : 0 where o is the type of a. Therefore the types possible in miniFP* are defined first.

Definition 3.3.1 (Types).

Types: 7,0 == nat | bool | list | unit | Maybe 7 | 7 cont | var | 11 — 72
Variables: var = «a|f
Polymorphism: poly = Yovar.poly | T
Context: r n= - | DT

nat is the type of 0 and the natural numbers being generated from applying the successor
function to 0. The terms true and false have type bool. Nil and Cons(a, b) are of type list and ()
has type unit. We use Maybe 7 to give a type to None and Some a. Furthermore, we introduce
a continuation type 7 cont which indicates that the continuation expects something of type
7 and which also hides the return type of the continuation. This type is used when defining
the types of callcc and throw. Since miniFPT contains let-expressions which we want to have
polymorphic types, type variables and quantification over types are defined. Furthermore, we
define a function type 71 — 79 where 7 is the type of the argument and 7 the return type of
the function.

The types for the terms of miniFP are the same except that the type 7 cont is not needed
since there are no callcc- or throw-terms in miniFP.

We now introduce typing contexts I' which are sets of x : 7; mappings from variables to
types. Using the typing context the typing relation between the terms of miniFP™ and the
types is defined as follows.

'Fa:r
The typing relation indicates that a has type 7 in the context I'. a is called well-typed if a : 7
can be produced using typing rules. A typing rule has the following form.
Fll—CLlZTl Fnl—anZTn
'Fa:r

The statements above the line are the premises that have to be fulfilled in order to obtain
the conclusion I' - a : 7. The typing rules for miniFP™ are defined as follows.

Definition 3.3.2 (Typing rules). The typing rules can be divided into azioms and inference
rules. Axioms are typing rules without premises whereas inference rules have one or more
premises.

Axioms:



'F0: nat 0 I' F true : bool rue I' - false : bool Salse
TF():unit ™ TF None: Maybe 7 "™ TF Nil: list ™
Inference rules:
r:Tel . FFa:r7 come
Tkaz:7 7 I' - Some a : Maybe 7
I'Fa: nat suce I'Fa: nat o
I' - Succ(a) : nat I F zero? a : bool ~“”
I'Fa: nat I'Fb: nat  dd I'Fa: nat CEb: list .
I'a+b: nat I' - Cons(a, b) : list
x:oka:7 I'ta:o0—71 FFb:J:app
TFita:o—r @ I'tFab: 7
Nfio—>mnaxioka:T | 'ta:o FI—b;T:Comp
ufira:o—r1 e I'Fa;b: 7
I'Fa:7cont—T - callee I'Fa: ocont 'Fb: o throw
I'kecallecca: 7 I'Fthrowabd: 7
I'FVa.o elim 'Fa:o agl
I'ka:ofa+ 7] I'ka:Voo o
' c: bool l'ca: 7 Fl—b:T:if
'Fif cthenaelseb: 7
I'Fv: Va.o Iz:Va.okb: T agl ot ol
F'Fletz=vinb: 7 Py
' 1: list F'kFe:r I'a:nat,b: list - f:7 "
‘matc

I' F match [ with Nil— e | Cons(a,b) — f : T

The typing rules for miniFP are the same as for miniFP™ except for the callcc- and throw-typing

rules.

Harper and Lillibridge state in [6] that polymorphic let-terms in a language containing
callcc are only well-typed if the bound expression is a value. In Appendix A.1 we give the
example of Harper and Lillibridge of a term eg : bool with the property that the term evaluates
to 0 which is, however, of type nat. The term eg is a term of the form let z = a in b where a

is not a value and contains a callcc.

10



Having typed miniFP™ we can prove that every term can be uniquely decomposed into a
context and redex.

Proposition 3.3.1. For all terms t € miniFPT, if -t : o and t € Values then there exists a
unique E with either

1. t = Ele] and e reduces by head reduction
2. t = Elcallcc u] and E|callcc u] reduces by context reduction
3. t = E[throw u v] and E[throw u v] reduces by context reduction.

Proof. The proof is by induction on ¢ and a case analysis of t.
As an example we will give the proof for the case ¢ = Cons(a,b). For the complete proof see
Appendix A.2.

Case Cons(a,b) :

a ¢ Values : From induction there exists a unique E’ with either 1. a = E’[¢/] and ¢’
reduces by head reduction or 2. a = F’[callcc ¢] and E’[callcc ¢] reduces by context
reduction or 3. a = E’[throw ¢ d] and E'[throw ¢ d] reduces by context reduction.

1. Then there exists a unique F and e such that Cons(a,b) = E[e] and e reduces
by head reduction. Because E = Cons(E’,b) and e = ¢’

2. Then there exists a unique E such that Cons(a,b) = E|[callcc u] and Fl[callcc u]
reduces by context reduction. Because E = Cons(E’,b) and u = ¢, we
have Flcallcc ¢] = Cons(E’[callcc ¢], b) which reduces by context reduction to
Cons(E'[c (\x.E|x])],b) .

3. Then there exists a unique F such that Cons(a, b) = E[throw u v] and E[throw u
v] reduces by context reduction. Because E = Cons(E’,b), u = cand v = d, we
have E[throw ¢ d] = Cons(E’[throw ¢ d], b) which reduces by context reduction
tocd.

a € Values : The proof is the same as for the case a ¢ Values only now the induction
is over b.

O

In Proposition 3.3.1 for every term it was proved that it can be uniquely decomposed into
a context and a redex. For every term this was also proved for the case that the term does
not contain a callcc or throw. Therefore it follows that the unique decomposition property
also holds for the terms of miniFP.

11



Chapter 4

Continuations

In this chapter we will introduce continuations. The content presented is based on the lecture
slides of Leroy [10]. To introduce the concept of continuations we will, just as Leroy, use an
example. Consider the small program p = (142)+3. When evaluating p, we will first evaluate
the subexpression (1 + 2) and then continue by adding 3 to the result. The continuation of
(14 2) is the rest of the computation that needs to be done to obtain the overall result of p.
In the case of our example the rest that needs to be done is to add 3.

Definition 4.0.1 (Continuation). In general, the continuation of a subexpression e of a
program p is the computation that needs to be done after e has been evaluated in order to
obtain the result of p. The continuation is a function that takes as argument the value of the
subexpression and yields the value of the whole program.

continuation : value of e — value of p

Looking back at our example the continuation of (1 + 2) is the function (Az.z + 3). After
(1 4+ 2) has been evaluated its value 3 will be passed as argument to the continuation which
will add 3 and so compute the overall value 6 of the program.

We can also think about continuations using evaluation contexts. Let the program p be
equal to the evaluation context E with a subexpression e that replaces the hole.

p=E[e] with E=..[]..

If e reduces then the continuation of e is Az.E[z]. The result of e will be passed as argument
to the continuation which in turn will pass it to the hole of the evaluation context.

Example 4.0.1. Consider again the program p = (1 +2) + 3.

p=01+2)+3 = E[1+2] with E=[]+3
= =343 = Eq[3 + 3] with By = []
— 6

The continuation of (14 2) is the function Az.E[z| which is the same as Az.x + 3. The contin-
uation takes the result of (1 + 2) as input and passes it to the hole of the evaluation context
thereby leaving the program p; = 3 + 3 over for evaluation. The continuation of p; takes

12



the result of (3 + 3) and passes it to the hole of the evaluation context. So the continuation
becomes Az.Fj[z] and since the evaluation context is only the hole, the continuation is equal
to the identity function Axz.x. The continuation gets passed the result 6 of p; and because it
is the identity function it just returns 6 which is the overall result of the program p.

4.1 callcc

The functional programming language Scheme has an operator call-with-current-continuation
or call/cc for short. call/cc takes as argument a function. This function is then applied to
the continuation of the call/cc. If during evaluation of the function body the continuation is
applied to an argument the current continuation is thrown away and the continuation of the

call/cc is restored. The argument passed to the continuation becomes the result value of the
call/cc.

For the language miniFP™ we defined a similar operator callcc that gets hold of its continua-
tion. This continuation is then passed to the argument of callcc which is a function expecting
a continuation. Furthermore, we defined the operator throw to invoke a continuation on an
argument. The semantics for callcc and throw were defined as follows.

Elcallcc ] — Ela (Ax.Elz])]
Elthrow k a] —ka

callcc is evaluated by supplying a continuation to the function a. The continuation supplied
is the current continuation of the callcc, which is (Az.FE[z]). This way callcc saves the current
context and makes it possible to invoke it again later. throw, on the other hand, throws away
the current context. By passing a to the continuation k, throw reinstates the context saved
by the continuation k.

Example 4.1.1. We will consider the program from the introduction again. The program
has slightly changed to fit the syntax of miniFP™.

2 + callecc (Ak. 5+ (throw k 4))

We will show that the program evaluates to 6.

E[2 + callec (Ak. 5 + (throw k 4))] with E = [
= FEj[callcc (Ak. 5+ (throw k 4))] with E; =2+ []
— Eq1[(Ak. 5+ (throw k 4)) (Ax.E4[z])] with By = 2 + [
— Eq[5 + (throw (A\z.E4[z]) 4)] with By = 2 + [
= Esthrow (Az.Eq[z]) 4] with Fp =2+ 5+ [
— (\z.Eq[z]) 4
— B[4] with By = 2 + []
= FE3[2 +4] with E3 =[]
— Es[6] with B3 = []

13



By evaluating callcc its continuation is passed as argument to the function of callcc. The
continuation (Az.FEi[x]) or (Az. 2+ z) is to add the result of the callcc to 2. When evaluating
throw the current context Es is thrown away. And the context Fy that was initially saved by
the callcc is restored with 4 being passed as argument. This way the result value of callcc is
4. And the overall result becomes 6.

Type of callcc and throw

We will now look in more detail at the types of callcc and throw. callcc has the type (7 cont —
7) — 7. It expects a function of type 7 cont — 7. The argument to this function is the
continuation of the callcc. Because the return type of callcc is of type 7 the continuation
expects an argument of this type. The type of the continuation is therefore 7 cont.

throw has the type o cont —+ ¢ — 7. Two arguments will be passed to throw, a contin-
uation with type o cont and an element of type o. throw will apply the continuation to the
element which yields a type 7 that is the type of the result of the further computation.

Example 4.1.2. To demonstrate the effect of using callcc we will consider the list_iter and
find program Leroy [10] defines in his lecture slides. The two programs and their types are
defined as follows.

list_iter : (nat — unit) — list — unit
list_iter := plist_iter \f.\list. match list with Nil — ()
| Cons(hd,tl) — f hd ; list_iter f ti

find : (nat — bool) — list — Maybe nat
find := Ap.Al. callcc (Ak. list_iter (Az. if p x then
throw k& (Some x) else ()) I ; None)

The list_iter program takes a function and a list as input. It will iterate over the list and
apply the function first to the head of the list and then continue by recursively calling the
list_iter program again with the tail of the list. In case the list supplied to the program is
empty (Nil), the program returns (). This corresponds to the return type of list_iter which is
unit and () is of type unit. If the list is not empty, the composition f hd ; list_iter f tl is
executed. As defined in the semantics the first part is only evaluated for possible side effects.
So for the overall type to be unit, the second part of the composition list_iter f tl also has to
be of type unit. This is the case, because of the recursion list_iter will eventually be called
with an empty list and return () of type unit.

We will now look at the find program. The find program takes two arguments. The first
argument is a predicate function that checks whether a natural number fulfills that predicate.
The function is therefore of type nat — bool. The second argument is the list that possibly
contains an element fulfilling the predicate. The body consists of a callcc. Inside the callcc
function the list_iter program is called on the list and on a function that checks whether the
current element of the list fulfills the predicate. If this is the case, throw will pass that element
to the continuation which will make the element the result of the callcc. The overall return
type of find is therefore Maybe nat. This means the type of callcc has to be of type Maybe
nat and its continuation k£ of type Maybe nat cont. Following the callcc type inference rule

14



the function passed to callcc is of type Maybe nat cont — Maybe nat. The argument of the
function will become the continuation of callcc and is therefore of type Maybe nat cont. The
body of the function then has type Maybe nat. It consists of a composition of a call to the
list_iter program and None. The second part of the composition needs to correspond to the
overall type Maybe nat of the body. This holds because None is of type Maybe nat.

Now for the first part of the composition recall the type of the list_iter program.

list_iter: (nat — unit) — list — unit

Because list_iter has unit as return type the first part of the composition is of type unit as well.
However, we also want to be able to return an element, other than None, of type Maybe nat
that we have found in the list. The callcc and the throw in the function supplied to list_iter
make it possible to return an element of type Maybe nat from inside the list_iter which would
normally return () of type unit.

(Az. if p x then throw k& (Some x) else ())

Because of the type of list_iter the function needs to have type nat — unit. This means that
throw & (Some z) inside the if statement is of type unit. However, if we look at the type
inference rule for throw we see that this type is not relevant. Because Some z is of type
Maybe nat and k is of type Maybe nat cont we can just pass Some x to k& which recall is the
continuation of the callcc. This way callcc returns the Some z which is of type Maybe nat
from within the list_iter program. For the complete type derivation for list_iter and find see
Appendix A.3.

Furthermore, in Appendix A.4 we evaluate a program find_one that executes the find
program on a list and a predicate function that checks if an element is Succ(0).

find_one = let list_iter = plist_iter. A f.Alist. match list with Nil — ()
| Cons(hd,tl) — f hd ; list_iter f ti
in (let find = Ap.Al. callcc (Ak.list_iter (Ax. if p = then
throw & (Some x) else ()) I; None)
in find (Az.zero? Pred ) Cons(Succ(Succ(0)), Cons(Succ(0), Nil)))

The evaluation steps show how once Succ(0) is encountered throw restores the context saved
by the callcc. The result Some Succ(0) is passed to this context, thereby making Some Succ(0)
the overall result of the program.

Example 4.1.2 as well as the complete evaluation of the program find_one in Appendix
A .4 show that callcc can be used to model exceptions. If an element that fulfills the predicate
is found the current context and thereby the rest of the list is thrown away and the context
saved by the callcc is restored. The result value of callcc becomes the element found in the
list.

Furthermore, callcc can be used to implement backtracking. With regard to the find_one
program this would mean resuming iteration over the list after an element fulfilling the pred-
icate is found. This is achieved by adding a second inner callcc to the find program.

find :=Ap.Al. callcc (Ak. list_iter (Az. if p x then
callcc (AK'. throw k (Some (x, k') else ()) I; None)
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The continuation captured by this inner callcc saves the current context during iteration and
thereby the current position in the list. By invoking this continuation, iteration over the list
resumes starting from the saved position.

In Appendix A.5 we evaluate another program print_all that Leroy [10] defines in his
lecture slides and that makes use of the modified find program to print all the elements
fulfilling the predicate function.

print_all = let list_iter = plist_iter \f.Alist. match list with Nil — ()
| Cons(hd,tl) — f hd ; list_iter f tl
in (let find = Ap.Al. callcc (Ak. list_iter (Az. if p x then
callcc (AK'. throw k (Some (x, k')) else ()) I; None)
in (let printall = Ap.Al.match find p [ with None — ()
| Some (z, k) — print_string = ; throw k ()
in printall (Az.zero? Pred x) Cons(Succ(0), Cons(Succ(0), Nil))))

The evaluation shows how the two continuations captured by the callcc’s make it possible
to jump between printing and iterating over the list. If an element fulfilling the predicate is
found throw invokes the continuation of the outer callcc with the element passed as argument.
However, at the moment an element was found the inner callcc captured another continuation
which saved the context and thereby the position in the list. After a found element is printed
this continuation is invoked and iteration over the list resumes from the saved position. This
way both Succ(0) values in the list are printed.

4.2 Continuation-passing style

Using continuations we can transform every term ¢ into a function whose argument will hold
the continuation of the term. After the computation of ¢ is finished the result is passed to
the continuation. The term ¢ is said to be written in continuation-passing style or CPS for
short.

Example 4.2.1. Consider the factorial function and assume that we have defined a Pred
function that returns the predecessor of its argument and a Mult function that multiplies its
two arguments.

FAC = pf. Ax. if zero? x then Succ(0) else Mult = f(Pred x)
Translated into continuation-passing style the factorial function becomes:

FACcps =pf Ax.\k. if zero? z then k Succ(0)
else f(Pred z)(A\v.k (Mult z v))

The translation into continuation-passing style has given the function f an extra argument
k which holds the continuation. In the case that x = 0, we can just pass Succ(0) to the
continuation k. In the case that x # 0, we recursively call the factorial function. As f takes
two arguments we supply a new x namely Pred z and a new continuation (Av.k (Mult z v)).
This continuation will get passed the result of f Pred x. The result will have to be multiplied
with the current value of x first, before the overall result is being passed to the continuation

k.
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We are now going to evaluate FAC.,s 3 (Ai.i). For readability we will abbreviate the
natural numbers.

1 = Succ(0)

2 = Succ(Succ(0))

3 = Succ(Succ(Succ(0)))

6 = Succ(Succ(Succ(Succ(Succ(Succ(0))))))

Only the essential reduction steps will be shown. We use — to denote that we are doing
multiple reductions.

E[(puf Az Ak, if zero? x then k 1 else f(Pred x)(Av.k (Mult x v))) 3 (Ai.7)]
with F = []
—  Eqif zero? 3 then (Xi.i) 1 else FAC,,s(Pred 3)(Av.(Ai.i) (Mult 3 v))]
with By = []
— E3[FAC.ps(Pred 3)(Av.(Ai.i) (Mult 3 v))]
with Ej = [
—  Ey[if zero? 2 then (Av.(Ai.i) (Mult 3 v)) 1 else
FAC ps(Pred 2)(Avi.(Av.(Ai.i) (Mult 3 v)) (Mult 2 v1))]
with By = [
— E5[FACps(Pred 2)(Avi.(Av.(Ai.i) (Mult 3 v)) (Mult 2 v1))]
with E5 = []
—  Egif zero? 1 then (Avi.(Av.(Ai.i) (Mult 3 v)) (Mult 2 v1)) 1 else
FAC ps(Pred 1)(Ave.(Avy.(Av.(Ai.d) (Mult 3 v)) (Mult 2 v1)) (Mult 1 vg))]
with Fg = []
— E7[FAC.ps(Pred 1)(Avg.(Avy.(Av.(Ai.d) (Mult 3 v)) (Mult 2 v1)) (Mult 1 vg))]
with E7 =[]
—  Eglif zero? 0 then (Ave.(Avi.(Av.(Ai.d) (Mult 3 v)) (Mult 2 v1)) (Mult 1 v2)) 1 else
FAC ps(Pred 0)(Avs.(Ava.(Avr.(Av.(Ai.i) (Mult 3 v)) (Mult 2 v1)) (Mult 1 v2)) (Mult 0

v3))]
with Fg = []
% Eo[(Ava.(Avr.(Av.(Nid) (Mult 3 v)) (Mult 2 v1)) (Mult 1 v5)) 1]
with Eg = []
— FEy[(Avy.(Av.(Ni.i) (Mult 3 v)) (Mult 2 v1)) (Mult 1 1)]
with Fg = []
% Eo[(Mw.(Mi.i) (Mult 3 v)) (Mult 2 1)]
with Eg =[]
2 Eo[(Mi.i) (Mult 3 2)]
with By =[]
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= Ey[(\i.i) 6]
with Eg = []
— Ey[6]
with Ey = []

We can see that the last call to FAC.,s gets passed the continuation (Avg.(Avy.(Av.(Ai.é) (Mult 3
v)) (Mult 2 v1)) (Mult 1 v2)) which multiplies all the intermediate results. In the end, we see
that the result 6 of the FAC.,s program gets passed to (Ai.i) which was the initially supplied
continuation.

4.2.1 CPS translation

In this section we are going to extend the translation into continuation-passing style from
Leroy’s [10] lecture slides to the terms of miniFP™. The translation is based on Plotkin’s [12]
CPS translation and eliminates callcc- and throw-terms. Therefore the translated terms are
terms of miniFP.

Definition 4.2.1 (Plotkin’s CPS translation). The translation function [-] takes a term of
miniFP™ and translates it into a term in continuation-passing style. Furthermore, we define
a function |-| that translates values.

0]=0
[true| = true
|false| = false
0=0
|None| = None
|Some v| = Some |v|

‘Succ(v)| = Succ(v])

INil| = Nil
|Cons(vy, v2)| = Cons(v1] ,|va])
|Az.a| = Az.[d]
lpf x.a|l = pf Az [a]

[v] = Ak. k |v]
[x] = A\k. k

[Some a]] = Ak. [a] (Avg. k Some vg)

[zero? a] = Ak. [a] (Avg. k zero? vg)

[Succ(a)] = Ak. [a] (Avg. k Succ(v,))

[Cons(a,b)] = Ak. [a] (Avg. [b] (Avp. k& Cons(vg,vp)))
[a + b] = Ak. [a] (Mvg. [0] Avp. & (vg + wvp))

[a; b] = Ak. [a] (Avg. [b] (Avp. k wvp))
[a b] = Ak. [a] (Avg. [b] (Avp. v vy k))
[if ¢ then a else b] = Ak. [c] (Ave. if v, then [a] k else [b] k)
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[let x = v in a] = Ak. let x =|v|in [a] k
[match [ with Nil — e | Cons(a,b) — f] = Ak. [I] (Av;. match v with Nil — [e] &
| Cons(a,b) — [f] k)
[callecc a] = k. [a] (Af. f k k)
[throw a b] = Ak. [a] (Ave. [B] (Avp. va vp))

As mentioned before, the function a supplied to callcc expects a continuation as argument.
When translated to continuation-passing style, a therefore becomes a function expecting two
arguments. Its own argument and a continuation, which for the case of callcc are the same.
This is why [a] is applied to (Af. f k k).

In [6] Harper and Lillibridge showed that let-terms have to be translated to Ak.let x =
|v| in @ in order to be well-typed. We will therefore also use this translation instead of the
more intuitive translation Ak. [v] (Az. [a] k).

Example 4.2.2. To demonstrate Plotkin’s CPS translation we are going to translate the
term (Az.z) 0 into continuation-passing style.

[(Az.z) 0] = Ak. [Az.z] (Avg. [0] (Avp.vg vy k))
= M. (k1. by |(Az. @)]) (Ava. (M2 k2 [0]) (Avp.vq vp k)
= Ak, (Mk1. k1 (Ax. [z])) (Avg. (Mka. ko 0) (Avp.vg vp k))
= Mk. (Ak1. k1 (M. (Mks. k3 |z]))) (Ave. (Aka. k2 0) (Avp.vg vp k))
= Mk. (Ak1. k1 (Az. (Mks. ks x))) (Avg. (Aka. k2 0) (Aup.vg vp k))

To execute this program we apply it to the identity function and then perform S-reductions.
We omit the evaluation context because we are merely performing S-reductions and the
context therefore only corresponds to a hole.

(/\k (/\kl kl (/\1' (/\kg. k3 .CC))) (/\’Ua. ()\kg. kg 0) ()\’Ub. Va Vb k)))()\ll)

— (Ak1. k1 (M. (Mks. k3 x))) (Avg. (Mka. k2 0) (Avp. vg vy (A7)
= (Avg. (Mka. k2 0) (Avp. vg vy (NinD)))(Az. (Aks. k3 x))

— (Aka. k2 0) (Avp. (Az. (Mk3. k3 x)) vy (Nii))

— (Avp. (Az. (Mk3. k3 x)) vp (Aid)) O

— (Az. ()\krg ks x)) 0 (Ni.q)

— (Aks3. k3 0) (Ni.i)

— (i z)

— 0

Reducing the CPS translated term applied to the identity function yields 0 and therefore the
same result as if we had reduced the untranslated term (Az.z) 0.

Having translated the terms of miniFP* into terms of miniFP using the continuation-
passing style translation, we also need to translate the types of miniFPT to fit the types of
the translated terms. Therefore, we will extend the type translation defined by Harper and
Lillibridge in [6] ! to the types of miniFP*.

'The translation is itself an extension of the type translation defined by Meyer and Wand in [11].
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Definition 4.2.2 (Type translation). We define two mutually recursive functions |o| and &
that take a type o of miniFPT and yield a type for a translated term. The functions are
defined as follows.

elo|l=0C—=a) —a

VB.o| =VB.(0 = a) = «

o = o if o € {nat, bool, unit, list}

Maybe 0 — Maybe &

e gcont=0 — «
e 01 — 03 =01 — |09
o V.o =Vp7T

The introduced type « represents the unknown answer type of the continuation introduced
by the CPS translation.

Now that we have also defined how to translate the types we can prove that the translated
terms are well-typed.

Proposition 4.2.1. For all values v and terms M in miniFPT the following holds.
1. IfT-wv:othenT H|: @
2. IfT+ M:o thenT - [M] :]o|

WhereT =z : 7, ... .

Proof. The proof for both parts is by induction on the derivation of 'Fv:cand ' M : o
respectively and a case analysis of the terms.

As an example we will give the proofs for the cases v = Az.a and M = callcc a. For the
complete proof see Appendix A.6.

Case v = Az.a: Assuming I' - Ax.a : 0 — 7 we have the induction hypothesis IH: T,z:5F
[a] : (T = a) — a. Therefore by the abstraction rule we have I' - A\z.[a] : @ — (T —
a) — ) which by the type and value translation is T’ - |\z.a| : & = 7.

Case M = callcc a: éssurning I' I callcc @ : o we have the induction hypothesis IH: T  [a] :
locont o] =TF [a]: (6 - a—= (T = a) - a) > a) - a. We need to show
[k [callcc @] : (7 — a) — a.

f:6€Tly k:7d—aely |
Tobf:6 o Tobk:7—a :mr k:G—acly |
ToFfk:(G—a)—a o Tobk:T— :mr
Tif:6bfkk:a o
iH[a]:y = a=1H DiEANfCfRE:y |

rapp

T.k:c—ak[a] M. fkk):a
THEMe. [a] (Mf. fkk):(T—a)—a

cabs
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y=@—o2a—(T—=a)—>a)—oa
0=0—a—(0—a) >«

I =T,k:7=a

To=T4,f:6

4.2.2 Reducing administrative redexes

The content of this section is based on Danvy and Nielsen [3] and Plotkin [12]. From Example
4.2.2 we can see that Plotkin’s CPS translation yields very large terms. The terms become so
large due to the introduced abstractions at every step of the translation. These abstractions
are called administrative redexes. Because of them a reduction in the source term does not
directly correspond to a reduction in the translated term. This makes it difficult to prove
that a term translated into continuation-passing style yields the same result as the original
term.

Plotkin therefore defined a colon translation that reduces some of the administrative
redexes. The colon translation translates a term from the original language into a term in
continuation-passing style. However, the initial abstraction of the translated term is reduced
by applying the continuation. Plotkin defined an infix operator : to write the colon translation
of the term a and the continuation K as a : K.

Definition 4.2.3 (Plotkin’s colon translation). The colon translation a : K translates the
term a and its continuation K into continuation-passing style. The function ® translates
values as follows: ®(z) = z and ®(A\x.a) = A\z.[a].

v: K=K ®(v)
vy vy K = ®(vy) ®(vg) K
vb: K =0b:(\x. P(v) z K)
ab: K =a:(Ax1. [b] (Aze. 21 22 K))
In [12] Plotkin proved the following two lemmas for the colon translation.

Lemma 1. If K is a closed value then [a] K 5 a : K.

Lemma 2. If a = b thena: K= b : K (if K is a closed value and a and b are terms).

Using the two lemmas for the colon translation, a substitution lemma and a lemma re-
garding stuck terms, Plotkin showed the correctness of the CPS translation by proving the
simulation theorem. The theorem states that evaluating a CPS translated program yields the
CPS translation of the result of the original program.
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reduction

a > b
CPS translation l CPS translation
[a] K [b] K
administrative ] administrative
reductions %@mn' reductions
a: K b: K

Figure 1: Plotkin’s simulation diagram

The simulation theorem can be depicted by the diagram in Figure 1. It shows an indirect
correspondence between reductions in the original program and reductions in the translated
program. The correspondence stems from the fact that the colon translation reduces the
initial administrative redexes. This makes it possible to concentrate on the reduction of the
abstractions that were present in the original program. The bottom arrow points to the
middle of the arrow from [b] K to b : K to indicate that the reduction of a : K in general
results in a term that can be obtained by performing administrative reductions on [b] K.

Example 4.2.3. In this example we will first demonstrate the colon translation and then
look at Plotkin’s simulation diagram making use of the earlier defined colon translation.

Consider the term (Az. z) ((Ay. y) 0). We will first translate this term into continuation-
passing style using the colon translation.

(M. z) (A\y.y) 0) : K
=((A\y. y) 0) : (Az1. (A\z. 2) 21 K)
=P(\y. y) ©(0) (Az1. (Az. [z]) =1 K)
=(A\y. [y]) 0 (Az1. (Ax. (Aky. k1 ) 21 K)
=(A\y. (Ak2. k2 1)) 0 (Ax1. (Az. (Mk1. k1 ) 1 K)

—~~

The term (Az. ) ((Ay. y) 0) reduces in one step to (Az. z) 0 so to construct Plotkin’s simula-
tion diagram we also need the CPS translation and the colon translation of the term (Az. ) 0.
These are given by:

[()\a: 1’) Oﬂ = \k. (/\kl. kl ()\:L’ ()\]CQ. kQ a:))) ()\Ua. ()\kg. ](Ig 0) (/\vb.va Vp k))
(Ax.x2) 0: K = (A\x. (Mka. k2 x)) 0 K

We will omit the CPS translation of (Az. z) ((Ay. y) 0) because it is evident that there is no
correspondence between a reduction of the translated term and the reduction in the original
term due to the many administrative redexes.

We will now construct Plotkin’s simulation diagram to relate the reduction steps.
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reduction

(Az. ) ((My. y) 0) (Ax.x2) 0
CPS translation CPS translation
[(Az. z) ((Ay. ) O)] K [(Az. z) O] K

Avg ()\kd ks 0) (/\vb. va Uy K))) K

Ldmin, ey, k1 (Az. (M. ko 2))) (Ma.
administrative admin, Ag. (Mks. k3 0) (Avp. vg vy K))
reductions Az, (Aka. ko x))

=(
(
(
()\ k‘g ) ()\Ub. Vg Up K))
(
(
(

S (Vs kg 0) (Avp. (A (ko by 2)) vy )

on

ek . .

yed! administrative
reductions

()\y. ()\kg. k’g y)) 0 ()\.Tl.

(Az. (Mky. ky @) 21 K) (Az. (ko ko 2)) 0 K

As we can see the reduction of the colon translation of (Az. z) ((Ay. y) 0) reduces the \y-
abstraction. This reduction corresponds to the reduction happening in the original term. The
reduction of the colon translation does not yield the colon translation of (Az. x) 0. Instead it
yields a term that can be obtained by performing administrative reductions on [(Az. z) 0] K.
This term again needs to be further reduced to obtain the colon translation of (\z. z) 0.

We can see from Example 4.2.3 that reasoning about the translated terms is difficult. It is
only possible via the colon translation. Even so the reductions corresponding to original re-
ductions are mixed with administrative reductions. Using Plotkin’s original colon translation
we will give an extension of it to the terms of miniFP™.

Definition 4.2.4 (Extended colon translation). Instead of Plotkin’s function ® we will make
use of the value translation function |-| defined in Definition 4.2.1.

v: K=K |v|
r: K=Kz
vy vgt K =|vy] |vg] K
vb:K=0b:(\z. [v] z K)
ab: K=a:(Ar1. [b] (A\z2. 1 22 K))
Some a: K =a: (Ax. K Some x)
zero? a: K =a: (\x. K zero? x)
Succ(a) : K =a: (Ax. K Succ(z))
Cons(a,b) : K = a: (Ax1. [b] (Aze. K Cons(z1,x2)))
a+b:K=a:(Az1. [b] (Aze. K (21 + x2)))



K =a:(Az1. [b] (A\x2. K x2))
if cthen a else b: K = c: (A\z. if x then [a] K else [b] K)
etz =vina: K =letz=|v| in [a] K
match { with Nil = e | Cons(a,b) — f : K =1 : (\z.match z with Nil — [e] K
| Cons(a,b) — [f] K)
callcca: K =a: (\f. f K K)
throw a b: K = a: (Azxy. [b] (A\xa. 1 22))

a;b:

The colon translation eliminates callcc- and throw-terms. The translated terms are therefore
also terms of miniFP.

For the extended colon translation we show that Plotkin’s Lemma 1 holds, i.e. we prove
that reducing administrative redexes in the CPS translated term yields the colon translation
of the same term.

Lemma 3 (Extended colon translation). If K is a closed value then [a] K = a : K.

Proof. The proof is by induction on a and a case analysis of a. As the proof is straightforward
we will give as an example the proof of the case that a = a1 as. For the complete proof see
Appendix A.7.

Case a = a1 as :

[[(Il ag]] K= ()\k‘ [[al]] ()\l‘l [[ag]] ()\l’g r1 T2 k‘))) K
— [[al]] ()\xl [[CLQ]] ()\1’2 Tl T2 K))

5 oar: (. [ao] (Ax2. 21 x2 K)) by induction hypothesis of a;
=a1 a9 K

O]

Furthermore, the terms produced by the colon translation are also well-typed. From
Proposition 4.2.1 we know that a CPS translated term [a] is well-typed and in general has
type (@ — a) — a. We also know that a continuation K has the type @ — «. Therefore
the application [a] K is well-typed. From Lemma 3 it follows that a CPS translated term
[a] applied to a continuation K reduces to the term produced by the colon translation. It
therefore holds that the terms produced by the colon translation are also well-typed.

Using the extended colon translation we will translate the earlier defined find_one program
into continuation-passing style. If we compare the evaluation of the translated program
in Appendix A.8 and the evaluation of the untranslated program in Appendix A.4 we see
that the first reduction of the translated program corresponds to the first reduction in the
original program. In both cases the let-expression is reduced and the list_iter program is
filled in for the variable list_iter in find. Due to the administrative redexes that the colon
translation did not remove, the following reductions do not correspond. We can also see
that both the untranslated and the translated find program evaluate to Some Succ(0). The
find_one example shows that it is possible to use a translation into continuation-passing style
to eliminate the operators callcc and throw in a program but at the same time preserve their
semantics.
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4.3 Discussion

During the evaluation of the CPS translated find_one program we notice that the redex
zero? 0 is positioned at the end of the term.

E[(Avs. (Avgg. if veg then...else...) zero? v3) 0] with E = [/]
—  E[(Avgo. if vy then...else...) zero? 0] with E = [
= Fjszero? 0] with Ey = (Avgg. if vy then...else...) []
—  Esltrue] with Ey = (Avgg. if vy then...else...) []
= E[(Avy. if vy then...else...) true] with E = []

As miniFP uses the call-by-value evaluation contexts from Definition 3.2.1, zero? 0 is reduced
to true first, before it gets passed to the if-statement.

However, Plotkin’s indifference theorem [12] states that [a] (Ai.i) evaluates in the same
manner in call-by-value and call-by-name. Since the semantics for miniFP are fixed to evaluate
call-by-value, zero? 0 is evaluated first. But if we change the semantics to evaluate call-by-
name, zero? 0 will be substituted into the if-statement immediately and reduced later. So the
indifference theorem does not hold for our translation, as the evaluation for both reduction
strategies is not the same.

The problem can be traced to the CPS and colon translation of zero? a.

[zero? a] = Ak. [a] (Az. k zero? x)
zero? a: K =a: (\x. K zero? x)

In both translations the term zero? = gets passed to the continuation. It therefore always
ends up at the end of the term and there will be two possible reductions, either to reduce
zero? z first or to substitute it immediately.

To solve this problem the translations of zero? a would have to be slightly changed.

[zero? a] = Ak. [a] (Ax. zero? x k)
zero? a: K =a: (Ax. zero? x K)

The only difference between the translations is that now the continuation is positioned at the
end of the term. However, this also means that zero? z must reduce to a function expecting
a continuation. So the semantics of miniFP regarding zero? x would also have to be changed
to the following:

zero? 0 — Ak. k true
zero? v — A\k. k false if v #0

zero? x now reduces to a function that expects a continuation. Either true or false will then
be passed to this continuation.
If we would translate the find_one program using the new translation the term from the
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beginning and the following reductions will be different.

E[(Avs. zero? v (Avgg. if vg then...else...)) 0]

—  E[zero? 0 (Avgp. if vy then...else...)]

= Es[zero? 0]

—  Eb[A\k. k true]

= E[(M\k. k true) (Avgg. if vgg then...else...)]
—  E[(Ava. if vog then...else...) true]

| (Avgg. if vy then...else...)
| (Avgg. if vy then...else...)
with £ = [-

=[]
=[]
=
=
]
with £ = []

Because the continuation of zero? z is at the end of the term, after we substitute 0 for vs,
the only redex is zero? 0. Which reduces by the new reduction rule to Ak. k true. The “if-
continuation” then gets substituted for the k. We obtain the same term as in the beginning
only now the term evaluates the same way in call-by-value and in call-by-name.
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Chapter 5

Related Work

In [14] Reynolds gives a detailed description of the history of continuations. The concept of
continuations was discovered multiple times by different individuals. Reynolds believes this
was due to the many settings in which continuations appear.

Without explicitly mentioning them, continuations had been present in the implementa-
tion of Algol 60 making it possible to jump out of blocks. Furthermore, in retrospect also
Landin’s SECD machine [7] made use of continuations. Landin had shown a correspondence
between some of the semantics for Algol 60 and the A-calculus [8]. For his newly defined
language he then gave a call-by-value interpreter which was the SECD machine. The ma-
chine consists of a stack, environment, control and dump component. The dump stores the
remaining computation to be done and can therefore be seen as a continuation. When Landin
showed the correspondence between Algol 60 and A-calculus he introduced the J-operator to
model the jumps possible in Algol 60 [8]. The J-operator was able to capture its continuation
and can therefore be seen as a predecessor of the call-with-current-continuation operator of
the Scheme language.

The first actual mention of continuations was 1964 by van Wijngaarden during a confer-
ence. He also described a translation into continuation-passing style. However, continuations
and continuation-passing style did not become widely known until the 1970’s when Plotkin
[12], Reynolds [13] and Fischer [5] defined them.

Today many existing CPS translations are based on Plotkin’s call-by-value translation
[12]. However, Plotkin’s CPS translation introduces many administrative redexes that make
it difficult to prove properties of the translation. Plotkin therefore defined a colon translation
that reduces the administrative redexes. Using this new translation he established a relation
between reductions on source terms and terms translated to continuation-passing style.

Many different CPS translations have been defined that try to minimize the number of
administrative redexes produced by the translation. In [3] Danvy and Nielsen defined a CPS
translation as well as a modified colon translation which removes more administrative redexes
than Plotkin’s original colon translation. Using their CPS translation they give a direct proof
for Plotkin’s simulation theorem, relating a reduction in the source term to one or more
reductions in the translated term.
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Chapter 6

Conclusions

In this thesis we have looked at continuations and their uses in programs. We have defined
the language miniFPT that contains an operator callcc and throw. We described the semantics
of miniFP™ using evaluation contexts and typed the terms.

miniFP™ was used to write programs that make use of continuations and callcc. The evalu-
ation steps of these programs were described in detail to highlight the usage and functionality
of callcc. The program find_one showed that exceptions can be achieved by saving the current
context with callcc. If later in the program the specified exception occurs, throw restores the
context saved earlier by callcc. The current context will be thrown away. The result value of
the exception will become the result of the callcc. The evaluation of the print_all program
showed that backtracking can be achieved by using two callcc functions. One captured the
printing context and the other one captured the current position in the list. The alternating
invocation of the two captured continuations made it possible to print an element and then
resume iteration over the list.

In Chapter 4 we introduced continuations and gave a translation into continuation-passing
style for the terms of miniFPT. The translation is based on Plotkin’s CPS translation. It
was proved that the translated terms are well-typed. We saw that the terms generated
by Plotkin’s CPS translation contain many administrative redexes that make it difficult to
relate a reduction in the original term to a reduction in the translated term. Using the
colon translation, however, Plotkin showed that it is possible to proof the correctness of
the translation. We have extended Plotkin’s colon translation to the terms of miniFP™ and
used it to translate the find_one program into continuation-passing style. Comparing the
evaluation of the translated and untranslated program we could see a correspondence in one
reduction due to the colon translation. Furthermore, we saw that the translated program
evaluates to the same as the untranslated program. However, during the evaluation of the
translated find_one program we noticed that Plotkin’s indifference theorem does not hold
for our translations. To solve this problem the translation of the term zero? a as well as the
semantics of miniFP regarding zero? a would have to be changed.
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Appendix A

Appendix

A.1 Example Harper and Lillibridge

In this section we will discuss the example Harper and Lillibridge present in [6]. In the
example the term ey demonstrates why the let-bound terms have to be restricted to values.

eo = let f = callcc (A\k. Az. throw & (Ay. z)) in (Az. Ay. y) (f 0) (f true)

If we type ey we obtain the type bool. The function f has the type Va.ao — « and can
subsequently be used as a function of type nat — nat and bool — bool. However, evaluating
eo results in 0. Because the term that f is assigned to is not a value, we start by evaluating
the callcc. This way the current continuation is saved. Later f 0 is evaluated which invokes
the continuation passing (Ay. 0) as argument. Thus f becomes (Ay. 0). Then (Ay. 0) true
reduces to 0.

To prevent this the let-bound terms are restricted to values.
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A.2 Proof of Proposition 3.3.1

Proposition 3.3.1. For all terms t € miniFPT, if =t : o and t € Values then there exists a
unique E with either

1. t = Ele] and e reduces by head reduction
2. t = Elcallcc u] and E|callcc u| reduces by context reduction
3. t = E[throw u v] and E[throw u v] reduces by context reduction.

Proof. The proof is by induction on ¢ and a case analysis of ¢.

Case Cons(a,b) :

a ¢ Values : From induction there exists a unique E’ with either 1. a = E’[¢/] and ¢’
reduces by head reduction or 2. a = E’[callcc ¢] and E’[callcc ¢ reduces by context
reduction or 3. a = E’[throw ¢ d] and E'[throw ¢ d] reduces by context reduction.

1. Then there exists a unique E and e such that Cons(a,b) = E[e] and e reduces
by head reduction. Because E = Cons(E’,b) and e = ¢’

2. Then there exists a unique E such that Cons(a,b) = FJ[callcc u] and Fl[callcc u]
reduces by context reduction. Because EF = Cons(E’',b) and u = ¢, we
have Flcallcc ¢] = Cons(E’[callcc ¢], b) which reduces by context reduction to
Cons(FE'[c (\x.E|x])],b).

3. Then there exists a unique F such that Cons(a, b) = E[throw u v] and E[throw u
v] reduces by context reduction. Because E = Cons(E’,b), u = cand v = d, we
have E[throw ¢ d] = Cons(E’[throw ¢ d], b) which reduces by context reduction
to ¢ d.

a € Values : The proof is the same as for the case a € Values only now the induction
is over b.

Case zero? a :

a € Values : Take E = [] and e = zero? a and zero? a reduces by head reduction.
Now we show that E is unique. Suppose there is another context E and term é
for which zero? a = E'[é]. E can only have one other possible form:

1. E = zero? []
Then € = a but a does not reduce. So E can not be of the form and E.
So FE is unique.

a ¢ Values : From induction there exists a unique E’ with either 1. a = F’[¢/] and ¢’
reduces by head reduction or 2. a = E’[callcc ¢] and E’[callcc ¢] reduces by context
reduction or 3. a = E’[throw ¢ d] and E'[throw ¢ d] reduces by context reduction.

1. Then there exists a unique E and e such that zero? a = Ele] and e reduces by
head reduction. Because F = zero? E’ and e = ¢'.

2. Then there exists a unique E such that zero? a = Flcallcc u] and Flcallcc u]
reduces by context reduction. Because E = zero? E’ and u = ¢, we have

Elcallcc ¢] = zero? E’[callcc ¢] which reduces by context reduction to zero? E'[c
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3. Then there exists a unique E such that zero? a = E[throw u v] and E[throw u v]
reduces by context reduction. Because E = zero? E', u = ¢ and v = d, we
have E[throw ¢ d] = zero? E’[throw ¢ d] which reduces by context reduction to
cd.

Case Succ(a) : From induction there exists a unique E’ with either 1. a = E’[¢/] and ¢/
reduces by head reduction or 2. a = E’[callcc ¢] and E’[callcc ¢] reduces by context
reduction or 3. a = E’[throw ¢ d] and E'[throw ¢ d] reduces by context reduction.

1. Then there exists a unique E and e such that Succ(a) = E[e] and e reduces by
head reduction. Because E = Succ(E’) and e = ¢'.

2. Then there exists a unique E such that Succ(a) = E|callcc u] and Elcallcc u| re-
duces by context reduction. Because E = Succ(E’) and u = ¢, we have E|callcc ¢] =
Succ(E'[callcc ¢]) which reduces by context reduction to Succ(E'[c (Azx.E[z])]).

3. Then there exists a unique E such that Succ(a) = E[throw u v] and E[throw u v]
reduces by context reduction. Because E = Succ(E’), u = ¢ and v = d, we have
E[throw ¢ d] = Succ(E’[throw ¢ d]) which reduces by context reduction to ¢ d.

The proof for the case Some a is similar.

Case a ; b : There exists a unique F with a ; b = Ele] and e reduces by head reduction.
Because E' =[] and e = a ; b.

Case if ¢ then a else b :

¢ € Values : Take E =[] and e = if ¢ then a else b which reduces by head reduction
because c is of type bool so either true or false. Now we show that FE is unique.

Suppose there is another context E and term ¢ for which if ¢ then a else b = E[¢].
FE can only have one other possible form:

1. E =if [] then a else b }
Then € = ¢ but ¢ does not reduce. So E cannot be of the form and E.

So F is unique.

¢ € Values : From induction there exists a unique E’ with either 1. ¢ = E’[¢/] and ¢’
reduces by head reduction or 2. ¢ = E’[callcc d] and E’[callcc d] reduces by context
reduction or 3. a = F’[throw d e] and E’[throw d €] reduces by context reduction.

1. Then there exists a unique E and e such that if ¢ then a else b = Ele] and e
reduces by head reduction. Because E/ = if E’ then a else b and e = €'.

2. Then there exists a unique E such that if ¢ then a else b = E|callcc u] and
Elcallcc u] reduces by context reduction. Because E = if E’ then a else b and
u = d, we have E[callcc d] = if E'[callcc d] then a else b which reduces by
context reduction to if E'[d (Ax.E|x])] then a else b.

3. Then there exists a unique E such that if ¢ then a else b = E[throw u v] and
Elthrow u v] reduces by context reduction. Because E = if E’ then a else b,
u =d and v = e, we have E[throw d e] = if E'[throw ¢ d] then a else b which
reduces by context reduction to d e.
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Case a b :

a ¢ Values : From induction there exists a unique E’ with either 1. a = E’[¢/] and ¢’
reduces by head reduction or 2. a = E’[callcc ¢] and E’'[callcc ¢] reduces by context
reduction or 3. a = E’[throw ¢ d] and E'[throw ¢ d] reduces by context reduction.

1. Then there exists a unique E and e such that a b = E[e] and e reduces by
head reduction. Because E = E’ b and e = €.

2. Then there exists a unique E such that a b = E|callcc u] and E|callcc u| re-
duces by context reduction. Because E = E’ b and u = ¢, we have E[callcc ¢] =
FE'[callcc ¢] b which reduces by context reduction to E'[c (Az.E[z])] b.

3. Then there exists a unique F such that a b = E[throw u v] and E[throw u v]
reduces by context reduction. Because E = E’ bju = ¢ and v = d, we have
El[throw ¢ d] = E'[throw ¢ d] b which reduces by context reduction to ¢ d.

a € Values and b ¢ Values : The proof is the same as for the case a ¢ Values only
now the induction is over b.

a,b € Values : Take E = [-] and e = a b which reduces by head reduction because a is
a function type and b of the corresponding argument type. Now we show that F
is unique. Suppose there is another context E and term é for which z = E [€]. E
can have two possible forms:

1. E=a[]
Then é = b but b does not reduce. So E cannot be of the form.
2. E=1[]b

Then é = a but a does not reduce. So E cannot be of the form.

So FE is unique.
Case a + b : The proof is similar to the proof for the case a b.

Case match list with Nil — a | Cons(hd,tl) — b : The proof is similar to the proof of the
case if ¢ then a else b.

Case let z = v in b : Take E' =[] and e = if ¢ then a else b which reduces by head reduction.

Case callcc a : There exists a unique E with callcc a = FEJcallcc u]. Because E = [-] and
u = a. Then Flcallcc a] reduces by context reduction.

Case throw a b : There exists a unique E with throw a b = E[throw u v]. Because E = [,
u=a and v = b. Then E[throw a b] reduces by context reduction.

O
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A.3 Type derivation of list_iter and find

In this example we will first give a type derivation for list_iter. Then assuming the type for
list_iter we will give the type for the find program. The two programs and their types are
defined as follows.

list_iter : (nat — unit) — list — unit
list_iter :== plist_iter \f.\list. match list with Nil — ()
| Cons(hd,tl) — f hd ;list_iter f tl

find : (nat — bool) — list — Maybe nat

find := Ap. Al callcc(Ak. list_iter (Az. if p x then
throw k& (Some z) else ()) I; None)
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A.4 Evaluation of find_one

In the following we will evaluate the find_one program using evaluation contexts. The pro-
gram makes use of the list_iter and find programs from Leroy [10] which are defined as follows.

list_iter :=plist_iter. A f.Alist.match list with Nil — ()
| Cons(hd,tl) — f hd ; list_iter f tl

find :=Ap.Al. callec (Ak. list_iter (Az. if p x then
throw & (Some x) else ()) I; None)

The two programs are combined into the program find_one which given a predicate and a list
will iterate over the list. If an element is encountered that fulfills the predicate the element
is returned. For better readability we abbreviate the list_iter program with iterPrg.

iterPrg :=plist_iter. A f.Alist.match list with Nil — ()
| Cons(hd, tl) — f hd ; list_iter f tl

The program find_one is given by:

find_one =let list_iter = iterPrg
in (let find = Ap.Al. callcc (Ak.list_iter (Az. if p x then
throw k& (Some x) else ()) I; None)
in find (\z.zero? Pred ) Cons(Succ(Succ(0)), Cons(Succ(0), Nil)))

As predicate we have chosen the function (Az. zero? Pred x) where Pred is the function that
returns the predecessor of its argument.

The evaluation shows that callcc saves the context Fo which is simply a hole. The first
element of the list is not Succ(0) therefore the result of the if-statement in the find program
is (). Because of the composition () gets thrown away and iteration continues over the rest
of the list. The second element of the list is Succ(0). The predicate function evaluates to
true and evaluation continues with the “true”-branch of the if-statement. throw throws away
the current context and applies the continuation (Az.Es[x]) captured by the callcc to Some
Succ(0). Some Succ(0) gets passed to the hole of Ey and since Fy was only a hole, Some
Succ(0) becomes the result value of the find_one program.
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A.5 Evaluation of print_all

In [10] Leroy defines a program printall which prints all elements in a list that fulfill a certain
predicate. The usage of callcc in this program makes backtracking possible so that after
printing an element the search for further elements that fulfill the predicate continues starting
from the last found element.

The program printall makes use of the earlier defined programs list_iter and find. Inside
the find program, however, a second callcc is added.

find :=Ap.Al. callec (Ak. list_iter (Az. if p x then
callcc (AK' throw k (Some (z, k') else ()) I; None)

In miniFP™ Leroy’s program printall is defined by combining the programs printall, the
modified find and list_iter into a program print_all. For better readability the code for list_iter
and find is replaced by the placeholders iterPrg and findPrg respectively. The program printall
is executed with the predicate function (Az.zero? Pred x) and list Cons(Succ(0), Cons(Succ(0),
Nil)).

print_all = let list_iter = iterPrg
in (let find = findPrg
in (let printall = Ap.Al.match find p [ with None — ()
| Some (z, k) — print_string x ; throw k ()
in printall (Az.zero? Pred x) Cons(Succ(0), Cons(Succ(0), Nil))))

As before Pred is the function that returns the predecessor of its argument. Furthermore as-
sume that the reduction rules for match are changed to accommodate for None and Some(z, k)
and that print_string is a function that prints its argument.

The evaluation shows that the use of the two callcc’s makes it possible to jump between
printing and iterating. If an element fulfilling the predicate is found, throw invokes the
continuation of the outer callcc with the element passed as argument. The context of the
outer callcc is restored and the element is printed. However, at the moment an element was
found, the inner callcc captured another continuation which saved the context and thereby
the position in the list. After the element is printed this continuation is invoked and iteration
over the list resumes from the saved position.
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A.6 Proof of Proposition 4.2.1

Proposition 4.2.1. For all values v and terms M in miniFP™ the following holds.
1. IfT-wv:othenT H|: o
2. IfT'+ M:o thenT - [M] :]o|

WhereT =z :7,... .

Proof. The proof for both parts is by induction on the derivation of 'Fv:cand ' M : o
respectively and a case analysis of the terms.

Case v = 0: Assuming I' - 0 : nat, we need to show T' 0| : nat. Which is the same as
T' 0 : nat and holds trivially.

The proofs for the cases true, false, (), None and Nil are similar.

Case v = Some v Assuming I' - Some v/ : Maybe 7 we have the induction hypothesis TH:
rr ‘UI‘ : 7. Therefore by the some rule we have I' - Some ‘v" : Maybe 7 which by the
type and value translation is T |Some v’} : Maybe 7.

The proof for the case Succ(v) is similar.

Case v = Cons(vy,v2) Assuming I' F Cons(vy,v2) : list we have the induction hypotheses
IH;: I' - |vg| @ nat and IHa: T' & |ug| @ list. Therefore by the cons rule we have
T F Cons(v1],|ve]) : list which by the type and value translation is T" - |Cons(vl, vg)} : list.

Case v = Az.a: Assuming I' - Ax.a : 0 — 7 we have the induction hypothesis IH: T,z:0F
[a] : (T = a) — a. Therefore by the abs rule we have I' - \z.[a] : 7 — ((T = a) — «)
which by the type and value translation is T F|\z.a| : & — 7.

Case v = uf.Ax.a Assuming I' F uf.Ax.a : ¢ — 7 we have the induction hypothesis TH:
I.f:o=rmz:oF[a:|7f|=T,f:0 = (F—a) = a),r:or[a: (T— a)— a.
Therefore by the application of the rec rule we have ' F ufAz. [a] : 7 = ((F — a) —
«). which by the type and value translation is T F|uf.\x. a| : 7 = 7.

Case M = x:iAssuming I' - 2 : 0 we have the induction hypothesis IH: z : @ € I'. We need
toshow '+ [z] : (6 — a) = «

k:g—aecl; . r:ccli=0:75€l,k:7—oa=1H
= ~var — ‘var
I'NFk:7—« I'"kFax:7 .
Tk:e—sakFkz:a
THEMe.ka:(0— )=«

I=T,k:0—>a

Case M = Some a: Assuming I' - Some a : Maybe o we have the induction hypothesis TH:
I'F[a] : (T — a) = a. We need to show I' - [Some a] : (Maybe 7 — a) — «.
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Vg G €Ty
k:Maybe g — acTy Tobuv,: o

Ty k: Maybe @ — o o T - Some v, : Maybe & :Some
“app

Ty F k Some v, : e

I'iEfa]: (G —a) > a=1IH ' F Avg. k Some v, : 7 — a0,
T,k : Maybe & — at [a] (\v,. k Some v,) : « o

T Mk. [a] (Avg. k Some v,) : (Maybe & — a) — «

‘abs

Ty =T,k:Maybe s — «
f2:f1,va15

The proofs for the cases Succ(a) and zero? a are similar.

Case M = Cons(a,b): Assuming I' - Cons(a,b) : list we have the induction hypotheses IH;:
T'F [a] : (nat - @) = a and IHy: T F [8] : (list = a) — a. We need to show
T F [Cons(a,b)] : (list = a) — .

Ty ] : (list = a) — o = TH; @
Tq,v, : nat = [b] (\vp. k Cons(vg,vp)) : @ -
'y [a] : (nat = @) = a =1H; 'y F Avg. [b] (Avp. k Cons(vg,wp)) : nat = «
T,k :list = at [a] (Ava. [b] (\vp. k Cons(vg,vp))) : @ o
T F M. [a] (Avg. [B] (Mvp. k Cons(vg,vp))) ¢ (list = ) — «

‘app

-abs

vg inat €' | vy tlist ey |
; — — var — . var
k:list—>aeclsy . I's v, @ nat I's oy list
= - ‘var — - -cons
@ i I'skk:list = o I's - Cons(vg, vp) : list
“app

T, vy : list = k Cons(vg, vp) © @

— ‘ab
Ta - \up. k Cons(va,vp) @ list — a

T =T,k:list >«
'y =T1,v4 : nat
I's =T, v : list

The proofs for the cases a ; b and a + b are similar.

Case M = callcc a: Assuming I' I callcc a : o we have the induction hypothesis IH: T F [a] :
|o cont — o] =TF[a]: (= a—=(—a — a) = a) = a We need to show
'k [eallec a]) : (7 — a) — a.
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f:6€ly k:g—aecly |

fgl—f:é.wr le—ksﬁ—>a:mr k:g—=acly |
ToFfk:(0—a)—a o Tobkigoa
T, f:6Ffkk:a o
ToF[a]:y—a=IH ToFAf fhkiy

rapp

Tk:g—alk[a] M. fkk):a
TEXMe. [a] Mf. fhk):(T—a)—a

cabs

=@—oa—>@—=a)—oa)—oa
=t—oa—(@—oa)—>a

1 =T,k:T—-a«

To=T4,f:6

| & 2

Case M = throw a b: Assuming I' F throw a b : ¢ we have the induction hypotheses IH;:
TF[a]:|rcont| =TF[a] : (F = a) = a) = aand [Hy: T [b] : (F = a) — a. We
need to show T [throw a b] : (¢ — a) = a.

Ua:?—>ozef3 . vb:?efg .
Tsbhov,: 7=« o Tsboy:7T o
To,vp :TH v U cx - o
Ty [0] 1y = 1IHy TobFAvp. vy vp: T =
T1,0q:7 — at [b] (Av. va v) : ) o
TiFla):y = a=1IH; Ty F dvg. [b] Avp. vg vp) iy o

rapp

T,k:5— at [a] Ava. [b] (Avp. va v)) : «
TF Xk [a] (Ava. [b] (Avp. va vp)) : (7 = @) = «

‘abs

y=(T—=a) =«
Th=T,k:7—=a
fngl,va:7—>a
Fg—fQ,’Ubl?

Case M = a b: Assuming I' - a b : 7 we have the induction hypotheses THy: T + [a] :
o= 7| =TF [a] : (@ — (T = a) = a) = a) = a and IHy: T[] : (@ — a)—a.
We need to show I' - [a 0] : (T — a) — a.

ToF[b]: (= a)— a=1IHy @
Ty,vq : 6 F [B] Mvp. vg vp k) = -
CEJa] iy = a=1H; Iy F Avg. [0] (Avp. vg vp k) 17y .
T,k:7— at [a] (M. [] Avp. v vp k))& o
T k. [a] (Ava. [B] (Avp. vq vp k) : (T = @) — «

‘app

-abs
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’Uai(5€f3‘ ’Ub:(SEfg‘
————— war ———————— ‘war

fgl—vai(s‘ fgl—vbiﬁ, k:?—)aEfg.

— -app — var
@2 IskFvgu: (T—a) —a IsHEE:T—a .
‘app

To,vp:0 kv, vy k:a

— ‘abs

ol vy vy vp k:T0 — «
y=@C=>T—a) —a) o«
0=0—(T—a)—>a

M =Tk:7T—«

fg = fl, Vg * 1)
fg = fg, Vp O

Case M = if c then a else b: Assuming I" I if ¢ then a else b : ¢ we have the induction hy-
potheses THy: T F [c] : (bool = a) — a, IHy: T F [a] : (¢ — a) — « and IHs:
TH[b]: (T — a) = a. We need to show T I [if ¢ then a else b] : (T — a) — a.

ve i bool € Ty
T's F v, : bool o @ @ 5
Ty, : bool - if v, then [a] k else [b] & : « .Z.
Ty [] : (bool = ) — @ = TH; Ty F Ave. if vo then [a] k else [b] k< bool — o
T,k:7 — alk [c] (M. if v. then [a] k else [b] k) : o
T F Xk. [c] (Ave. if v, then [a] k else [b] k) : (7 — a) = «

~aos

k:E—>a€f2 .
@: ToF[a]: (G — a) = a=IH, Tobk:T—a
— “app
ok fa] k:«

k:t—oaely |
@: ToF[b]: (@ —a)— a=1IH;s Tobk:o—a |
Tobr [B] k:a "

I =T,k:7—=a
fg = fl,vc : bool

Case M = let z = v in a: Assuming ' F let z = v in a : 7 we have the induction hypotheses
IH; : ThHv|:VB5,IHy : T,x: V3.5 F [a] : (F— a) = a and B8 ¢ T. We need to show
F'Flletz=vina]: (T —a)—a

E:T—aely .
Tok[a] : (7 — a) = a = IH ToFk:T—a .
Ty Fv| : VB.& =IH; Ty,2:VBok [a] k: « "
= — ; ‘let_poly and 3 ¢ I'
Dk:T—akletx=v| ina] k:

THXk. letz=|v| in[a] k: (F = a) = «

*aovs

Elzzkz:?%a
Iy=T1,2:V5.0

93



Case M = match [ with Nil — e | Cons(a,b) — f: Assuming I - match [ with Nil — e |
Cons(a,b) — f : o we have the induction hypotheses THy: T [I] : (list — ) — «, [Ha:
TkJe]: (@ — a) — aand IHs: T,a: nat,b: list - [f] : (6 — a) — a. We need to
show T [match [ with Nil — e | Cons(a,b) — f]: (¢ — a) = a.

v ilistely |
N OO .
v :listeTy Ty, ; ¢ list = match v; with Nil — [e] & | Cons(a,b) — [f] k : « e
Ty by :list o T F Av. match v, with Nil = [e] k | Cons(a,b) — [f] & : list — « :abs
T.k:5 — ar []] (. match o with Nil — [¢] k | Cons(a,b) — [f] k) : a o
T F Ak. [I] (Av;. match v, with Nil — [e] & | Cons(a,b) — [f] k) : (¢ — a) = « o
k:7—aecTly |
@: ToF[e]: (7 —a)—a=1IH, fg}—kzﬁ—ux:mr
Tok[e] k:a o
k:g—=acly |
@: Tsk[f]l: (@— a)— a=1IH; Tsbkig—oa
Ty,a:nat,b:list[f] k:a o
Th=T,k:7—a
Iy =T, v ¢ list
I's =T'9,a : nat, b : list
O]
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A.7 Proof of Lemma 3

Lemma 3 (Extended colon translation). If K is a closed value then [a] K = a :

Proof. The proof is by induction on a and a case analysis of a.
Case a = :
[v] K= (\k. k |v]) K
— K |v]
=v: K

Case a =z :

[z] K= (\k. kz) K
- Kz
=z: K
Case a = v1 vy :
[ur vo] K = (Ak. [i] (Az1. o] (Aza. z1 22 k))) K
— [v1] (Az1. [v2] (Aze. 21 2 K))
5oort (A [ve] (Axo. 21 29 K)) by TH of v
= (Az1. [vo] (Ax2. 21 22 K)) |v1]
— [vo] (Az2. |v1] 22 K)
RN (Aza. |vi| 22 K) by IH of ve
= (Az2. |v1] 2o K) |vg]
—|v1| |vo| K

=v1| |va| : K

Casea=vb:
[vb] K = (Xk. [v] (Az1. [b] (Ax2. 1 22 k))) K
= [v] (Azy. [b] (Az2. 21 22 K))
Sov(Azy. [B] A\zg. 1 20 K)) by IH of v
= (Az1. [b] (A\z2. 21 22 K)) |v]
— [0] (Axa. |v| x2 K)
S0 (Mg [v] 22 K) by IH b
=vb: K
Case a = a1 ay :
[[a1 GQ]] K = ()\k [[aﬂ] (/\xl. [[b]] (/\.Z’Q. X1 T2 k’))) K
— [[aﬂ] ()\.%1. [[CLQ]] ()\.1‘2. 1 T2 K))
X oay (Ax1. Jag] (Aza. z1 2 K)) by IH of a;
=ajay: K
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Case a = Some a1 :
[Some a1] K = (Ak. [a1] (Avg. k Some v,)) K
— [a1] (Ave. K Some vy,)
N (Avg. K Some v,) by IH of a;
=Somea; : K
The proofs for the cases zero? a and Succ(a) are similar.
Case a = Cons(ay,az) :
[[Cons(al,ag)]] K= ()\k? [[al]] ()\1'1 [[CLQ]] ()\ZEQ k COHS({El,ZEQ)))) K
— [[al]] ()\1‘1 [[CLQ]] ()\SCQ K COHS(CL‘l,l‘Q)))
i> ai ()\.1‘1. [[ag]] ()\.7}2. K Cons(xl,xg))) by IH of al
= Cons(ay,ag) : K
The proofs for the cases a + b and «a ; b are similar.
Casea=letz=wvinb:
[let x =vinb] K = (Ak.let z =|v]| in[b] k) K
— let x =|v| in [b] K
=letz=|v| in 0] : K

Case a = if ¢ then aq else as :
[if ¢ then a; else as] K = (A\k. [c] (Az. if z then [a;1] k else [as] k)) K
— [c] (Ax. if z then [a1] K else [a2] K)
5 ¢ (\z. if o then [ai] K else [as] K) by IH of ¢
= if c then a1 else ay : K
The proof for the match case is similar.
Case a = callcc a1 :
[callcc a1] K = (Ak. [ai] (Af. fk k) K
— Ja1] (A f. f K K)
Soar: (M. f K K) byIHof a

=callcca; : K

Case a = throw aq as :

[throw a; as] = (Ak. [a1] (Axy. [az] (Axa. x1 22))) K
= [a1] (Az1. [az] (Ax2. z1 2))
X oa (Azq. [as] (Az2. 21 x2)) by IH of a;

= throw a1 as : K
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A.8 CPS translation of find_one

In this section we will translate the program find_one into continuation-passing style using
the colon translation defined in Definition 4.2.4.

find_one = let list_iter = plist_iter A f.Nlist. match list with Nil — ()
| Cons(hd,tl) — f hd ; list_iter f tl
in (let find = Ap.\l. callcc (Ak. list_iter (Az. if p x then
throw & (Some ) else ()) I; None)
in find (\z.zero? Pred ) Cons(Succ(Succ(0)), Cons(Succ(0), Nil)))

First we give the translation into continuation-passing style using the CPS translation from
Definition 4.2.1 for the list_iter program and find program. We will then give the complete
colon translation of the program find_one.

We can see that the translated program evaluates to Some Succ(0) just as the untranslated
program in Appendix A.4. Furthermore we see a correspondence between the first reduction
in both the translated and the untranslated program. In both programs the let is reduced
first and the list_iter program substituted for the variable list_iter in find.
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