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Introduction

The topic of this thesis, Decoding directed covert attention in brain computer interfaces using hidden
Markov models, is largely based on an experiment performed at the Technische Universitdt Berlin.
This experiment was aimed at recording EEG brain signals from volunteers in order to research
directed covert attention in brain computer interfaces (1). Brain Computer Interfaces (BCI) are
systems designed to directly use brain activity to communicate with a computer, and to control a

computer (2).

The brain controls motor functions in the body in order to perform and direct all body pro-
cesses. Motor control in humans is directed by the brain, however not all people have full control
over their motor functions due to a multitude of reasons. Paralysis can cause a person to be
incapable of walking or even operating an electric wheelchair. Other people may be so severely
paralyzed that besides moving, they cannot talk or communicate in any other way. These patients
are classified as locked in (3) and belong to the most severe class of paralyzed patients that are
not in a vegetative state. These people are a main target audience for Brain Computer Interfaces.
A BCI system can improve their quality of life by offering another option to communicate with
the outside world. Currently, most BCI systems are not sufficiently fast or accurate enough for all
users, especially locked-in patients, to give an acceptable feeling of control over the system. A BCI
system requires a minimum accuracy of 70% to give the feeling of control (4). The medium through
which this communication takes place is typically a computer connected to a screen, in addition to

the BCI specific apparatus physically connected to the subject in order to register the brain activity.

While the available technology enables us to register and record brain activity, these recordings
cannot be directly translated back into thoughts. To do any kind of analysis on the recorded data,
the embedded patterns which may be very hard to identify must be extracted using clustering and
classification algorithms. Different types of algorithms can be better suited to this particular type
of (BCI) information. This paper will focus on testing and experimenting with a particular kind of
classification method: Hidden Markov Models (HMM). This classification method has been proven
to yield results in similar classification problems (5, 6, 7), and could present itself to be useful for

this particular problem of classifying BCI data.

I will be looking to find the answers to the following research questions:



B What is the classication performance of directed covert attention in BClIs using the average
alpha power in a fixed time window and how does it compare to the method used in Treder
et al.? (1)

B Does the inclusion of hidden Markov models contribute to the classication performance of

directed covert attention in BCIs?

And the main research question:

B What is the classication performance of directed covert attention in BCIs using a

hidden Markov Model classifier with the data split into multiple time segments?



Hidden Markov models

A hidden Markov model is a statistical model that extends the Markov chain model and can be
interpreted as a Bayesian network structure based on Markov chains. It is used in many different
pattern recognition problems.

Pattern recognition problems in bio-informatics (8), speech recognition (9), handwriting recog-
nition (10), data mining (11), image and video technology (12) and AI are all examples where
hidden Markov models have been successfully applied. HMM systems have also been applied to
certain BCI problems (5, 6, 7). The BCI data obtained in the experiment that will be analyzed

using these hidden Markov models is another example of a pattern recognition problem.

A Markov model or Markov chain is a way to model a stochastic process, in this stochastic
process transitions between states are not pre-determined, the model can only predict future states
based on probabilities. A deterministic model on the other hand, describes a process where each
transition is guaranteed. The Markov model is defined to have the special property (Markov
property) that its future state is independent of the past given its current state. That is to say, the
probability distributions for the future states in the model are determined entirely by the properties
of the current state it is in. A variation on the Markov model is a Markov chain with a limited
memory. A Markov model of order m has a memory of the last m transitions that have occurred.

This additional information can then be used in calculating the next transition probabilities for a

Figure 2.1: Graphical model for a first order Markov chain

Markov model.

There is a difference between Markov models and Markov chains. Markov chains are the sim-
ple variant where the system and the process being modeled are completely observable. In this
scenario all the transitions between states are known and visible, they can be stored in a table
and used to calculate path probabilities, future states and other statistical properties of the model
in a straight forward fashion. Formally a Markov chain is defined as (13): p(v¢|vr,...,v—1) =
p(ve|ve—r, ..., v1—1) where the states are vy...v; and L is the order of the Markov chain. For

example in Figure 2.1 the joint probability distribution of the transition p(vi,va, v3,vy4,) is given



by p(v1)p(v2|v1)p(vs|ve)p(valvs)

The hidden Markov model (HMM) is a variant on the Markov Model, where besides the vis-
ible and observable variables v, ..., vr, there is a Markov chain on hidden variables hi,..., h7.
The observable variables are influenced by the hidden layer of variables hi,...,hr. The change
of the observable variables through the hidden layer happens through an emission density p(vr|hr).

The process of transmitting information through an HMM can be represented as in figure 2.2.
In this figure the hidden layer contains states hl...h4 and the visible layer the states vl...v4.
Information is transmitted through the hidden layer in a sequential fashion. Information is fed to

each of the visible states through its corresponding counterpart in the hidden layer.

GMM

(22—
@ e e 0

Figure 2.2: Graphical representation of a hidden Markov model. The Gaussian mixture
model is the simplest type of HMM.

Formally a hidden Markov model is defined as (13):

T
p(vir, hir) = p(orha)p(hn) | [ p(velhe)p(hul he-r)
2

The simplest type of HMM that utilizes only a single time slice is a Gaussian mixture model
(GMM). In a Gaussian mixture model, the formal definition is p(vi.7, h1.7) = p(v1|h1)p(h1). In
this paper the results of the HMMs are compared with the simplest case which is a GMM. The
accuracies achieved with the GMM classifier are reported in section 6.1.

The distribution p(h;) is parameterized by a vector a defining the probabilities for each of the
states. The probability distribution p(h¢|h;—1) is parameterized by a matrix defining the probabil-
ities of a transition occurring between the states. p(vh:) is a conditional Gaussian distribution:
p(ve|hs) = N(ve|p,0™) where vy is the visible state t. hy is the hidden state t. N is the normal

distribution, u the mean and o the covariance matrix.

A first order hidden Markov model can also be defined as a tuple M = (Q, >, a, t, e):

B Q is a finite set of states: Q = {1...n}.



2.1. HMM TRAINING

B Finite alphabet > = ~v1...7,, defining the output possibilities.
B A vector a of size n defining the probability distribution of starting the process in state 1.
B Transition matrix ¢ of size n x n.

B Emission density matrix e of size n x n indicating the probabilities of emitting output symbol

7, in state .

Given a hidden Markov model it is possible to calculate the likelihood of a new data point
fitting the parameters of the existing model. The process of filtering in section 2.1 produces this

likelihood value as a byproduct.

2.1 HMM training

When learning a hidden Markov model using a set of data V = vq,...,v, of n sequences, the goal
is to try and find the transition matrix A, emission density B, and initial vector a most likely to
have generated dataset V. It is assumed that each sequence is independently generated and that

we know the number of hidden and visible states.

2.1.1 EM algorithm

In order to solve a problem with a hidden Markov model, one must first train this model, a way
of doing this is by using a gradient descent algorithm. This, however, is very time consuming.
The Expectation Maximization algorithm by Dempster, Laird and Rubin (14) is a faster and more
elegant way of training a hidden Markov Model. Expectation Maximization is an iterative algo-
rithm suitable in instances where data is missing or hidden, as is the case in HMMs. It aims to
find the model parameters for which the observed data are the most likely. Each iteration of the
Expectation-Maximization algorithm consists of two processes: The E- and M step. The expecta-
tion, or E-step, deals with estimating the hidden data in the model using the observable variables.
In the Maximization, M-step, the likelihood function is maximized assuming that the hidden data

are known. This assumption uses the estimate from the E-step to fill the unknown, hidden data.

The algorithm is iterative as it keeps executing the E and M steps over and over until a certain
number of iterations is reached or the likelihood has not changed over a pre determined threshold
value since the last iteration. The likelihood value is guaranteed to converge to a certain point,
but the EM algorithm is not guaranteed to find a global optimum, only a local optimum (15). As
such it is not guaranteed to find the best possible solution for the training of the HMM. Proper

initializations are crucial in obtaining the optimal trained HMM.



2.1. HMM TRAINING

Some of the types of problems that are typically solved using Markov models are: (13)
B Filtering (Inferring the present)
B Prediction (Inferring the future)
B Smoothing (Inferring the past)

Filtering and smoothing are the processes used in training the HMM (by iteratively applying the
EM algorithm), and in determining the likelihood values for datapoints fitting the model-specific
parameters. Calculating this likelihood value is achieved by the process of filtering, this process
plays an important role in both training and testing. During the training phase of an HMM,
likelihood values for the datapoints used to train the model are used to determine the convergence
of the model towards a (local) optimum. Thus they are an indicator of the quality of the trained
model and are a good predictor for its performance on unseen datapoints. During the testing phase,

likelihood values for unseen datapoints are calculated using the filtering algorithm.

Filtering

Filtering is about finding the distribution of a hidden state, using all the information obtained up
to that point p(hp,v1.7). Filtering in hidden Markov models corresponds to transmitting informa-
tion from the left to the right as pictured in figure 2.2 and from the hidden states to the visible states.

p(helvie) = p(oilh)p(helhu—1)p(he—1,v14-1) (13)
hi—1
In hidden Markov models the forwards propagation of information by means of this algorithm
is called v — recursion. It is also the only algorithm required to calculate the likelihood of a new
data-point fitting the existing hidden Markov Model.

The « recursion is:

a(he) = p(vilhe) Y phelher)a(hy—1)
hi—1

with a(h1) = p(h1,v1) = p(vi|h1)p(h1)

Smoothing

Smoothing is another part of the EM algorithm to train the hidden Markov model. p(h¢,v1.7) =
p(he, v1:) p(ves1r|he, via) = alhy) B(he) (13)
———

past future
The term «a(h;) is obtained from the forward « recursion. The term B(h:) may be obtained by

a backwards S-recursion:



2.1. HMM TRAINING

Bhe-1) = > p(vilhe)p(helhe—1)B(hy).
ht

2.1.2 Computing the likelihood

To calculate the likelihood of a single sample fitting the trained parameters of the trained HMM
we use the same method that was used during the training phase, though one does not actually
want to alter the model its parameters similarly to what happens during the process of training
the model. A single iteration of the filtering algorithm is sufficient to determine the likelihood
value of that sample being alike the samples the model has been trained with. Since the model is
expected to have reached a local optimum after the training phase, the iteration of the a—recursion
should yield a high likelihood value for a sample that belongs to the same class as the class the
model was trained with. That is assuming that the new sample is not an outlier or has other
uncharacteristic properties that do not agree with the samples used in training for that HMM.
Conversely, calculating the likelihood value of a sample belonging to a different class is expected
to yield a low likelihood value.

Now consider that there exists an HMM for every specific class, this enables us to compare
the likelihoods for each of these classes being a good match for the new unseen sample. And thus
make a decision on what class is most likely to belong to the unseen data. The likelihood of an
observed sequence (v1.7) is given by: p(vi.p) = Zp(hT,ULT) (13) where p(hy,v1.) is the forward

hr
pass (a-recursion) of transmitting information as used in the problem of filtering in section 2.1:

10



Experimental setup

FEight individuals participated in the experiment, seven male, and one female. Out of these 8 vol-
unteers, only a single one was experienced with BCI control while the others were completely naive

users of BCI systems. All participants had normal or corrected to normal vision.

The experiment was set up to find if shifts of attention in a number of different spatial directions
could produce alpha modulation patterns, and whether or not these patterns could be distinguished
from one another. If there are clear distinguishable patterns for attention shifts in different spatial
locations this would enable a classifier to detect where a subject focused his or her attention. An
offline experiment was conducted where the eight subjects were given the task to shift their covert
spatial attention to one out of six different locations, while still fixating on the center. This fixating
on the center location was meant to ensure that eye gaze would not affect the EEG signal, and
would not produce artifacts in the EEG signal. And most importantly, the experiment aims at

analyzing the EEG pattern produced by covert directed attention (1).

Electroencephalography (EEG) is a non-invasive BCI method. It is a technique to register and
record electrical signals generated inside the brain. A number of electrodes are physically placed
on the scalp (outside) of the skull. Invasive surgery is not required as it can be placed on the top
layer of the skin. Inside the brain are billions of neurons that generate small electrical impulses,
when these are released synchronously they can be detected. One way of detecting this activity is
by using EEG recording tools.

The experimental design is shown in figure 3.1 and figure 3.2. It was defined as follows:

B The participant fixates on the center of the screen for 1000 miliseconds receiving no stimuli.

B A cue is placed in the center of the screen indicating where to shift (covert) attention to.

This phase lasts 200 miliseconds.
B The covert attention phase lasts anywhere from 500 to 2000 miliseconds.

B A target cue (either an ‘x’ or a ‘+’) is displayed for 200 miliseconds, usually (in 80% of the

trials) in the same location as the participant has focused on, and 20% of the time in a random

11



other location. The participant has to press one of two buttons depending on whether the

‘x’ or ‘4’ was displayed.

B A “* masker was placed over the target cue.

—_—

200 ms

Ow OO
QO ® ™ Q™

Figure 3.1: A typical experiment epoch, showing the target and masker cue. These appear
after the phase of covert directed attention. In the experimental setup, there are six possible
locations where the visual stimulus can occur. The original classes are numbered, classes 3
and 5 are the only classes used in the HMM classifiers.

Only the EEG data of the trials that had recorded the full 2000 miliseconds of directed attention
from its participants were included in the dataset. Of these 2000 miliseconds of recorded EEG data,
the first 500 miliseconds were removed to prevent post-cue activity (1, 16) from leaking into the

baseline.

+200ms +200ms

+1000ms
+500-2000ms

Initial cue
Start covert

fixation

directed

attention
recording

Targe Masker cue

cue

Figure 3.2: Time line of the BCI experiment on recording covert directed attention.

The uncertainty of where the target cue would eventually occur increased the task difficulty,
and together with the first task of pressing one of two buttons, it required constant attentiveness
from the test subjects. The average percentage of correct button presses was 86.62% + 8.46%

12



SEM (1).

In earlier studies on imagined movement in BCI, it has been shown that imagined hand move-
ments produce strong desynchronizations (and in some cases a synchronizations)in x4 and § rhythms
in the motor- and sensory cortex. An imagined movement of the left hand produces activity in the
right hemisphere of the brain, specifically in the motor cortex of the brain its right hemisphere.
Conversely, imagined movement in the right hand produces activity in the left hemisphere in the
brain (17). In these studies on imagined movement, the signals produced are very well suited to
classification algorithms. And can eventually be used in real-time applications. A study by Ober-
maier et al. (6) has shown that hidden Markov models are a feasible candidate as a classification
algorithm to use on BCI data. They conclude that the HMM is a better classifier than the LDA
(Linear Discriminant Analysis) (18) method.

The fact that a HMM has been used before in a BCI setting using other sets of data, is a good

indicator that this particular method may also be useful in this particular case using EEG data on

covert directed attention.
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Data

The original EEG was recorded using a Brain Products actiCAP using 64 channels, These 64 chan-
nels were placed according to the international 10-10 system, the channels used are: Fp2, AF3,/,
Fz, F1-10, FCz, FC1-6, T7,8, Cz, C1-6, TP7,8, CPz, CP1-6, Pz, P1-10, POz, PO3,4,7-10, Oz1,2
and Iz,1,2. The last channel (named EOGVu) was placed below the right eye. Out of these 64
channels, 4 were omitted from the eventual dataset leaving 60 channels. The channels that are
completely omitted in the dataset are: Fp2, F9-10, EOGVu.

The EOG (electrooculograph) channel is used to be able to classify directed attention based
on EOG data. An electrooculograph is used to monitor eye movement. In this experiment, eye
movement was completely undesirable. And EOG recording in this experiment makes it possible to
prune data that is likely to be polluted by artifacts or muscle-control specific brain activity. Overt
attention BCI systems have been shown to perform significantly better than covert attention BCI
systems. Visual spellers like the P300 based spellers have a much higher bit rate and are far more
reliable (19). The data was processed to remove artifacts and invalid trials.

The resulting dataset is not balanced. On average the dataset contains 48.25 trials belonging
to the class ‘left’, and 53 trials belonging to class ‘right’. Because of the method (section 5) used
to train and classify the data, this imbalance does not introduce a bias in the classifier. The pair
of hidden Markov Models are each trained using data of a different class. The individual hidden
Markov models are not trained to separate between two classes, all they can do is to calculate the
likelihood of a data point fitting their model. But together they can be used to distinguish between

the two classes. Section 5 details the classification method further.

| [t 12 [3 [4[5[6[7[8]
Class 1 (Right) || 46 | 46 | 53 | 51 | 51 | 37 | 43 | 51
Class 2 (Left) | 56 | 59 | 50 | 58 | 54 | 40 | 57 | 50

Figure 4.1: Class distribution in the dataset. The number of trials for the eight participants
and their class. The experiment trial classes were assigned randomly resulting in an unbalanced
dataset.

14



BCI Data classification

To classify the recorded BCI data, we use a pair of hidden Markov models, each of these trained on
a particular direction of focused covert attention (left or right). Using a leave-one-out validation
setting, models are trained and the data is classified. The filtering (section 2.1) algorithm enables
us to calculate the likelihood of a data point fitting to the existing trained models. Since two mod-
els are trained, each of them trained with data belonging to a single class, the two hidden Markov
models should have learned the optimal parameters to let their class data fit. Subsequently fitting
a new unseen data point to the trained models using the filtering algorithm will return different
values for both trained models given that they have different parameters. In the leave-one-out
classification method, the model that has the highest likelihood of fitting the unseen data point
is chosen and classification is considered successful when the model trained with data belonging
to the same class as the unseen data point is selected. Otherwise the wrong model was chosen.

Eventually the overall percentage of correctly classified instances is reported.

The BCI data classification was performed several times with different types of hidden Markov
models and different parameter initializations. Initially a simple HMM where the data was averaged
over time was trained and used to calculate the performance of the classification method. This very
simple type of hidden Markov model is essentially a Gaussian Mixture Model. In this baseline com-

parison (results in section 6.1), the dataset is manipulated to only store data over a single time slice.

The HMM software implementation is Kevin Murphy’s HMM Toolbox for Matlab. This toolbox
is used to train the hidden Markov models, the classification of the unseen data is done by applying
the very same methods in Kevin Murphy’s toolbox (20). Calculating the accuracies of the eventual
classification results is done in a straightforward fashion. The code for the training and classification
phases is included in section 9. The statistical validation technique to ensure the model generalizes
to independent data and not only the training data is a leave-one-out cross validation setting. This
is computationally expensive because every of the individual data points is used once as validation
data, this means the training phase must be repeated for every single datapoint (an epoch in the
experiment) where all the samples except for the single validation datapoint are used to train that
HMM. Since there is no efficient way to remove or add a single sample to the trained model in
a HMM, the training phase is required to start all over at the very first training iteration. This

results in a very computationally intensive training and classification method.

15



5.1. DATA PREPROCESSING

5.1 Data preprocessing

The data was pruned to only include information that was suspected or assumed to be interesting
and relevant to this experiment. The pre process actions that were applied to the data are as

follows:
B All datapoints with a design other than design 3 or design 5 were removed.

B Out of the 60 channels recorded, only the channels associated with an occipital or parietal
occipital location on the scalp were preserved. In total 50 out of the 60 channels were

removed. (1)
B Remove all datapoints that have recorded frequencies other than 8,9,10,11 or 12 hz.
B Average over the remaining five frequency bands.

Designs 3 and 5 correspond to the lower right and lower left cue locations respectively (figure
3.1). The reason to only look at these two locations is because we only try to distinguish and
classify according to two different locations: left and right. Out of the other cue locations only 2
and 6 are supposed to contain information about the directed covert attention on the horizontal
axis. However, because we only want to distinguish between two classes, just two cue locations
are used. Merging the trials for design 2 and 3 together, and the trials for design 5 and 6 would
mean that the training set becomes larger. At the same time, this merging would result in more
separated data per class, thus making it harder to classify trials correctly. For the sake of clarity,

designs 3 and 5 are referred to in the rest of this paper as class ‘right’ and class ‘left’.

In the next pre process step 50 out of the 60 channels are removed, this results in a great
reduction in complexity and a lot of irrelevant data is removed. The 60 channels measure EEG on
60 different locations on the scalp. Figure 5.1 shows the positions of the electrodes on the scalp.
Fach of these electrodes is represented in the dataset by a channel. Since the type of information
we are looking for is based on covert directed attention not nearly all of these positions on the
scalp are going to measure brain processes related to the directed covert attention that we are
interested in. Several studies have shown that the occipital and parietal-occipital lobes in the brain
are concerned with spatial awareness and directed attention (21). The channels located over these
lobes are going to be able to get the strongest readings of alpha activity in the underlying parts of
the brain, this is also illustrated clearly in figure 6 of Treder et al. (1). Directed covert attention is
strongly associated with changes in alpha modulation. For that reason only the frequencies in the
upper and lower alpha band (8-12 hz) are considered in this experiment.

These pre process steps are instrumental in preparing the data to be used in the classification
system utilizing HMMs. Dimensionality and complexity is reduced so that training phase takes

less time and data irrelevant to the task is removed as much as possible.
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5.1. DATA PREPROCESSING

Figure 5.1: 128 EEG channels. The ten channels used are colored red and located over
the occipital and occipital-parietal lobes. The most important (1) channels are O1 and 02,
located over the centers of the left and right occipital lobes respectively.

17



Results

The goal of this paper is to give an overview of the suitability of hidden Markov models in solving
BCI problems, and to determine if the parameter of time as recorded in the BCI data contains
relevant information in distinguishing between separate classes. In order to determine this, sev-
eral batches of tests to classify the data were done. These batches had different parameters and
settings. Note that in this explorative study we restrict ourselves to a qualitiative analysis of the

behaviour of the HMM in the context of BCI. Further significance testing is deferred to future work.

In the sections detailing the classification results we differ between the data where ten channels
are selected, and those where only two channels are selected. The ten channels included in the final
dataset used to classify and train the hidden Markov models are all located over the occipital and
parietal-occipital lobes. Their labels are: POz, P0O3,4 PO7,8, PO9,10, Oz, O1, O2.

Of these ten, O1 and O2 are the most important with respect to the signal strength of the
underlying alpha activity. They receive the clearest signal from the occipital lobes and are directly
located over the left and right occipital lobes, this is shown in the 2011 paper by Treder et al. (1)
in figure 6. In the tests where the training and test data only contained two channels, O1 and 02
were selected, by looking at the grand average (signal strength measured by alpha amplitude) and
choosing the first two channels with the highest values.

The other 50 channels not considered as valuable for the purpose of classifying covert directed
attention are located over lobes other than the occipital or parietal lobes. Other brain processes
interfere with the signals produced involved with covert attention, and due to the nature of EEG
recording, the other channels will not obtain the signals generated by the occipital and parietal

lobes as clearly as those in closer proximity to the source.

The classification results are separated into five different sets with different settings.
B Baseline comparison. 6.1

B Ten channels, 1-2-4 time windows. 6.2

B Ten channels, 1-2-4 time windows, diagonal covariance matrix. 6.3

B Two channels, 1-2-4 time windows. 6.4

18



B Two channels, 1-2-4 time windows, diagonal covariance matrix. 6.5

In these five sections containing test results, the difference in settings is in the training data,
or the covariance matrix used in training the HMM. The training data differs (ten channels or two
channels) to detect if the additional eight channels improve performance, and add relevant infor-
mation. In training data where only two channels are present, training is faster and less susceptible

to overfitting or noisy data.

The difference in the number of time windows was due to the averaging over the available time
points in the dataset. While there are a total of fourteen time points available for each and ev-
ery channel, not all fourteen are directly used. Instead, time windows are created based on the
fourteen time points. The dataset contained the values of all the channels from 0.5 seconds after
the target cue up until 1.8 seconds after the target cue. This period allows for the test subject to
register the location of the cue and mentally focus his or her attention to that location. The delay
of 500 milliseconds before recording also negates interference from the brain activity associated
with event-related potentials (ERP) caused by the appearance of the initial and target cues. An
ERP occurs within the first 700 milliseconds after the appearance of a stimulus cue, with different
types of stimuli causing varying ERP signals of differing lengths and/or intensity. The visual type
of stimulus used in this particular experiment typically causes an ERP 300 milliseconds after the

appearance of the stimulus (16).

B The single time window is simply a single value; the average of all fourteen time points.

B In the tests where the data contained two time windows, the first time window was the average

of time points 1-7, and the second was the average of time points 8-14.

B In tests where the data contained four time windows, the first time window was the average
value of time points 1-4, the second window was the average of time points 5-8, the third was
the average of time points 9-11, and the fourth time window was the average of time points
12-14.

By averaging over multiple datapoints, it is possible to negate noise values to a certain ex-
tent (22). But the added value of multiple time points or multiple time windows over a single time
slice, is that you end up with more data and more information, this enables the trained model to

be more specific.

High-dimensional data, in combination with few training samples presents us with a sparse set
of data to work with. Estimates of the covariance matrix are increasingly likely to become singular
with sparser data. Where one option is to improve the estimations of the covariance matrix, another

option is to constrain the covariance matrix to be spherical or diagonal.
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6.1. BASELINE PERFORMANCE

With the additional time windows, complexity of the data increased but the number of training
samples remained constant, creating sparse data. Forcing the covariance matrix to be diagonal
solved the problem of it becoming strongly singular but did not improve overall classification

performance compared to the earlier method.

Curse of dimensionality

The reason to run the training of the classifiers on the data using a slightly different method - by
using a covariance matrix that was constrained to be diagonal - was because there appeared to be
a numerical instability in the eventual log-likelihoods calculated by the trained HMMs in instances
where the combination of number of hidden states, channels and time windows caused a too high
dimensionality of the data (23). The generative HMM is trained to find parameters optimal to the
fitted data. In the experiments with more than a single time segment, as described in sections 6.3
and 6.5, the implementation of the HMM training and classification code (section 9) concatenates
the features of the time segments into a single feature vector. Obviously, this feature vector in-
creases in size with the number of time segments. The number of features is also dependant on the
number of channels included in the dataset. Whereas the number of hidden states the model has

available in its training process determines the size of the covariance matrix.

Heung-I1 Suk and Seong-Whan Lee (23) suggest a number of different solutions in order to deal

with the curse of dimensionality in HMM classifiers.
B Use a different type of classifier such as a Support Vector Machine (SVM)
B Apply PCA techniques to reduce the dimensionality of the data
B Use a multi-layer hidden Markov model as described in (23)

Instead the dimensionality was reduced by changing the number of channels in the dataset
from ten to eight, and as described above, by constraining the covariance matrix. The former was
reasonably effective, it allowed the use of more hidden states in training HMMs. While the latter
did not produce HMMs better suited to the task of classifying the data.

6.1 Baseline performance

Determining a baseline performance for the classifier that distinguishes only between left and right
is the first step in this research. The baseline classifier is based on the pre-processed data as de-
scribed in section 5.1, and using that data in a leave-one-out setting to build and test classifiers. An
additional step in this preprocessing procedure was to average over all fourteen time points. The
time points recorded were all between 0.5 and 1.8 seconds after the target cue, and were all evenly
spaced 100 milliseconds after one another. By averaging over the dimension of time, the problem

is greatly simplified although a great deal of information is lost. Potentially this lost information
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6.1. BASELINE PERFORMANCE

could have helped to distinguish and separate the two different classes.

Two separate hidden Markov models are built, one trained on the trials with class 1 (for covert
attention focused to the right) and the other trained on the trials with class 2 (for covert attention
focused on the left). These hidden Markov models, essentially one for each class, are then both
fitted on a new trial that has not been used to train the initial models. The class belonging to the

model that has the highest likelihood of fitting is chosen for that particular trial.

For each of the eight test subjects, the recorded data was classified using hidden Markov models
with one through sixteen hidden states. It turns out that the number of hidden states in the hidden
Markov model has a strong influence on the degree in which the model can sufficiently learn the
data to function as a classifier. At the same time there is a certain maximum number of hidden
states for which a model can be best trained to fit the available data. This particular maximum
number of hidden states differs for each test subject. But there is a definite trend that suggests

that seven or eight hidden states yields the best classification performance for most test subjects.

Figure 6.1 displays the classification results for all eight test subjects. In the plot the aver-
age classification performance for all eight test subjects is plotted against the number of hidden
states the hidden Markov model was trained with. The error plot indicates the standard error of
the mean of the test results. Some test subjects produced far better results than others. These
averaged results do, however, show a clear trend in classification performance and the number of

hidden states used in training.

The best performance is obtained using seven or eight hidden states, classification performance
gradually drops with more or fewer hidden states.

The maximum classification performance plotted against the eight test subjects is displayed
in section 6.6 together with the accuracies obtained with the other classification methods and set-
tings.The figures in that section give an idea of the quality of the EEG signals produced by the
test subjects, as those participants in the experiment that produce consistent EEG signals for the

same task they were meant to perform (focus in a certain direction) will score higher.

The average mazrimum classification performance over all eight test subjects over all trained
HMM for the baseline classifier was 79.37%. In an online BCI application of this software, it would
be impossible to compare the different trained HMMs, seeing how one could not know what direction
the test subject had covertly focused his or her attention to. As such it would be impossible to
train multiple models, compare them against each other, and pick the very best performing one.
However, if an extensive training session precedes the eventual task, the BCI system can be assigned

to use the subject-specific settings to optimize the process of recognizing the EEG signals.
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6.2. TEN CHANNELS
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Figure 6.1: Classification results using ten channels and one time window. Average classifi-
cation performance (X-axis), together with the standard error of the mean, is plotted against
the number of hidden states used to train the model (Y-axis).

Nevertheless, the average classification performance over all eight test subjects when the hidden
Markov model was trained with 7 hidden states was 71.29%. This is a very slight improvement over
the classification performance obtained by Treder et al. (1). In that study the average percentage
of correctly classified trials for the same two classes (design 3 and design 5 in the original dataset)
is 69.569%.

6.2 Ten channels

When using multiple time windows the number of features in the hidden Markov model increases
exponentially. The model is able to use more information to fit the data more accurately at the
cost of speed and the risk of over fitting. An added advantage to using a single time window is
that it is less sensitive to noise and outliers. Whereas a model that uses a single time window
has averaged over all the available time points, and as a result can better deal with noisy data, a

complex model with more features is vulnerable to noise due to over fitting.
In figure 6.2, classification performance is plotted for models trained with one, two and four

time windows. The models with a single time window contained fewer features and was faster to

train, while the model with four time windows was more complex and took longer to train.
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6.3. TEN CHANNELS - DIAGONAL COVARIANCE MATRIX
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Figure 6.2: Average classification accuracy and standard error of the mean, plotted against
the number of hidden states used to train the hidden Markov model with data containing ten
channels. Displaying trained model with one, two and four time windows.

6.3 Ten channels - diagonal covariance matrix

Section 6.2 shows that there is a definite problem that occurs when the number of features increases.
The model does not seem to be able to cope, and the percentage of correctly classified trials
plummets. By forcing the covariance matrix of the hidden Markov model that is being trained to
be diagonal, it is less likely to become singular. While this does partially solve the issue, the model
is not as well capable at classifying the data as it was with the other method.

In plot 6.3, the model is trained with the additional covariance matrix setting as described

above.

6.4 Two channels

In figure 6.2 it is striking how classification performance drops drastically as the model contains
more than three hidden states. At this point the model becomes increasingly complex with an

exponentially growing number of variables. It becomes computationally intractable to determine
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6.4. TWO CHANNELS
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Figure 6.3: Average classification accuracy and standard error of the mean,plotted against
the number of hidden states used to train the hidden Markov model with data containing ten
channels. Displaying trained model with one, two and four time windows. Diagonal covariance
matrix.

the likelihoods of fitting new datapoints. In order to reduce the number of variables, further tests
where only two EEG channels (electrodes on the scalp recording data) are included in the training
data yield significantly different results. O1 and O2 are in the very centers of the activated areas
of the occipital lobes. Using only these two channels, and a total of four time windows, average

mazimum classification performance for all eight test subject was 82.77%.

Interestingly this is higher than the result obtained in section 6.1 where the models were trained
with 10 channels and averaged over a single time window (79.37%). Not only is the maximum
average classification performance better, the average classification performance for all models
with sixteen hidden states is 76.55%; higher than in the baseline (71.29%).

In plot 6.4, results are plotted for the models trained with only two channels, and one, two or
four time windows. Due to the lower number of features, no problems arise as the number of time
windows increases or as the number of hidden states increases. On the other hand, classification

performance is significantly higher compared to the the baseline 6.1. The strong correlation between
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6.5. TWO CHANNELS - DIAGONAL COVARIANCE MATRIX

number of time windows and performance is an indicator that the factor of time is possibly of

importance and may very well add useful information in this particular pattern recognition problem.
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Figure 6.4: Average classification accuracy and standard error of the mean, plotted against
the number of hidden states used to train the hidden Markov model with data containing two
channels. Displaying trained model with one, two and four time windows.

6.5 Two channels - diagonal covariance matrix

While there is no compelling reason to believe that forcing the covariance matrix to be diagonal
is going to have a positive effect on the eventual result, figure 6.5 displays the percentages of
correctly classified trials for this set of hidden Markov Models. In his plot the models trained with
two channels and a diagonal covariance matrix are shown.

As was the case in section 6.3, the diagonal covariance matrix does not boost the ability of the
model to train and learn the data, on the other hand its performance decreases. Since there was no
problem in section 6.4 with regards to the complexity or sparsity of the data, this method did not
offer an improvement with regards to classification performance as the data became more complex

with more time windows or hidden states.
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6.6. INDIVIDUAL SUBJECT’S RESULTS
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Figure 6.5: Average classification accuracy and standard error of the mean, plotted against
the number of hidden states used to train the hidden Markov model with data containing two
channels. Displaying trained model with one, two and four time windows. Diagonal covariance
matrix.

6.6 Individual subject’s results

The participating individuals in the original experiment were not all equally experienced with
BCI systems. The EEG signals they produced are very specific to the individuals, BCI systems
are still expected to handle multiple different users and maintain a reasonable level of usability.
BCI illiteracy is a characteristic recognized in a certain portion of humans, and makes it virtually
impossible to create a fully functioning BCI system for these people considered illiterate in this
sense. BClI illiteracy is not dependant on the type of system used, but is an inherent property of the
patient or subject, it is thought that twenty percent of all people are BCI illiterate (24, 25). The
recorded EEG data of the eight participants applied to the HMM classifier software as included
in the Appendix yielded very differing results, both for the different parameters used to train the
HMM as well as for the individual test subjects.

In sections 6.2 and 6.4 it appears that the highest (average) percentages of correctly classified

trials are achieved with HMMSs trained with: 10 channels, 1 time slice and 7 hidden states.
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6.6. INDIVIDUAL SUBJECT’S RESULTS

10 channels, 2 time slices and 3 hidden states. And 2 channels, 4 time slices and

16 hidden states. Figures 6.6 and 6.7 display the classification performance plotted against the
individuals. In addition to the three HMM classification methods mentioned above, the accuracies

achieved in Treder et al. (1) are included in the graph.
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Figure 6.6: Accuracies of four different classification methods applied to the same BCI
data for test subjects one through four. Intersubject variability is high with regards to the
accuracies achieved with the four methods.

From figures 6.6 and 6.7 it appears that the the different methods produce very different results
for the same subjects. Whereas the methods represented by the blue and cyan bars seem to be
good choices for subjects 3,4 and 6. Subjects 1 and 2 their recorded EEG signals are easier to
classify correctly using the other two methods. Interesting is to see that the results for subject 6
are very disappointing for all methods except for the method that utilizes four time slices, which

does surprisingly well with an overall 86.5% accuracy.

27



6.6. INDIVIDUAL SUBJECT’S RESULTS
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Figure 6.7: Accuracies of four different classification methods applied to the same BCI
data for test subjects five through eight. Intersubject variability is high with regards to the
accuracies achieved with the four methods.
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Discussion

In this paper I have analyzed and compared two different classification techniques on the same BCI
data. It was limited to only two directions, whereas the available dataset contained information on
six different spatial directions. I only looked at two of those, which should be strongly distinctive
because they are laterally opposite. The other pairs of classes are likely to be harder to distinguish
from one another, due to the closer proximity of some the other pairs of classes in the dataset,
or the fact that other pairs are vertically or diagonally spaced from each other. Treder et al (1)
showed in figure 3 that the best classification performances of pairs of classes were obtained with
contralateral pairs (in seven out of eight subjects) and that pairs of classes on the same vertical
axis (design 1 and 4, design 2 and 3, design 5 and 6 as determined in figure 3.1) are harder to sep-
arate in a classifier. Mean accuracy for the best pair of directions reported in Treder et al. (1) was
74.6% + 2.3%. However, the best pair of directions differed between subjects (four separate pairs
of classes). So a comparison against the accuracy achieved using the hidden Markov models should
be against the mean accuracy for the pair of classes three and five (bottom right and bottom left):
69.569%. In a future study it would be interesting to look at all fifteen different pairs of classes for
all subjects. As was found in this paper, performance varied greatly between subjects, confirming
the findings in the paper by Treder et al. Similar tests using the HMM classifier on all different
pairs of directions should be able to further confirm or deny this observation. At the same time it
would be possible to have a reliable comparison between the mean accuracies of the two methods

when looking at the best pair of directions.

The strong variation between the pairs of directions is an interesting and important aspect to
consider when continuing to research this subject of covert directed attention, as it seems that
the directions that can be differentiated for people are different for each individual. In a real-time
application of a BCI system based on covert directed attention, it is essential to understand more
about the reasons for this intersubject variability that seem to result in this variation of pairwise
classification. The classification methods compared in this study are hidden Markov models with
several different parameters and settings, and the method applied in Treder et al., which is a logistic

regression algorithm.

The eye-catching observations that can be drawn from section 6.2 is that there is a certain

aspect to the HMM structure or implementation of the HMM software that causes an instability
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when the number of hidden states and features grows. This results in a sharp drop-off in accuracy,
flatlining around the chance accuracy. Reducing the dimensionality of the data by limiting the
number of channels used even further avoids this problem. High-dimensional data in combination
with a small sample size can result in strongly singular covariance matrices. Constraining the
covariance matrix as described in sections 6.3 and 6.5 is another way to get around this problem
of a numerical instability causing this dramatic performance drop. This however results in very
poorly trained Markov models. Constraining a covariance matrix to be diagonal assumes that the
different dimensions of the data are independent from one another (26). The accuracies obtained
from the training and testing on the HMMs trained with the diagonal covariance matrices suggest

that this was not the case.

Intuitively, the channels are not likely to be independent from each other. The brain is an
intrinsic network of neurons that is completely interconnected. The recording method of the EEG
data is another factor in the apparent dependence between the several channels. A single EEG
recording channel can easily pick up activity from a far away, remote part of the brain. This activ-
ity may interfere with the recorded signal obtained from the location directly under the electrode.
Since the channels used are all located over the parietal and occipital lobes of the brain they are
spaced closely together and smearing of the EEG signal pollutes the recordings. This smearing
effect is another reason that the dimensions in the data (the channels) are not independent from
each other, and is very likely to be the reason for the poor accuracies in classification obtained in
sections 6.3 and 6.5.

Further research into the reason of the significant performance drop off for the tests with high-
dimensional data and possible solutions would give further insight into the true abilities of the
HMM classifier on this particular type of complex data.

Because this paper reports on an observational study and does not prove the statistical signif-
icance of the results, a deeper and broader study on the use of HMMs on this BCI data should
present results comparable to those in Treder et al. (1) and provide a statistical analysis to deter-
mine the significant differences. Though it does seem that there is a substantial difference in the
accuracies reported for the different methods, suggesting that the HMM classifier for BCI data is

an interesting topic for further research.
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Conclusion

The research questions to answer are:

B What is the classication performance of directed covert attention in BClIs using the average
alpha power in a fixed time window and how does it compare to the method used in Treder
et al.? (1)

B Does the inclusion of hidden Markov models contribute to the classication performance of

directed covert attention in BCIs?

B What is the classication performance of directed covert attention in BCIs using a

hidden Markov model classifier with the data split into multiple time segments?

Research questions 1 and 3 can be answered by looking at figure 8. The classification performance
of directed covert attention in BCIs using the average alpha power in a fixed time window amounts
to 71.29% =+ 4.24%. Compared to the logarithmic regression algorithm which reaches an accuracy
of 69.57% =+ 2.64% on the same data, the mean accuracy is only very slightly higher while the
intersubject difference is higher. Hidden Markov models using this same BCI data but split into
several time segments can achieve better accuracies as evidenced in sections 6.2 and 6.4. Split into
two time windows it was possible to reach 74.08% =+ 4.83%, split into four time windows it was
possible to build a HMM classifier capable of classifying 77.69% + 2.33% correctly.

The answer to the second research question is harder, while the table below does seem to indi-
cate a certain improvement over the algorithm of logarithmic regression for this particular set of
data, section 6 outlines a severe drawback of a HMM in combination with highly dimensional data.
BCI data typically consists of many different channels recording data over a certain time window.
At the same time it is expensive to record BCI data due to the requirement of expensive equipment,
and time required of the test subjects. So BCI data will always be relatively high dimensional and
sparse. The results do suggest that an HMM system can positively contribute to a classifier of BCI
data, but is still limited by the type and amount of data.

There is no statistical analysis of the results and percentages reported, for that reason I can-

not make any claims about the statistical significance of the difference between the classification
methods.
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Method

H

Channels ‘ Cov. matrix

Hidden states

Time windows H

Accuracy

Log. Regression

69.57% £2.64%

HMM 10 7 1 71.29% +4.24%
HMM 10 3 2 74.08% +4.83%
HMM 10 1 4 62.62% +4.14%
HMM 10 diagonal 1 1 64.92% +1.46%
HMM 10 diagonal 1 2 65.64% +1.63%
HMM 10 diagonal 12 4 66.41% +2.12%
HMM 2 1 1 64.49% +1.15%
HMM 2 1 2 62.59% +2.14%
HMM 2 16 4 77.69% +2.33%
HMM 2 diagonal 1 1 61.08% +1.44%
HMM 2 diagonal 1 2 62.36% +1.91%
HMM 2 diagonal 1 4 64.75% +1.86%

Figure 8.1: Classification accuracies of the different methods compared against each other. The pa-
rameters for Hidden states and Time windows were chosen because they resulted in the best performing
HMM for this particular BCI data and type of covariance matrix. The accuracies are reported to-
gether with the standard error of the mean to indicate the level of variation between the experiment

participants.
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Appendix - Code

clear;

rand (’seed’, 3);

for u=1:8
% datasets freql..8 contain the BCI data. Each file contains all the trials for a test subject.
load (strcat (’freq’, num2str(u)));

% Q = nr of hidden states
minQ 1;
maxQ 16;

%Mixed gaussians

M= 1;
% 2 channels, 1 time window
XfRight = squeeze (mean(freq.powspctrm(design==3,[58 60],(freq.freq >= 8) & (freq.freq <= 14),:),3));
XfLeft = squeeze (mean(freq.powspctrm(design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),:),3));

XfRight = mean(XfRight, 3);
XfLeft = mean(XfLeft, 3);

% 2 channels, 2 time windows
%XfRight = horzcat (mean(squeeze (mean(freq.powspctrm(design==3,[58 60],(freq.freq >= 8) & (freq.freq <= 14),1:7),3)), 3),...

Y%mean (squeeze (mean(freq .powspctrm(design==3,[58 60],(freq.freq >= 8) & (freq.freq <= 14),8:14),3)), 3));

%XfLeft = horzcat (mean(squeeze (mean(freq.powspctrm (design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),1:7),3)), 3),...
Y%mean (squeeze (mean(freq .powspctrm (design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),8:14),3)), 3));

% 2 channels, 4 time windows

%XfRight = horzcat (mean(squeeze (mean(freq.powspctrm(design==3,[58 60],(freq.freq >= 8) & (freq.freq <= 14),1:4),3)), 3),...
Y%mean (squeeze (mean(freq.powspctrm (design==3,[58 60],(freq.freq >= 8) & (freq.freq <= 14),5:8),3)), 3),...

Ymean (squeeze (mean(freq .powspctrm(design==3,[68 60],(freq.freq >= 8) & (freq.freq <= 14),9:11),3)), 3),...

Ymean (squeeze (mean(freq .powspctrm(design==3,[68 60],(freq.freq >= 8) & (freq.freq <= 14),12:14),3)), 3));

%XfLeft = horzcat (mean(squeeze (mean(freq.powspctrm(design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),1:4),3)), 3),...

Y%mean (squeeze (mean(freq .powspctrm (design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),5:8),3)), 3
Y%mean (squeeze (mean(freq.powspctrm (design==5,[58 60],(freq.freq >= 8) & (freq.freq <= 14),9:11),3)),
Y%mean (squeeze (mean(freq .powspctrm(design==5,[568 60],(freq.freq >= 8) & (freq.freq <= 14),12:14),3)), 3));

% 10 channels, 1 time window

%XfRight = squeeze (mean(freq.powspctrm(design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),:),3));
%XfLeft = squeeze(mean(freq.powspctrm(design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),:),3));
%XfRight = mean(XfRight, 3);

%XfLeft = mean(XfLeft, 3);

% 10 channels, 2 time windows
%XfRight = horzcat (mean(squeeze (mean(freq.powspctrm(design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),1:7),3)), 3),.

Y%mean (squeeze (mean(freq.powspctrm (design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),8:14),3)), 3));

%XfLeft = horzcat (mean(squeeze (mean(freq.powspctrm (design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),1:7),3)), 3),...
Y%mean (squeeze (mean(freq.powspctrm (design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),8:14),3)), 3));

% 10 channels, 4 time windows

%XfRight = horzcat (mean(squeeze (mean(freq.powspctrm(design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),1:4),3)), 3),.
Y%mean (squeeze (mean(freq.powspctrm (design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),5:8),3)), 3),...

Y%mean (squeeze (mean(freq.powspctrm (design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),9:11),3)), 3),.

Y%mean (squeeze (mean(freq.powspctrm(design==3,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),12:14),3)), 3));

%XfLeft = horzcat (mean(squeeze (mean(freq.powspctrm(design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),1:4),3)), 3),...
Y%mean (squeeze (mean(freq.powspctrm (design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),5:8),3)), 3),...

Y%mean (squeeze (mean(freq.powspctrm (design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),9:11),3)), 3),

Y%mean (squeeze (mean(freq .powspctrm(design==5,[15 23 53:60],(freq.freq >= 8) & (freq.freq <= 14),12:14),3)), 3));

% Permute data so that its in the format channelsxtrials
R = permute(XfRight ,[2 1]);
L = permute(XfLeft ,[2 1]);

szfr
szfl

= size(R);

= size(L);

% Error classification using Leave One Out

%% Loop through all trials

%% Train R and L classifiers leaving one trial out, then test that trial

for (=minQ:maxQ
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best = 0;
correct = 0;
for x=1:(szfl(2)+szfr (2))
if (x <= szfl(2))
temp = L(:,1);
L(:,1) =[]
else
temp = R(:,1);
R(:,1) = [];
end

% build Right and Left initialisation matrices
muRO = repmat(mean(R,2), [1 Q M]);

SigmaR0 = repmat(cov(R’), [1 1 Q M]);

mul0 = repmat(mean(L,2), [1 Q M]);

SigmaL0 = repmat(cov(L’), [1 1 Q M]);

bestR.LL(1) = —inf;
bestL .LL(1) = —inf;
bestR.LL(end) = —inf;
bestL .LL(end) = —inf;

for 1=1:10

% build Right and Left initialisation matrices
priorRO = normalise (rand (Q,1));

transmatR0O = mk_stochastic(rand (Q,Q));
mixmatR0O = rand (Q,M); %ones (Q,M);

priorLO = normalise (rand (Q,1));
transmatLO0 = mk_stochastic(rand (Q,Q));
mixmatL0 = rand (Q,M); %ones (Q,M);

%train right Hidden Markov Model.

[objR.LL, objR.prior, objR.transmat, objR.mu, objR.Sigma, objR.mixmat] =...

mhmmem (R, priorRO, transmatRO, muRO, SigmaRO, mixmatRO, ’max_iter’, 10, ’verbose’, 0);
if (objR.LL(end) > bestR.LL(end))

bestR = objR;

end

%train left Hidden Markov Model

[objL.LL, objL.prior, objL.transmat, objL.mu, objL.Sigma, objL.mixmat] =...

mhmmem (L, priorL0O, transmatLO, muL0, SigmaLO, mixmatLO, ’max_iter’, 10, ’verbose’, 0);
if (objL.LL(end) > bestL.LL(end))

bestL = objL;

end

end

objR = bestR;
objL = bestL;
% evaluate data point left out of training phase by the HMM
loglikR = mhmm_logprob(temp, objR.prior, objR.transmat, objR.mu, objR.Sigma, objR.mixmat);
loglikL = mhmm_logprob(temp, objL.prior, objL.transmat, objL.mu, objL.Sigma, objL.mixmat);
if ((loglikL >= loglikR) && x <= szfl(2))

correct=correct+1;
elseif ((loglikR > loglikL) && x > szfl(2))

correct=correct +1;

elseif (loglikL == —inf && loglikR "= —inf && x <= szfl(2))
correct=correct+1;
elseif (loglikR == —inf && loglikL "= —inf && x > szfl (2))

correct=correct+1;
end

if (x <= szfl(2))
L(:,end+1) = temp;
else
R(:,end+1) = temp;
end

end

if ((correct)/(szfr(2)+szfl(2)) > best)
best = (correct)/(szfr(2)+szfl (2));

name = strcat (num2str(u), ’° — ’, num2str(Q), ’ — ’, num2str(best));
bestL = objL;
bestR = objR;
end
resulttable (u, Q) = best;
save (name, ’'bestL’, ’bestR’);

end
end
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