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Abstract

Context-free grammars are used to inductively define languages with pro-
duction rules. They are context-free in the sense that the production rules
can be applied without regarding the context in which the application oc-
curs. However, the current way of describing these grammars is limited, since
they only use the operations constant languages, concatenation and disjunc-
tion. We show that conjunctive grammars extend the context-free grammars
with the conjunction operation, while still maintaining the principle behind
context-free grammars. Furthermore, we show that boolean grammars ex-
tend conjunctive grammars with the negation operation. We study which
languages can be defined with these new grammar formalisms, and what it
means exactly that a grammar defines a language.
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Chapter 1

Introduction

Formal grammars are a formalism to describe languages mathematically.
With production rules they define properties of what words or sentences are
"allowed" in a language. Such a production rule is of the form A — p, where
p is a "pattern" of the words that can be produced by the auxiliary symbol
A. The language defined by a grammar consists of the words that can be
produced by the grammar. [19]

Context-free grammars describe context-free languages. The syntax of lan-
guages is defined inductively: properties of strings are logically determined
by the properties of their substrings. The grammars are used to generate
the strings over the input alphabet, denoted by 3. The generation process
transforms a string by applying a production rule. Suppose we have a pro-
duction rule A — a. We can apply this rule to the string uAv, where v is the
precontext and v the postcontext of the symbol A. The application of the
rule, denoted by the derivation sequence uAv = uav, produces the string
uav.

These grammars are context-free in the sense that properties of substrings
do not depend on the context in which they occur. In other words, a rule
can always be applied, regardless of where the auxiliary symbol occurs. The
context does not limit the applicability of the rule.

However, context-free grammars are limited; they only use the operations
of constant languages, concatenation, and disjunction (represented by the
fact that it is possible to define multiple rules for one auxiliary symbol).
When there are multiple rules for an auxiliary symbol A, only one of the
rules can be applied. There is no way of generating words that are accepted
in a language only if they satisfy multiple properties at the same time.



Similarly, context-free grammars also do not provide a way to generate words
that are accepted in a language only if they satisfy a property o, and ex-
plicitly do not satisfy another property «s.

Scheinberg |16] has shown that the conjunction and negation operations can-
not be represented through disjunction, since the intersection of two context-
free languages or the complement of a context-free language is not necessarily
context-free.

Okhotin [12] has introduced the concept of conjunctive grammars in 2001.
These are essentially context-free grammars extended with the conjunction
operation. He argues that these grammars still preserve the general intention
of context-free grammars: the deduction of the properties of a string does
not depend on the context in which it occurs. The conjunctive grammars
offer the possibility of defining words that need to satisfy multiple properties.

Furthermore, in 2004 Okhotin [10] has defined the concept of boolean gram-
mars, an extension of conjunctive grammars. Boolean grammars include the
negation operation, providing a method to define words that should satisfy
some property, and explicitly not satisfy some other property.

These extensions of context-free grammars allow to define more languages
that, according to the Chomsky hierarchy, are context-sensitive languages
[2]. Context-sensitive grammars have proven to be hard to parse [3], and
are therefore hardly ever used. The membership problem (whether a string
can be generated by a grammar) for context-sensitive grammars is in the
computational complexity class PSPACE [6].

The membership problem for conjunctive and boolean grammars is in the
computational complexity class P [10]. These extensions can be seen as a
grammar type between context-free and context-sensitive grammars, as they
are less hard to parse than context-sensitive grammars, when we assume that
P # PSPACE. That is why Okhotin proposes a different hierarchy of formal
grammars, based on their computational complexity classes. This is further
described in Section [Z.2]

This thesis explores these two extensions of context-free grammars as defined
by Okhotin. We provide some in-depth examples to illustrate the possibili-
ties and limitations.

In Part [} some mathematical background is given. In Chapter [2] we provide
relevant order theory. In Chapter [3| we discuss formal languages and oper-
ations over those languages. Finally, in Chapter [4] we give three equivalent
definitions of how the meaning of a context-free grammar can be described.



In Part[II] the extensions are discussed. Chapter 5] elaborates on the conjunc-
tive grammars, defined by the same three methods as context-free grammars.
Furthermore, we prove for one conjunctive grammar what language exactly
it produces. Chapter [6] discusses the boolean grammars. We show that con-
structing a sound definition of boolean grammars is far from trivial.

In Chapter [7] related research is evaluated: an alternative method to de-
fine boolean grammars based on three-valued languages by Kountouriotis |7]

and a new proposed hierarchy for formal grammars given by Okhotin [10].

The conclusions of this thesis can be found in Chapter [§]
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Chapter 2

Order Theory

Order theory can be used as a mathematical foundation for understanding
the meaning of context-free grammars. Because of the properties of par-
tially ordered sets and complete lattices, we are able to study precisely how
context-free grammars define languages inductively.

Ordering elements of a set occurs frequently. We order the letters of the
alphabet, to help us find a word in the dictionary efficiently. Seat numbers
in a concert hall are ordered, so that attendees of a concert know where there
seats are positioned.

The ordering of a set is based on a relation on the elements of the set.
This relation defines for every pair of elements what their position is with
respect to each other. An elements can precede another element, based on
how the relation is defined.

Definition 2.1 (Partial ordering [15])

A relation R on a set S is called a partial ordering if it is:

o reflexive: R(a,a), for alla € S
o antisymmetric: if R(a,b) A R(b,a) then a = b, for all a,b € S

e transitive: if R(a,b) A R(b,c) then R(a,c), for all a,b,c € S

Definition 2.2 (Partially ordered set/poset [15])

A partially ordered set or poset is a set (S, R), where S is a set and R
is a partial ordering on that set. Members of S are called elements of
the poset. We write a C b to denote that R(a,b) in an arbitrary poset
(S, R), with R as some ordering C. We say "a is less or equal than b" or
"b is greater or equal than a" if a C b.




A commonly used example of a partial ordering is the relation < on the set
of integers (Z). The relation is reflexive: for all integers a < a. The relation
is antisymmetric: when a < b and b < a, we know that a = b. Finally, it is
a transitive relation. If a < b and b < ¢, then we know that a < c¢. It follows
that (Z, <) is a poset.

Definition 2.3 (Upper bound/lower bound [15])

An element u of a poset (S,C) such that a C u for all elements a € A,
where A is a subset of S, is called an upper bound of A. Likewise, an
element [ of a poset (S,C) such that [ C a for all elements a € A, where
A is a subset of S is called a lower bound of A.

Definition 2.4 (Least upper bound/greatest lower bound [15])

The element z is called the least upper bound of the subset A of S,
denoted by \/ A, if

e 1, is an upper bound of A and
e 1 C 2z, for all z, where z is an upper bound of A.

Similarly, the element y is called the greatest lower bound of A, denoted
by A A, if

e y is a lower bound A and

e 2 Ly, for all z, where z is a lower bound of A.
Definition 2.5 (Chain [8])

A subset A of S of a poset (S,C) is called a chain if it is consistent in
the sense that if we take any two elements of a,b € A, we have a C b or
bC a.

Definition 2.6 (Lattice [15])

A partially ordered set (S, C) in which every pair of elements has both a
least upper bound and a greatest lower bound is called a lattice. A lattice
is called complete if all the subsets X of S have both a least upper bound
and a greatest lower bound, denoted by \/ X and A X.

Definition 2.7 (Bottom [8])

The bottom L is a least element of a partially ordered set (S,C), such
that L C a for every element a € S. The bottom element is unique if it
exists. In a Hasse diagram this is the lowest element.




Proposition 2.8 (Every complete lattice has a bottom [8])

Every complete lattice (S,C) has a bottom element given by L =\/0.

We can often represent a poset with a Hasse diagram. This is a directed
graph where the nodes are the element of the set, and the edges represent
the relation on the elements. The reflexive relations and transitive relations
are ommitted from the graph. Finally, the direction of the edges is upward;
for every relation a < b, element a is positioned below element b, and there
is an edge between the two nodes.

Proposition 2.9 (Poset (P(S),C) is a complete lattice [15])

The poset (P(S), C) is a complete lattice for every set S: the least upper
bound of A C S and B C S is AU B, and the greatest lower bound is
AN B.

Example 2.10 (Hasse diagram)

We consider the poset (P{a,b,c}, C). The Hasse diagram of this poset
is:

{a,b,c}

{a,b} {a,c} {b,c}

XA
{a} {6} {c}

0

A Hasse diagram can be used to determine the upper and lower bounds of a
set. The upper bounds of the subset {0, {a},{c}} in are {a, c}
and {a,b,c}. We follow the edges upward and only include the edges that
can be reached by every node of the subset. The only lower bound of this
subset is ().

In Section [4.3] we define the context-free grammars in terms of language
equations. In order to solve the system of equations we consider a function
that needs to be monotonically increasing and Scott continuous, to find the
least fixed point of that function.



Definition 2.11 (Monotonically increasing function [8])

We consider the poset (S,C). A function F' : § — S is said to be
monotonically increasing if for all z,y it is the case that x C y implies
F(z) E F(y).

Definition 2.12 (Scott Continuity [17])

We consider the poset (S,C). A function F': S — S is Scott continuous
if it is monotonically increasing and if for every chain o1 C xo C ... we

have F'(\/,; ;) =V, F(x;).

Definition 2.13 (Fized point [8])

Let F be a function. A fixed point of F' is an element x, for which
F(x) = z. A least fixed point of F' is a fixed point z, such that for any
fixed point y of F', it is the case that z C y.

Theorem 2.14 (Kleene’s Fixed Point Theorem)

Let (S,C) be a partially ordered set that is a complete lattice. Let
F : S — S be a Scott continuous function. Then F' has a least fixed
point in S: there is a X € S, such that F(X) = X, and such that if
F(Y)=Y,then X CY.

Proof:

We choose X = \/,.yy F'(L).
F(X) = F (\/ Fi(J_)> by substituting X
€N

= \/ Firl(1) because F' is Scott continuous
i€N

=\ F since (N\ 0) is Z*
i€zt

= {1yu '\ Fi(L) by definition of 1

1€LT
= F'(L)u \/ F(1) because F(1) = L
ieZt

= \/ F'(L1) since (ZT U0) is N
ieN

=X

Since it is the case that F(X) = X, we have a fixed point. The question
remains whether it is a least fixed point.

Now suppose we have a different fixed point Y, and thus F(Y) = Y. By
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induction we can prove that F'(L) C Y, for all i € N.

Base case: i = 0.
We get FO(1) =1, and L C Y, so this holds.

Induction step: i =17+ 1.
Suppose that for some i € N it holds that F*(1) £ Y (Induction hypothesis).

We need to show that FITL (L) C F(Y) =Y.

Since F' is monotone, and because the Induction hypothesis states that
Fi{(1) CY, we can write F(F(L)) C F(Y). Since Y is a fixed point,
we have FiTH (1) = F(F(L)C F(Y)=Y.

This concludes the induction step.

Now that we have proven that F’(L) C Y, for all i € N, it must be the

case that \/;,cy F*(L) C Y. This means that X T Y. We can conclude that
X is therefore the least fixed point of F.

This proves [’heorem 2.14

11



Chapter 3

Languages

In this chapter, we define languages mathematically, based on set theory.
We introduce notation that is used throughout this thesis.

Definition 3.1 (Alphabet [19])

The alphabet of a language consists of the symbols that are used by
the language, it is denoted by Y. A string over an alphabet is a finite
sequence of symbols € 3.

We use the notation |w| for a string w to denote the length of the string, the
number of symbols in w. We write |w|, to denote the number of a’s used in
word w.

Definition 3.2 (Empty string [19])

The word of length 0 is the empty string. We denote the empty string
with the symbol ¢.

Definition 3.3 (Set of strings over X [19])
Let X be an alphabet. The set ¥* is defined recursively:

e Basis: € € ¥*.
e Recursive step: if a € ¥ and w € ¥, then aw € ¥*.

If ¥ has n elements, ¥* has n’ elements of length ¢.

Definition 3.4 (Strings of length up to € [19])

Let ¥ be an alphabet. We define ©=¢ as the set of strings over ¥ of
length up to and including ¢.

With these definitions, we are now able to define the concept of languages
in terms of set theory:

12



Definition 3.5 (Language [19])

A language L C ¥* is a set of strings, consisting of symbols from the
alphabet of the language X.

We use the set-builder notation to describe languages: {variable | predicate}.
All the variables that hold according to the predicate are members of the set.

There are several operations we can perform over words and languages. Be-
low follow definitions of these operations.

Definition 3.6 (Union of languages [19])

Let X and Y be languages. The union of these two languages X U'Y is
the language {w | w e XV w € Y}.

Definition 3.7 (Intersection of languages [19])

Let X and Y be languages. The intersection of these two languages XUY
is the language {w | w € X Aw € Y}.

Definition 3.8 (Complement of a language [10])

Let L be a language with alphabet 3. We define L as the complement of
the language: for every word w in ¥*, w ¢ L implies w € L.

Definition 3.9 (Concatenation of words and languages [19])

Let z,y € X*. The concatenation of x and y is written w = xy. The
resulting word consists of the symbols of x followed by the symbols of y.

Let X and Y be languages. The concatenation of these two languages
XY is the language {w =zy |z € XAy € Y}.

Concatenating X n times with itself is denoted by X", and X" = {&}.

Note that when Y = (), concatenating with another language X will
give XY = (), since there is no y € Y such that w = xy.

Definition 3.10 (Kleene’s star [19])
Let X be a set. Then

o
X* = U X? where * is Kleene’s star
1=0

is the set of all strings that can be built from the elements of X.

13



Definition 3.11 (Rewversal of a word [19])

Let w € ¥*. The reversal of w is written as w®: the symbols of w are
reversed: (wy...w,)® = wy...w1.

In this thesis, we avoid using parentheses when not needed. We use the
following precedence of operations, starting from the highest precedence:

1. Concatenation

2. Negation, denoted by —

3. Conjunction, denoted by & or A
4. Disjunction, denoted by V

This means that the expression =XY & —X V Y has the same meaning as
(=(XY)) & (=X)) VY.

Example 3.12

Let X ={a,b,c} and Y = {a,d, e, f}. Then
XUY ={a,b,c,d,e, f}
XNy = {a}
XY = {aa,ad, ae,af,ba,bd, be,bf, ca,cd, ce,cf}
X° = {e}
X! ={a,b,c}
X2 = {aa, ab, ac, ba, bb, be, ca, cb, cc}
X2 = {a,b,c,aa,ab,ac,ba,bb, bc, ca, cb, cc}
X* =XuXx'u..=
{a,b,c,aa,ab,ac,ba,bb, bc, ca, cb, cc, aaa, ...}

14



Chapter 4

Context-free grammars

Context-free grammars (CFGs) are used to describe context-free languages.
The syntax of languages is defined inductively, properties of strings are logi-
cally determined by the properties of their substrings [19]. These grammars
are context-free in the sense that properties of substrings do not depend on
the context in which they occur. In other words, a rule can always be ap-
plied, regardless of the situation.

An example of a context-free language is the language that contains all the
palindromes over the input alphabet {a,b}. The words abba and babab are
in the language, while the word aabb is not in the language. The context-
free grammar that produces this language starts with a start symbol S and
generates the words inductively. Symbol S can produce one of the terms
aSa, bSb, a,b or the empty word. The term aSa produces one of the terms
aaSaa, abSba, aaa, aba or aa. All the terms without the symbol S are words
that are in the language generated by the grammar.

We will call this context-free language Li. It is used as an example through-
out this chapter to illustrate three equivalent methods [11] to define what
language a context-free grammar generates. Defining the meaning of a gram-
mar in terms of rewriting with production rules is described in Section
The second method, in terms of a formal deduction system with inference
rules can be found in Section £.2] Finally, Section defines the meaning
of a grammar in terms of language equations.

15



4.1 Context-free grammars in terms of Rewriting

The rewriting method originates from Chomsky [2]. A production rule
A — « states that the nonterminal A can be rewritten to the term «. Start-
ing from the startsymbol, nonterminals can be rewritten according to the
production rules, until the resulting term consists solely of terminal charac-
ters: a word that is generated by the grammar.

Definition 4.1 (Context-free grammars in terms of Rewriting [19])

A context-free grammar is a quadruple G = (X, N, R, S), where

e X is the alphabet: a finite set of symbols, also called terminal
characters, that are used in the language described by the grammar.
The words in the described language are only allowed to consist of
these symbols.

e N is a finite set of nonterminal symbols, which are used in the
grammar as ‘building stones’ of a word. These symbols do not
occur in accepted words of a language.

e R is a finite set of production rules, each of the form
A — «a

where A € N, and a € (XU N)*.

e S € N is the startsymbol, a nonterminal that represents the set of
words that are accepted in the defined language.

A language generated by a context-free grammar is called a context-free
language. A word w € ¥* is in the language generated by the grammar

when a derivation sequence (Definition 4.2)) S =* w can be constructed

(where S is the startsymbol of the grammar).

When there are two rules in a grammar over the same nonterminal, e.g.
A — a; and A — ag, it is denoted as A — «; | aa. The | symbol denotes
disjunction. In a word uAwv, where u is the precontext and v the postcontext,
we can apply only one of the rules. This is regardless of what u and v are,
which is why it is called a context-free grammar.

A production rule of the form A — wAwv is called a recursive rule, since
it defines the nonterminal A in terms of itself.

16



Definition 4.2 (Derivation sequence [19])

We define how words are generated by the context-free grammar with
a derivation sequence. We use the notation w = v for each step, if
w = xAy and v = zay for some z,y,a € (XU N)*, A € N and produc-
tion rule A — « in R.

We use =" to denote that there are a exactly n steps between the left-
side of the arrow and the right-side of the arrow.

We use =* to denote that there are a finite amount of steps between
the left-side of the arrow and the right-side of the arrow.

Example 4.3
The following context-free grammar G generates the language
Ly = {w | w=wAw € {a,b}*}. This language contains palindromes
with the input alphabet ¥ = {a, b}.
S — aSa |bSb|al|b|e

We can construct the following derivation sequence to show that the word
abba is accepted in the language, according to the grammar:

S = aSa = abSba = abba

17



4.2 Context-free grammars in terms of a Formal
Deduction System

We can describe the meaning of a context-free grammar in terms of a formal

deduction system. Showing how words are generated from the grammar is

done with an inference tree. The tree is built by applying the rules, and it
is finished if all the branches of the tree end in axioms.

Definition 4.4 (Formal deduction system for context-free grammars [18])

For every context-free grammar G = (X, N, R, S), a formal deduction
system ¢ can be defined as follows. Every production rule of the form
A — aj...a, has a corresponding inference rule:

ar(ur) . ap(u
A(w)

Where w = uj...u,, is in X*. Note that the different u; don’t over-
lap. The term w is "sliced" and every «; is applied over a part of w.
The statement below the line is the conclusion of the rule, it holds when
all the statements above the line, the premises hold as well. The rule is
provided with a rule name in brackets, to add clarity.

m) [rulenamel |

Axioms of the grammar are written for every a € ¥ and for rules that
have a € on the right-hand side of the arrow:

Fa(a) [rulename?)
FA(e) [rulenames)

Since axioms do not depend on other statements in order to be true, we
denote F to show that the statement holds.

A word w € ¥* is in the language generated by the grammar when
an inference tree (Definition 4.5) can be constructed with S(w) as its
conclusion (where S is the startsymbol of the grammar).

Note that the terms above the line in an inference rule are never larger than
the one below the line. So in [rulenamel] it must be the case that for every
iy Juil < Jwl.

18



Definition 4.5 (Inference tree [18])

We define how words are generated by the grammar with an inference
tree. The bottom or root of the tree states the conclusion. Inference rules
are applied on statements. You can prove these statements — show that
a word can be produced by a grammar — by constructing an inference
tree, where every statement at the top of the tree is an axiom.

When we read the tree bottom up, we start at the root of the tree and
follow every "branch" of the tree, until it ends in an axiom.

Example 4.6

Recall the context-free language Ly = {w | w = w A w € {a,b}*}, that
contains palindromes with the input alphabet ¥ = {a,b}. We define
the corresponding formal deduction system t¢,, with the inference rules

given in where w € ¥*.

The word abba is accepted in the language, as we show with the fol-
lowing inference tree: (the rule names of the axioms are ommitted)

b(b)  S(e)  b(b)

[S%]
a(a) S(bb) a(a) 7]
S(abba)
Rule Rule name
Fa(a) [axiom®|
F b(b) [axiom®|
= S(e) [S°]
a(a)
Sl
St@) [S7]
b(b) )
) [S7]
a(a)  S(w)  a(a) ]
S(awa)
b(b S(w b(b
(®) S (@) ) o
(bwd)

Table 4.1: The inference rules for the context-free grammar ¢,
An important property of context-free grammars in terms of a deduction

system is that when an inference rule results in multiple branches (when
reading the rule bottom up), the terms do not overlap. For example, rule

19



[83], when applied over some word awa, the word is sliced into three terms.

The grammar from is quite simple, because there is no am-
biguity in how words should be sliced, when reading the rules bottom up,
because of the sharp definition. However, there are context-free grammars
for which it is not so clear how to slice the words. Below we illustrate such

an example, in [Example 4.7|

Example 4.7
] The context-free grammar Go generates the language
Ly ={zyc|x € {a,b}* Ny € {a,b,c}* N|z| = |yle + 1A |x| > 1A|y| >0}
with the input alphabet ¥ = {a,b, c}:
S — aSX | bSX | ac| be
X — aX|bX|¢

shows the inference rules for the corresponding formal deduc-
tion system F¢g,, with w € X*.

Rule Rule name
- a(a) [axiom®]
- b(b) [axiom®]
- (o) [axiom®]
a(a) S(u1) X(u2) where w = ujus [Sl]
S(aw)
b(b) S(u1) X(u2) where w = ujus [82]
S(bw)
a(a) c(c)
q3
S(ac) o
b(b c(c
() () [s%]
S(bc)
ala X(w
(a) (w) [X']
X(aw)
b(b X(w
(b) (w) [X?]
X (bw)
c(c)
<3
o (X7]

Table 4.2: The inference rules for the context-free grammar ¢,
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Definition 4.8 (Parsing a word for a CFG)

Parsing a word w € ¥* for a context-free grammar is deciding whether
there exists an inference tree with the term S(w) as its conclusion, where
S is the startsymbol of the grammar, and also providing the specific
inference tree.

Suppose we want to construct an inference tree to show that the word
baacache € Ly. Only the [S?] rule can be applied, because we need to start
with the startsymbol and this is the only S rule that fits. The [S?] rule re-
quires us to slice the word in three parts: the first part is easy, we take the

b.

That leaves us with the remainder of the word: aacacbc. The rule does
not specify where we should split the word. There are eight ways to cut the
word in two slices uj, (that requires an S rule) and wug (that requires an X

rule):
1.

2.

7.
8.

up = €, us = aacacbc
u1 = a,us = acacbc
u1 = aa, us = cacbe
u1 = aac,us = acbe
up = aaca,us = cbe
up = aacac,us = bc
u; = aacach,us = ¢

u1 = aacacbe, ug = €

Observing that there is no axiom for €, we can exclude option 1 and option
8. That still leaves us with six ways to parse aacacbc. We can conclude that
parsing context-free grammars can be challenging, due to the fact that it is
not always clear how to slice the words.

21



4.3 Context-free grammars in terms of Language
Equations

The meaning of a context-free grammar can be defined in terms of a system
of equations with languages as unknowns.

Definition 4.9 (Constant languages [19])

Let ¥ be an alphabet. We write {a} for each o € ¥ and {e} to denote
the constant languages. These languages are not recursively defined.

Definition 4.10 (Language equations for context-free grammars [1, 4])

For every context-free grammar G = (X, N, R, S), a system of equations
with languages as unknowns £z can be defined as follows. We write

A= U XX
A — X1..X|ER

for all nonterminals A € N as unknown languages, and for all a €
Y U {e}, a denotes {a}.

Such a system has a least solution, which is the least fixed point of

the function derived from the grammar (see [Corollary 4.15). A word

w € ¥* is in the language generated by the grammar when it is in the
least solution (of the startsymbol).

Example 4.11

Recall the context-free language L1 = {w | w = w® Aw € {a,b}*}, that
contains palindromes with the input alphabet ¥ = {a,b}. We define the
corresponding system of language equations &g, :

S = {a}S{a} U {b}S{b} U {a} U {b} U {e}

We consider the function F' : P(X*) — P(2*) for [Example 4.11|derived from

the grammar:

F(S) = {a}S{a} U{b}S{b} U{a} U {b} U{e}

We want to find the least solution of F', a least fixed point. We can do this
by iterating with the empty set as start. We get:

° FO(VJ) =0

o FL(() = {a}0{a} U {b}0{b} U {a} U{b} U{e} = {a,b,c}

o F2(()) = F({a,b,e}) = {a}{a,b,e}{a} U {b}{a,b,e}{b} U {a} U {b} U {e}
= {a,b, ¢, aaa, aba, aa,bab, bbb, bb}
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We observe that F(()) contains the words that can be generated by applying
the production rules of the grammar at most ¢ times.

Lemma 4.12 (CFG - Monotonically increasing function)

Let F : P(X*) — P(X*) be the function with F(S) = {a}S{a}U{b}S{b}U
{a}U{b}U{e} and ¥ = {a,b}. Function F is a monotonically increasing
function.

Proof:
Let w € F(A), and A C B. There are three cases to be considered:

1. w € {a,b,e}. Then w € F(B).

2. w is of the form ava, with v € A. We know that v is also in B, because
A C B. Then ava € F(B).

3. w is of the form bvb, with v € A. We know that v is also in B, because
A C B. Then bvb € F(B).

This proves

With every iteration it is the case that F(()) C F**1((), because the function
is monotonically increasing with respect to the partial ordering (P(X*), C).
In other words, we observe that F°()) C F1() C F2(0) C ...

Example 4.13
Let F : P(¥*) — P(X*) be the function with ¥ = {a, b} and
F(S) ={a}S{a} U{b}S{b} U{a} U {b} U{e}.

Scott continuity will be used for a specific chain, namely F°(()) C F1(()) C
F2(0) C...=0C {a,b,e} C {a,b,¢, aaa, aba, aa, bab, bbb, bb} C ...
For this particular chain we will verify in detail that F(UJ, F'(0)) =
U, F(F(0)).
F(JF(0) = F(0U{a,b,e} U{a,b,e, aaa, aba, aa, bab, bbb, bb} U ...)

‘ =F({w|w=wAwe {a,b"})

:{w|w:wR}

UFEFE @) = F(0) U F({a,b,e}) U F({a,b,¢, aaa, aba, aa, bab, bbb, bb}) U ...
i ={a,b,e} U{a,b,e,aaa, aba,aa, bab, bbb, bb} U ...

={w|w=w?
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Proposition 4.14 (Scott continuity in operations of CFGs [17])

For a partially ordered set (P(X*), C) that is a complete lattice, if
F : P(X*) — P(X*) is a function defined from constant languages, con-
catenation, and disjoint union, then F'is a Scott continuous function.

Because of |[Proposition 4.14] we can apply |[Kleene’s Fixed Point Theorem|to
the system of language equations for context-free grammars, to find the so-
lution of the system.

Corollary 4.15 (CFG - Least solution)

Since (P(X*),C) is a partially ordered set and a complete lattice, we
know for every context-free grammar &g that the least solution of the
language equations is (Jyso F¥(0), with the Scott continuous function
F: P(Z)IVI — P(2*)Nl over the nonterminals N of G, derived from
the system of equations £g. The least solution consists of exactly the
languages generated by the nonterminals.

Example 4.16

The solution for the grammar &g, is ;> Fi) ={w|w=wfAwe
{a,b}"}:
F({w | w=w"}) = {a}{w | w = wHa} U {bH{w | w = w}{b}U
{a} U{o} U {e}
= {w | w=w"}

because {a}{w | w = wiHa} U {b}H{w | w = wl}{b} is in {w | w = wf},
and {a}, {b}, {e} are also in {w | w = wk}.

In conclusion, {w | w = w?®} is a fixed point of F' and it can be shown
that it is the least fixed point of F', and therefore the least solution.
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Chapter 5

Conjunctive Grammars

Conjunctive grammars (CGs) were introduced by Okhotin in 2001 [12|. He
defines conjunctive grammars as context-free grammars extended with the
conjunction operation. This extension provides a method to generate words
that have to satisfy multiple conditions in order to be in the language de-
scribed.

The simplest application of conjunctive grammars is to define a grammar
that generates the intersection of two context-free grammars. For example,
the intersection of the context-free languages

{abcF | j = kANi,j,k >0} and {a'b'cF | i = j Ad,5,k > 0} results in
the language {a™b"c™ | n > 0}. This language cannot be generated by a
context-free grammar [20]. However, conjunctive grammars also offer the
possibility to use conjunction more freely, like disjunction is used in context-
free grammars.

Similarly to context-free grammars, we will describe the meaning of con-
junctive grammars using three equivalent definitions. Section defines the
meaning of conjunctive grammars in terms of rewriting. This is the most
intuitive definition. We provide a proof to show for one conjunctive gram-
mar what language it produces. In Section we discuss the meaning of
conjunctive grammars in terms of a formal deduction system. Finally, Sec-
tion describes the most important meaning, it is in terms of language
equations.

All the definitions in this chapter are retrieved from Okhotin’s paper [11].

With examples we will illustrate some of the possibilities that conjunctive
grammars offer.
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5.1 Conjunctive grammars in terms of Rewriting

The definition is almost the same as the definition of context-free grammars
(Definition 4.1). The big difference is that the conjunction operation is al-
lowed in conjunctive grammars, where it is not in context-free grammars.
This allows to define production rules where multiple conditions have to be
met.

Definition 5.1 (Conjunctive Grammars in terms of Rewriting [11]])

A conjunctive grammar is a quadruple G = (X, N, R, S) where:
e Y is the alphabet.
e N is a finite set of nonterminal symbols.

e R is a finite set of production rules of the form
A - og&ka k. & a,

where A € N, n > 1 and o € (XU N)*, with 1 < k < n. Every
«; is called a conjunct. The & symbol denotes the conjunction
operation.

e S € N is the startsymbol.

A word w € ¥* is in the language generated by the grammar when a

derivation sequence, as defined in [Definition 5.2t S =* w &...& w can

be constructed (where S is the startsymbol of the grammar).

For arule A — a1 & «g, when applied in a word uAw, the derivation sequence
is uAv = uav & uasv. The context is denoted by u and v. The result-
ing word, constructed by the grammar, must be conform both the conjuncts.

Definition 5.2 (Derivation sequence for CG)

We extend the definition of the derivation sequence for context-free gram-

mars (Definition 4.2)):

We use the notation w = v, &...& v, if w = zAy and for all ¢ with
1 <i < n v = zay, for some z,y,a; € (XUN)*, A € N, with
production rule A — a1 &...& o, in R.

Below follow a couple of examples of conjunctive grammars. These are rel-
atively simple examples, because they use the conjunction on the top level.
The examples are provided to show how conjunctive grammars can describe
more languages than context-free grammars, while still being very intuitive
to understand. Later on, we show some more complicated examples.
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Example 5.3

The following conjunctive grammar G3 generates the language
Lz = {a™b"c" | n > 0}, with ¥ = {a, b, c}:

S = AB & DC
A — aA e
B — bBc|e
C — cCle
D — aDb|e

Note that Lz = {a'b’c¥ | j = kA, j,k > 0}n{a’tick | i = j A6, 5,k > 0},
and it can be shown that AB generates the language

Ls1 = {a'¥c* | j =k Ai,j,k > 0}, and that DC generates the language
L3o = {a'V/cF |i=jNi,j,k >0}

Example 5.4

The following conjunctive grammar G4 generates the language
Ly = {a™"c"d™ | m,n > 0}, with ¥ = {a, b, ¢,d}:

1

aXcD & AbYd | e
al | e

bB | e

cCle

dD | e

aXc | bB
bYd | cC

SO QW e ®»
P 4e Ll

Y

Note that Ly = {a"bFc™d | n, k,1 > 0} N {a*b™cd™ | m, k,1 > 0}, and it
can be shown that aXcD generates the language

Ly1 = {a"bFc*d | n,k,1 > 0}, and that AbYd generates the language
Lyo = {d"0™cd™ | m, k,1 > 0}.
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Example 5.5

The following conjunctive grammar G5 generates the language
Ls ={w | w € {a,b,c}*,|w|s = |w|p = |wl|.}, with ¥ = {a,b,c}.:

S —- X&Y|e

X — aXbC | bXaC | CaXb | CbXa | ¢
Y — bYcA | cYDA | AbYc | AcYb | a
C — cCle

A — aAle

Note that

Ly = {w | w € {a,b,c}*, |wl, = |wp} N{w | w € {a,b,c}*, |w|y = |w|.}
and it can be shown that X generates the language

Lsi ={w | w € {a,b,c}*, |w|a = |w|p}, and that Y generates the lan-
guage Ly o = {w | w € {a,b, c}*, |w|p = |w|.}.
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5.1.1 Proving that a conjunctive grammar produces a
Language

For the conjunctive grammars that we have shown thus far it is relatively
easy to understand what language they produce, since all these languages
are essentially the intersection of two context-free languages.

Conjunctive grammars also allow to use the conjunction operation more
freely. However, this results in the fact that it is a lot harder to see what lan-
guage is generated by the grammar. An example is the conjunctive grammar

Gé, as defined in [Theorem 5.6l In this section we will prove that this con-

junctive grammar Gg, generates exactly language Lg = {wcw | w € {a,b}*},

with ¥ = {a, b, c}.

To prove that a grammar G produces a language L we need to show two
things. First, we need to prove that all the words that can be generated
by the grammar G, are in the language L. Second, we need to prove that
all the words that are in the language L can be generated by the grammar G.

Theorem 5.6 (CG produces language wcw)

The following conjunctive grammar Gg generates the language
Le = {wew | w € {a,b}*}, with ¥ = {a, b, c}:

— C&D

XCX | e

aA & aD | bB & bD | cE
XAX | cEa
XBX | cEb

XE | e

alb

X H W e O QW»
AN

It has been shown that Lg is not context-free [20]. The grammar uses the
¢ in the word as center marker and orientation point, and therefore this
method cannot be applied to writing a conjunctive grammar for the lan-
guage {ww | w € {a,b}*}. It remains an open problem whether conjunctive
grammars can generate this latter language [11].

The proof of is split into 4 different parts.
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Part 1
Lemma 5.7 (CFG produces language zcy)

The following context-free grammar Gg 1 generates the language
Le1 = {zcy | x,y € {a,b}*,|z| = |y|}, with ¥ = {a, b, ¢} and where C is
the starting symbol:

C — XCX|¢
X = alb

Step 1: Induction on the length of the derivation

We first need to prove that all the words that are generated by grammar
Gg.1 are indeed in the language Lg1. We do this by an induction proof on
the length of the derivation sequence.

Let C = u; = ... = u, be a derivation sequence in C, where uy €
{C,X,a,b,c}* for k=1,...,n.

Let A={X,a,b}*
Let B={C,c}

We define an invariant, the property we will use for our proof:
V(k e N)I(z,y € A,z € B)(up, = zzy A x| = |y|),

When u, € {a,b,c}*,
then z = ¢,
with z,y € {a,b}* and |z| = |y|, and therefore u,, € Lg ;.

Base case: length of the derivation is 1
Let w € {a,b,c}* and |w| > 1. Suppose C =* w.

1. The only derivation sequence starting from C of length 1 is C = c.
2. From 1 it follows that ¢ € B.

3. From 1 and 2 it follows that w is of the form xzy, with x,y € A,
|z| =|y| =0 and z = c.

It follows that the property holds for the base case.
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Induction step: length of the derivation is ¢ + 1.
Suppose that 3(z,y € A,z € B)(u; = xzzy A |z| = |y|) for some i (Induction
Hypothesis) and that u; = w;y1.

To prove: I(z,y € A,z € B)(uir1 = zzy Alz| = |y]).
There are three cases to be considered.

Case 1: u; = u;y is of the form xzzy = 2/2y.
Then one of two production rules was used:

1. Suppose the production rule X — a was used.

(i) Then 2’ € A.

(ii) Then |2'|x = |z|x — 1 and |2'|, = |z|s + 1, and thus |2/| = |z|.
(iii) From (ii) it follows that |2'| = |y|.
(iv) From (i), (iii) and the Induction Hypothesis it follows that the

property holds when this production rule was used.

2. Suppose the production rule X — b was used. This proof is similar to
the one above and is therefore ommitted.

The property holds in this case.

Case 2: u; = u;t is of the form xzy = z2'y.
Then one of two production rules was used:

1. Suppose the production rule C — XCX was used.

(i) Then zz'y = 2XCXy.
) Then, since |z| = |y|, |X]| = |Xy|.
(iii) Then C € B.
) From (ii), (iii) and the Induction Hypothesis it follows that there

exists 7 = zX,y” = Xy, 2” = C such that w;q is of the form
", n

x2"2"y", where 2”,y"” € A, and thus the property holds.
2. Suppose the production rule C — ¢ was used.

(i) Then zz'y = zcy.
(i) It follows that 2’ € B.

(iii) From (i), (ii) and the Induction Hypothesis it follows that the
property holds when this production rule is used.
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The property holds in this case.

Case 3: u; = ;1 is of the form xzy = zzy’. This case is similar to case 1
and is therefore ommitted.

This concludes step 1 of the proof.

Step 2: Induction on the length of z and y
In this step we want to prove that all the words in language L1 can be gen-
erated by grammar Gg 1. We prove this by induction on the length of x and y.

To prove:

For all w € {a,b, C}*, with |w| > 1:

If w is of the form zCy, with z,y € {a,b}* and |z| = |y|,
Then C =* w.

Whenever we show that C =* zCy, it implies that C =* xcy, because
of the production rule C — ¢. This simplifies our proof.

Base case: length of x and y is 0
Let w = 2Cy, with z,y € {a,b}* and |z| = |y| = 0.

1. Then w = C.
2. It is obvious that C =* C.
3. From 1 and 2 it follows that the property holds.

Induction step: length of z and y is i + 1.

Suppose that it holds that for all w € {a,b, ¢, C}*, with |w| > 1 and w of the
form xCy, with z,y € {a,b}* and |z| = |y| = i, we have C =* w. (Induction
Hypothesis).

We want to prove that when we have w' € {a,b,c, C}*, with w’ = 2/Cy/,
where z,y € {a,b}* |2'| = |y/| =i+ 1, we can create a derivation sequence
C=*2'Cy.

1. Let 2/ = zaq and 3 = agy with a1, ay € {a, b}.

2. We know that the nonterminal X generates either an a or a b.

3. From 1, 2 and the Induction Hypothesis it follows that we can construct

a derivation sequence C =* zCy = xzXCXy =* xa1Casy, which is
/

2'Cy.
This concludes the proof of
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Part 2
Lemma 5.8 (CFG produces language zcvay)

The following context-free grammar Gg o generates the language
Leo = {zxcvay | z,v,y € {a,b}*, |z| = |y|}, with ¥ = {a, b, ¢}, where A is
the starting symbol:

A — XAX | cEa
E - XE|¢
X = alb

Step 1: Induction on the length of the derivation

We first need to prove that all the words that are generated by grammar
G2 are indeed in the language Lgo. We do this by an induction proof on
the length of the derivation sequence.

Let A = u; = ... = u, be a derivation in A, where u € {A,E, X, a,b,c}*,
fork=1,..,n.

Let C = {X, a,b}*
Let D = {E, X, a,b}*

We define an invariant, the property we will use for our proof:
V(k e N)I(z,y € C)(ug = xzy A |z| = |y| A (2 = AV I(v € D)(z = cva)))

When u,, € {a,b,c}*,

then w, is of the form xcvay,
with z,y,v € {a,b}* and |z| = |y|,
and therefore u,, € Lg.o.

Base case: length of the derivation is 2
Let w € {a,b,c}* and |w| > 2.
Let A =* w.

1. Then the derivation of w is A = cEa = ca.

2. Then w is of the form zcvay, with z,v,y € {a,b}* and |v| = |z| =
lyl = 0.

3. From 2 it follows that the property holds for the base case.
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Induction step: length of the derivation is ¢ + 1.
Suppose that 3(z,y € C)(u; = zzyA|z| = |y|A(z = AVI(v € D)(z = cva)))
for some i (Induction Hypothesis) and that u; = w;q1.

To prove: 3(z,y € C)(ui+1 = zzyA|z| = ly| A (z = AV I(v € D)(z = cva))).
There are three cases to be considered:

Case 1: u; = u;y is of the form xzzy = 2/2y.
Then one of two production rules was used:

1. Suppose the production rule X — a was used.
(i) Then 2’ € C.
) Then |2/|x = |z|x — 1 and |2/|, = |z|s + 1, and thus |2/| = |z|.
(iii) From (ii) it follows that |z'| = |y|.
)

From the Induction Hypothesis it follows that z = A VvV I(v €
D)(z = cva)

(v) From (i), (iii), (iv) and the Induction Hypothesis it follows that
the property holds when this production rule was used.

2. Suppose the production rule X — b was used. This proof is similar to
the one above and is therefore ommitted.

The property holds in this case.

Case 2: u; = u;41 is of the form zzy = z2'y.
From the Induction Hypothesis we know that z = AV 3(v € D)(z = cva).

Case 2.1: z=A
Then one of two production rules was used:

1. Suppose the production rule A — XAX was used.

(i) The derivation is zAy = *XAXy
(ii) From (i) it follows that |xX]| = |Xy|.
(iii) We can then define a z” = A.
(iv) From (ii), (iii) and the Induction Hypothesis it follows that there
exists " = X, y"” = Xy, 2’ = A such that the property holds.

2. Suppose the production rule A — cEa was used.

(i) The derivation is zAy = zcEay.
(ii) We define v = E.
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(iii) From (i) and (ii) it follows that 3(v € D)(z' = cva).
(iv) From (iii) and the Induction Hypothesis it follows that the prop-

erty holds when this production rule is used.

The property holds in Case 2.1.

Case 2.2: J(v € D)(z = cva)
Then one of two production rules was used:

1. Suppose the production rule E — XE was used.

(i) The derivation is xcvay = xcv'ay

(ii) Then v’ € D.

(iii) From (ii) it follows that 3(v' € D)(z' = cv'a).

(iv) From (iii) and the Induction Hypothesis it follows that the prop-
erty holds.

2. Suppose the production rule E — ¢ was used.

(i) The derivation is zcvay = xcvay.

(ii) From (i) and the Induction Hypothesis it follows that the property
holds when this production rule is used.

The property holds in Case 2.2, and therefore holds in Case 2.

Case 3: u; = u;,1 is of the form xzy = zzy’. This case is similar to case 1
and is therefore ommitted.

This concludes step 1 of the proof.

Step 2

In this step we want to prove that all the words in language Lgo can be
generated by grammar Ggo. This can be proven by induction on the length
of v and induction on the length of z and y.

However, we can easily see that E =* v, for all v € {a,b}*.

Furthermore, we observe that A =* X" AX" for all n € N.

Combining this we get A =* X"AX" = X"cEaX" =* zcvay for any
z,v,y € {a,b}* A|z| = |y|. This shows that for every word w € Lga,
we have A =* w.

This concludes the proof of
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Corollary 5.9 (CFG produces language xcvby)

The following context-free grammar Gg.3 generates the language Lgs =
{zevby | z,v,y € {a,b}*, |x| = |y|}, with £ = {a, b, c}, where B is the
starting symbol:

B — XBX | cEb
E - XE|e
X = alb

This grammar is similar to the grammar Ggo.

Part 3
Lemma 5.10 (CG produces language uczu)

The following conjunctive grammar Gg4 generates the language
L4 = {uczu | u, z € {a,b}*}, where D is the starting symbol:

D aA & aD | bB & 0D | cE
XAX | cEa

XBX | cEb

XE | e

alb

eIl c5 B we =
LLLLl

The shortest derivation in D is D = ¢E = ¢. Then we see that ¢ is of the
form uczu, with |u| = |z| = 0. So ¢ € Lg 4.

The longer derivations in D are of the form

D= o181 & a1D =" o151 &..& aq...a;3; &..& ..., & ucE

A ifa,=a

B ifak:b

where ay, € {a,b} A B, =

and u = aj...an Aul =n
and where i, k,n e NA1<i k<n

A word w generated by D must be representable by every conjunct in the
derivation sequence. In this case, the word generated by D must fit in the
following forms:

e 131, which is a word of the form ayz1cv11y1 (according to
and Corollary [5.9), where 21, v1,y1 € {a,b}* A |z1| = |y1].
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e «j...a;3;, which is a word of the form «y...q;x;cv;05y;, where x;, v;, y; €
{a, b} Alzi| = |yil.

® «j...a;p 3y, which is a word of the form ay...q, Xy VRO Yy, Where Xy, U, Yn €
{a,b}* A |zn| = lyn| = 0, so of the form aj...ancv,an,.

e ucE, which is a word of the form a;...ayct, where t € {a,b}*.
This means that w, conform all the conjuncts, is of the form
QITICVIQLY] = oo = QLo QGTCU0GY; = oo = Q... Qi CUR Qlyy = (V] ...QUp CL
This leads to the following conclusions:
& (VT =..=Q1.QL; = ... = Q1...Qp = U.
& VINIY] = ... = ViOLY; = ... = UpQy = T.
e ¢ is of the form v1a1...cey, = V71U

Combining these observations, we conclude that every conjunct is of the form
ucvu. So whenever D =* w, w must be of the form uczu, with u, z € {a,b}*
which means that w € Lg 4.

The other way around also holds. Suppose that a word w € Lg4, where
|w| = 1. Then we can construct the derivation sequence D = cE = ¢.

Now suppose we know for some word w = wzcu € Lgyq, with |u| = i, it
is the case that D =* uczu. This is our Induction Hypothesis.

We need to prove that for a word w' = v/cz/v/, with o/, 2" € {a,b}* and
|u'| =i+ 1, we can construct a derivation sequence with the grammar.

Let v = au, with a € {a,b}. Then we need to construct a derivation
sequence D =* aucz’'au.

Applying the Induction Hypotheses, where we take 2z’ as z, we can con-
struct a derivation sequence D =* ucz’au. Dependent on whether a is an a
or a b, we insert the production rule D — aA & aD or D — bB & bD. We
will only prove one of these cases, as their proof is almost identical.

Suppose a = a. We get D = aA & aD. We know that we can construct the
sequence aD =* aucz'au.

We still need to show that aA = aucz’au. From [Lemma 5.8 we know
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that we can construct the derivation sequence A =* xcvay, where x,v,y €

{a,b}* A |z| = |y|. If we take x = y = u, and v = 2/, we can construct the
derivation sequence A =* ucz’au.

This means that we can construct a derivation sequence D = aA & aD =*
aucz'au & aucz’au, which is what we had to prove.

This concludes the proof of

Part 4
Recall the Theorem:

Theorem 5.6 (CG produces language wcw)

The following conjunctive grammar G¢ generates the language
Le = {wew | w € {a,b}*}, with ¥ = {a, b, c}:

— C&D

— XCX | ¢

— aA & aD | bB & bD | cE
— XAX | cEa

— XBX | cEb

— XE |¢e

— alb

X E W O QW

Every word generated by this grammar is a word that occurs both in Lg 1
and in Lg 4. These are words of the form zcy, with z,y € {a,b}* A |z| = |y,
and words of the form uczu, with u,z € {a,b}*. So when xzcy = uczu, it
must be the case that z = u, and y = zu, and therefore, |z| = 0. These are
words that are of the form wcw, which is exactly what the Theorem states.

This concludes the proof of
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5.2 Conjunctive grammars in terms of a Formal De-
duction System

Similar to context-free grammars, we can define the meaning of conjunctive
grammars in terms of a formal deduction system.

Definition 5.11 (Formal deduction system for conjunctive grammars [14])

For a conjunctive grammar G = (X, N, R,S) a formal deduction sys-
tem k¢ can be defined as follows. Production rules that don’t use the
conjunction operation are defined the same as the production rules in
context-free grammars (see . For every production rule
A — o &...& a, in G, there is a corresponding inference rule in k¢,
where w € ¥*:

ar(w) o ag(w
A(w)
A word w is in the language generated by the grammar when an in-

ference tree can be constructed with S(w) as its conclusion (where S is
the startsymbol of the grammar).

[rulename]

In Section we observed that in context-free grammars, applying an in-
ference rule on some term results in "slicing" the term. Take rule [A!] of
when applying this rule to word w, it results in three terms above
the line: uy,uo and us. All these branches take a part of w, and they do not
overlap.

But in conjunctive grammars there is another possibility. For example, ap-
plying rule [S!] of to a word w results in two branches that take
the same term. This is because of the conjunction. In order to prove that
word w can be produced by S, it needs to be shown that the word can be
generated by both the nonterminals H and Y.

One might think that this means that it is harder to parse conjunctive gram-
mars. However, the difficult part of parsing the grammars is no different
than in context-free grammars: finding the right position to cut the term.
Although the inference trees for conjunctive grammars are likely to have
more branches than context-free grammars, the upper bounds on the time
complexity of parsing algorithms remain the same, as stated by Okhotin |11].

Below we sketch an example of a conjunctive grammar, first in terms of
rewriting, followed by corresponding formal deduction system. Furthermore,
an inference tree is included to show how the inference rules can be applied
to a term.
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Example 5.12

The following conjunctive grammar G7 generates the language
Ly = {(we)®! | w € {a,b}*}, with ¥ = {a,b,c}:

S —- H&Y|ac|be|e
aHG | bHG | ac | be
aG | bG | ¢

YG & GY | Fe
C&D

XCX | e

aA & aD | bB & bD | cE
XAX | cEa
XBX | ¢Eb
XE|e

alb

X E WU QT < Qo
A R A

Language L7 uses the language Lg = {wcw | w € {a,b}*}, which is rep-
resented by the nonterminal F.

lists the inference rules for grammar k¢, .

Table 5.1: The inference rules for the conjunctive grammar ¢,

Rule Rule name
- a(a) [axiom®]
- b(3) laxiom®]
- o(o) [axiom®]
FS(e) 15°)
F E(e) )
H(w Y (w
(w) (w) [s"]
S(w)
a(a)  c(c)
g2
S(ac) "
b(b c(c
(b) (c) [s°]
S(bc)
a(a) H(u1) G(uz) where w = u1us [Hl]
H(aw)
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Table (continued)

Rule Rule name
b(b) H(u1) G(u2) where w = uius [F°]
H(bw)
a(a) (e :
H(ac) i
b(b)  c(c) [H*]
H(bc)
a(a)  G(w) [G']
G(aw)
b(b)  G(w) [G?]
G(bw)
c(c) 8
o [G”]
Y (u1) G(u2) G(v1) Y(v2) where w = ujus = v1v2 [Y']
Y (w)
F(w)  ¢(c) [Y?]
Y (we)
C(w)  D(w) [F']
F(w)
X(u1) Clu2)  X(us) where w = uiuaus [C]
C(w)
c(c) ?
C(e) °!
a(a)  A(w) a(a) D(w) [D']
D(aw)
b(b) B(w) b(b) D(w) [D?]
D(bw)
c(e)  E(w) (D]
D(cw)
X(u1) Auz) X(us) where w = uiuaus [A']
Aw)
c(c)  Ew) ala) [A%]
A(cwa)
X(u1)  Bu2)  X(us) where w = w1 ugus [BY]
B(w)
c(c)  E(w)  b(b) [B]
B(cwbd)
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Table (continued)

Rule Rule name
X(u1)  BE(uz) where w = uius [E']
E(w)
a(a)
x1
- [X7]
0] <
X(b)

We construct a proof tree to show that the word bbacbbacbbac is in the lan-
guage Lry:

a(a) (o) (] SUBTREE 1
b(b) H(ac) G(bbac) g2 SUBTREE 1
b(b) H(bacbbac) G(bbac) 2 SUBTREE 2
H(bbacbbacbbac) Y (bbacbbacbbac)
S(bbacbbacbbac)
SUBTREE 1:
29 1
a(a)  Glc) ]
b(b) G(ac) 7]
b(b) G(bac) o2
G(bbac) 7]
SUBTREE 2:
SUBTREE 3 SUBTREE 1 SUBTREE 1 SUBTREE 3
Y (bbacbbac) G(bbac) G(bbac) Y (bbacbbac) -
Y (bbacbbacbbac) Yl
SUBTREE 3:

bb)  X(a) Cle) X(b)  bb)

b(b) X(b) C(acd) X(b) a(a)
X(b) C(bacbb) X(a) e SUBTREE 4
C(bbacbba) D(bbacbba) Pl
F(bbacbba) c(c)

[Y?]
Y (bbacbbac)
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In SUBTREE 3, the [C'] rule is used multiple times in a row. The rule
name was ommitted for a clearer overview. The rule names [X!], [X?] and
[C?] are left out as well.

SUBTREE 4:
a(a) c(c) E(e) b(b) b(b)
b(b) X(a) B(cb) X(b) a(a)
X(b) B(acbb) X(a) B SUBTREE 5
b(b) B(bacbba) b(b) D(bacbba) D2
D(bbacbba) ]
In SUBTREE 4 the [B!] rule is used multiple times in a row. The rule
name is ommitted from the tree. The rule names [X!], [X?] and [B?] are left
out as well. This also holds for SUBTREE 5.
SUBTREE 5:
b(b)
X(b E
(b) (€) ')
a(a)  c(c) E(b) b(d)  ala)
X(a) B(cbb) X(a) B SUBTREE 6
b(b) B(acbba) b(b) D(acbba)
5 [D?]
(bacbba)
SUBTREE 6:
a(a)
b(b) bb)  X(a) E(e)
bd)  X(b)  E(e) b(d)  X(b) E(a)
X(b) E(b) X(b) E(ba)
c(c E(bb a(a c(c E(bba
(©) (bb) @ L (©) )
a(a) A(cbba) a(a) D(cbba) |
(D]
D(acbba)

In SUBTREE 6 the rule names [E'], [X!] and [X?] are ommitted, to en-
sure a better overview of the tree itself.
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5.3 Conjunctive grammars in terms of Language
Equations

Definition 5.13 (Language equations for conjunctive grammars [13])

For every conjunctive grammar G = (3, N, R, S) a system of equations
with languages as unknowns £z can be defined as follows. We write

A= U Ne

A—a &.& an€ERi=1

for all nonterminals A € N as unknown languages, and for all a €
Y U {e}, a denotes {a}.

Such a system has a least solution (Corollary 5.19). A word w € ¥*
is in the language generated by the grammar when it is in the least
solution (for the startsymbol .5).

In comparison to an intersection is added to the formula, to

include the conjunction operation.

Example 5.14

Recall the conjunctive grammar (3, that generates the language
Lz = {a"b"c" | n > 0}, with ¥ = {a, b, c}:

S = AB & DC
A — aA e
B — bBc|e
C — cCle
D — aDb|e

The corresponding system of language equations £g, is:

(S =ABNDC
A={a}AU{e}

B = {b}B{c} U {e}
C={c}Cu{e}

D = {a}D{b} U{e}
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We consider the function F : (P(X$*))® — (P(X*))5, derived from the gram-
mar Eg,:
F(S,A,B,C,D) = (ABNDC, {a}A U {e}, {b}B{c} U {e},

{c;CU{e}, {a}D{b} U {e})

Iterating with the emptyset gives:

e F9(0,0,0,0,0) = (0,0,0,0,0)

o F'(0,0,0,0,0) = (0,{e}, {e}, {e}, {e})

o F2(0,0,0,0,0) = ({e}, {&,a}, {e, bc}, {e, ¢}, {e, ab})

o F3(0,0,0,0,0) = ({&,abc}, {e, a,aa}, {e, be, bbec}, {e, ¢, cc}, {e, ab, aabb})
o F40,0,0,0,0) = ({e, abc, aabbee}, {¢, a, aa, aaa}, {e, be, bbee, bbbeec},

{e, ¢, cc,ccc}, {e, ab, aabb, aaabbb})

Lemma 5.15 (CG - Monotonically increasing function)

Let F: (P(X*))® — (P(X*))® be the function with ¥ = {a, b, c} and

F(S,A,B,C,D) = (ABNDC,{a}A U {e}, {b}B{c} U{e},
{c;CU{e}, {a}D{b} U{e})

F' is a monotonically increasing function.

Proof:
Let (S,A,B,C,D) C (S',A’,B’,C’,D’). Then we need to show that F(S,A,B,C,D) C
F(S, A, B, C, D).
We have F(S,A,B,C,D) = (ABNDC,{a}AU{e}, {b}B{c} U{e},
{c}CU{e}, {a}D{b} U {e})
and F(S', A, B',C', D) = (A'B'nD'C/, {a}A’ U {e}, {b}B'{c} U {e},
{c}C" U {e}, {a}D'{b} U {e})

But since ABN DC C ABNnDC
{a}A U {e} C {a}A'U{e}
{0}B{ctU{e} < {0}B'{c}U{e}
{c}CU{e} C {eC'U{e}
{a}D{p}u{e} < {a}D'{b}U{e}

We observe that FI(S,A,B,C,D) C F(S',A’,B’,C’,D’). This proves|Lemma 5.15|
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[Proposition 4.14] states that the function over the language equations of
context-free grammars is Scott continuous. In the conjunctive grammars
intersection is added. In order to apply |[Kleene’s Fixed Point Theorem| we
need to show that this operation is also Scott continuous.

Proposition 5.16 (Scott continuous function of several variables [17])

For a partially ordered set (P(X*), C) that is a complete lattice, function
F : P(X*)" — P(X*)™ is a Scott continuous function if and only if
function F; : P(X*)" — P(X*) is Scott continuous for every i, where
F(X1,...Xp) = (F1( X1, .., Xn), ooy, Fn (X1, ..., X3)).

Lemma 5.17 (CG - Scott continuous function)

Let F: (P(¥*))? — (P(X*))® be the function with ¥ = {a,b, c} and

F(S,A,B,C,D) = (ABNDC,{a}A U{e}, {b}B{c} U{e},
{c}CU{e}, {a}D{b} U {e})

F' is Scott continuous.

Proof:

The nonterminals A, B, C, D only use Scott continuous operations, so accord-
ing to [Proposition 5.16| we only need to show that the function

F:P(X*) = P(X*) with F(S) = ABNDC is Scott continuous.

We consider the chain

FO(0) C FL(0) C F2(0) C F3(0) C F*(0) C...=0 C 0 C {e} C {e,abc} C
{e, abc, aabbec} C ...

If F'is Scott continuous, we have F'(|J; Fi(0)) = U; F(FY(0)).

F(U Fi(0)) = F(DUBU{e} U{e,abc} U {e, abc, aabbec} U ...)
i = F({a"b"c" | n > 0})
= ({ajAU{e}({b}B{c} U{e}) N ({c}C U {e})({a}D{b} U {e})
=a*{b"c™ |m >0} N{a™b" | m > 0}c*
={a"b"c" | n >0}

U F(F'(0)) = F(0) U F(0) U F({e}) U F({e, abc}) U F({e, abec, aabbec}) U ...
i = QU {e} U{e,abc} U{e, abc, aabbce} U {e, abe, aabbee, aaabbbeec} U ...
={a"b"c" | n >0}

This proves

Proposition 5.18 (Intersection operation is Scott continuous [17])

The intersection operation, used in conjunctive grammars, is Scott con-
tinuous in the partial ordering (P(X*), C).
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Corollary 5.19 (CG - Least solution)

Since (P(X*),C) is a partially ordered set and a complete lattice, we
have for every conjunctive grammar &g that the least solution of the
language equations is (Jso F*(0), with the Scott continuous function
F : P29Vl — P(=*)IN over the nonterminals N of G, derived from
the system of equations £;. The least solution consists of exactly the
languages generated by the nonterminals.

Example 5.20

The solution for the grammar g, is ;o F'(0) = (S, A, B, C,D) with
S ={a"b"c" | n > 0},

A =a",
B={y"c"|m >0},
C=c",

D={a"b™ | m >0}

as shown below:

F(S,A,B,C,D) = (ABNDC,
{a}A U {e},
{0}B{c} U {e},
{c}CU {e},
{a}D{b} U {e})
= (a*{b™c™ | m >0} N{a™d™ | m > 0}c",
{ata®™ U{e},
{or{o™c™ [ m = 0}{c} U {e},
{ctc" U{el,
{at{a™0™ [ m = 0}{b} U {e})
= ({a"0"c" | n > 0},
{b"c™ | m > 0},
{a™b™ | m > 0})
= (S,A,B,C,D)

In conclusion, it is a fixed point of F' and it can be shown that it is
a least fixed point of F', and therefore the least solution of &g,.
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Chapter 6

Boolean Grammars

Boolean grammars were introduced by Okhotin in 2004 [10]. They extend
the conjunctive grammars by adding the possibility to use the negation op-
eration, represented by complementation. With this extension, some compli-
cated languages can be defined more easily, since it is possible to introduce
a production rule that ensures that a term complies with a property, and
explicitly not comply with another property. It remains an open problem
whether boolean grammars represent more languages than conjunctive gram-
mars [11].

An example is the language {a™b"c™ | m,n > 0,m # n} over input al-
phabet ¥ = {a, b, c¢}. The language can be defined by taking the intersection
of the context-free language {a'b’c* | j = k} with the complement of the
context-free language {a’b/c* |i = j}.

This chapter elaborates on the definition of boolean grammars as given by
Okhotin [10]. We will show that it is difficult to give a sound definition
of boolean grammars in terms of rewriting in Section since we want to
avoid the possibilty to define grammars that logically contradict themselves.
In Section we discuss a sound definition in terms of language equations.
Finally, we will discuss some limitations of this definition.
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6.1 Boolean grammars in terms of Rewriting

Where a conjunctive grammar is a context-free grammar with the conjunc-
tion operation added, a boolean grammar is a conjunctive grammar with yet
another operation included: negation, represented by the complement oper-
ation. With this extension, complex languages can be defined more easily. It
is possible to define a language where every word in that language complies
with rule A, and explicitly not complies with rule B.

Definition 6.1 (Boolean grammars [11|])

A boolean grammar is a quadruple G = (X, N, R, S) where:
e Y is the alphabet.
e N is a finite set of nonterminal symbols.

e R is a finite set of grammar rules of the form
A—-ag&a&. &a, &0 &6 & ... & 0,

where A € N, n,m > 0,m+n > 1 and o;,5; € (EUN)*. A
conjunct q; is called a positive conjunct, and a conjunct 3; is called
a negative conjunct.

e S € N is the startsymbol.

Definition 6.2 (Derivation sequence for BG)

We extend the definition of the derivation sequence for conjunctive gram-

mars (Definition 5.2)):

We use the notation w = vy &...& v, & —uy &...& -y, if w = xAy,
and for all ¢ with 1 <4 < n: v; = o4y, and for all j with 1 < 5 < m
uj = xf;y, for some z,y, a4, f; € (XUN)*, A € N, with production rule
A—-o &..& o, &6 &...& 5, in R.

Definition 6.3 (The language generated by a BG - Intuitive definition)

Intuitively, we define a word w € ¥* to be in the language generated by
the grammar when for all vy, ..., vy, if

S=%w&.. .&w&k v &..& v,

then v; #£ w, with 1 <¢ < m.
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can lead to a logical contradiction, since it is possible to define
a recursive rule where nonterminals depend on each other in a circular way,
while using negation. We will show this shortcoming later in
For now, we can illustrate what the intention is of boolean grammars with
some examples.

Example 6.4

The following boolean grammar (g generates the language
Lg = {a™b"c" | m,n > 0,m # n}, with ¥ = {a, b, c}:

S — AB & -DC
A — aAle
B — 0Bc|e
C — cCle
D — aDb|e

Note that Lg = {a™b"c" | m,n > 0,m # n} = {a'b'c¥ | j =k Ni # j} =
{a'b ¥ | j = k}n{aibick | i = j}, and it can be shown that AB generates
the language Lg 1 = {a’b/c* | j = k}, and that DC generates the language
Lgo = {a'bcF | i = j}.
Example 6.5
The following boolean grammar Gg generates the language
Lo = {ww | w € {a,b}*}, with ¥ = {a, b}:

S - “AB& -BA & C

A - XAX |a

B — XBX|b

C —- XXC|e

X = alb
It can be shown that the nonterminal A generates the context-free lan-

guage Lo = {uav | u,v € {a,b}*,|u| = |v|}, and that the nonterminal
B generates the context-free language Lgo = {ubv | u,v € {a,b}*, |u| =

jol}-

Combined, we observe that AB generates the context-free language

Lo s = {uavzby | u,v,z,y € {a,b}*, |u| = |z|,|v| = |y|}. It contains all
strings of even length, where on the left side of the word there is an a at
a position where on the right side of the word there is a b at the same
position (when cutting the word in half).

The context-free language generated by BA is similar:
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L4 = {ubvzay | u,v,z,y € {a,b}*, |u| = |z|,|v] = |y|}. It contains all
the strings of even length where there is a b on the left side of the word
at some position, and on the right side there is an a at that same position.

The nonterminal C generates the context-free language
Los = {ay | 2,y € {a,b}*, |z| = |y|}. This language contains all strings
of even length.

Language Lg defines the set of strings of even length without any mis-
matches:
Lg=LgsNLgsNLgs= {UJU} | w e {CL, b}*}

Although boolean grammars allow us to define languages that are "context-
free" (in the sense that the context is not important for applying a rule),
Definition 6.3|is not a waterproof definition. Consider

Example 6.6

Let G1g be a boolean grammar, defined in terms of rewriting:

S — =S

Suppose that we want to know for some word w whether w € S. The gram-
mar states that w € S, whenever w ¢ S. This obviously is a contradiction.
We do not want to allow grammars like these. This calls for a stricter defi-
nition of boolean grammars.

shows the intention of the extension to conjunctive grammars,
but should not be used as a formal definition. With simpler grammars, like
[Example 6.4] and [Example 6.5] the definition is sufficient [11]. But for more
complex grammars a better definition is needed.

Defining boolean grammars in terms of rewriting is not easy. It is easier
to define these grammars in terms of language equations, as we show in the
next section.
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6.2 Boolean grammars in terms of Language
Equations

Suppose we extend [Definition 5.13|(Language equations for conjunctive gram-
13[[) to include the complement function. Then we would say that for
the system of language equations Eg there exists a least solution. However,
this only holds if the function F : P(X*)INl — P(2*)Vl is still Scott contin-

uous.

Lemma 6.7 (Complement operation is not Scott continuous)

Let F : P(¥*) — P(X*) be the function with F(A) = A and ¥ = {a}.
Function F' is not Scott continuous.

Proof:
We consider the chain A} C Ay C ... = {a} C {a,aa} C ...
If the function is Scott continuous, it should hold that F'(|J, A;) = U, F'(A;).
However,
F(U,A) = F(X*) =%* =0 and
U; F(A:) = F({a}) U F({a,aa}) U ... = {a} U{a,aa} U.....
= (X" \{a}) U (E*\{a,aa})U..=%"\{a}

But () # X* \ {a}, so the function is not Scott continuous.

This proves [Lemma 6.7]

shows that the complement function is not Scott continuous.
This means that [Kleene’s Fixed Point Theorem| generally does not apply to
boolean grammars that use the complement operation, and that there is no
least solution for these grammars.

This becomes a problem when there are systems with multiple solutions.
The question rises what solution should be selected as the solution of the
language equations. It does not make sense to allow multiple solutions, be-
cause it would become unclear what language the grammar is defining, which
is the whole point of a formal grammar.

To resolve this problem, one approach is to define a boolean grammar as

a grammar with a unique solution |11]. Grammars that have multiple solu-
tions or none are not considered well-defined boolean grammars.
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Example 6.8

Let &g,, be a boolean grammar with ¥ = {a} and the following system
of equations:

S=Sn{a}A
A=A

The unique solution for this system can be found with the function F' :
P(2*)? — P(X*)? where F(S,A) = (S, A). The solution is S = A = (.

Since the language generated by S is defined by the complement of the
language generated by S, the only solution for S is the empty set (). We get
S=0=0n{a}A =¥*"N{a}A. In order for the equation f = ¥* N {a}A
to hold, the only solution is that A = (). We know from
that concatenating with the empty set results in the empty set, and it is
obvious that X* N =0 =S.

In conclusion, the system has a unique solution with S = A = ().

But something strange is happening in this example. Suppose we have a
word w € A. We get the following equations:

S=Sn{a}lw

w=w

In order to have aw € S, it must be that aw € S. This is a contradiction, so
the conclusion must be that w ¢ A.

In order to reach this conclusion, we had to consider the word aw. But
this word is longer than w. This differs significantly from the context-free
grammars that we want to extend without losing important properties of
these grammars. The context-free grammars define the words recursively.
But in this case the string w does not depend on a shorter substring, but
rather on a larger string.

This shows that it is not enough to restrict the definition of boolean gram-
mars in terms of language equations to have a unique solution. In order to
soundly define boolean grammars, Okhotin introduces a second restriction
[10]. Instead of considering the strings of any length, we only consider the

strings of length up to abd including ¢ (see [Definition 3.4)).
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Definition 6.9 ( Well-formed boolean grammars [11|])

Let G = (X, N, R, S) be a boolean grammar. We consider the associated
system of equations Eg:

m n
A= U (Noin ()5
A— o &.& am i=1 j=1
& —p1 & ... & -BrER

for all nonterminals A € N as unknown languages, and for all a €
Y U{e}, a denotes {a}.

For every £ > 0 we consider the function over the nonterminals N:
EFp: P(ESHINT 5 p(2=HINT derived from the equations of £g.

In this thesis we call G a well-formed boolean grammar if Fy has a
unique solution (fixed point) for every ¢. Then &g is said to have a
strongly unique solution, which is the union of the solutions for every £.

A word w € ¥* is in the language generated by the grammar when
it is in the strongly unique solution (of the startsymbol 5).

Example 6.10

Recall the boolean grammar &g, ,, with ¥ = {a} and the following system
of language equations:

S=Sn{a}A

A=A
The function F : P(X54)2 — P(X=)2 has two solutions where F(S, A) =
(S,A):

The first solution is the same as in [Example 6.8 S=A = ()
The second solution is S = (), A = {a’}, because:
S=0=0n{a}{a"}
=0n0 because |a* 1| > ¢
=0

A={a} = {a}

Since there are two solutions, the grammar is not well-formed according

to [Definition 6.9
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Example 6.11

The following boolean grammar £, generates the language
Ly = {ww | w € {a,b}*}, with ¥ = {a, b}:

S=ABNBANC

A =XAXU{a}
B = XBX U {b}
C = XXCU {e}

| X = {a} U {B}

The function F' : P(X6)5 — P(X=)5 has a unique solution where
F(S,A,B,C,X) = (S,A,B,C,X), and it can be shown that it is:

S ={ww | w e {a,b}"}

A ={zay |z, y € {a,b}", |z = |yl}
B ={aby | z,y € {a,b}", |z| = [y[}
C={ay|z,y€{a,b}" |z] =y}
X=Aw|w e {a,b}}

When ¢ = 4 we get the following;:
e The nonterminal X generates the set {a,b}.

e The nonterminal C generates the set
{aa, ab, bb, ba, aaaa, aaab, aabb, abbb, bbbb, bbba, bbaa, baaa}.

e The nonterminal B generates the set {b, aba, abb, bbb, bba}.

e The nonterminal A generates the set {a, aaa, aab, bab, baa}.

e The nonterminals AB generate the set {ab, aaba, aabb, abbb, abba}.
e The nonterminals BA generate the set {ba, baaa, baab, bbab, bbaa}.

e The resulting language generated by the startsymbol S is the set
{aa, bb, aaaa, aabb, bbbb, bbaa}.
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6.2.1 Limitations

Definition 6.9| provides a way to extend the conjunctive grammars. This
allows for more languages to be defined. But this definition has several lim-

itations as stated by Okhotin [11].

First of all, some grammars are deemed ill-formed according to the defini-
tion, while they obviously should be accepted to the definition. The easiest
example of this fact is that the grammar with production rule S — S has
many solutions. This result is not preferable, it would be better to define
boolean grammars in such a way that there exists a least solution, rather
than a unique one (as is the case with context-free grammars and conjunc-
tive grammars).

Another great limitation is that it cannot be effectively decided whether
a boolean grammar satisfies the conditions of being well-formed [10, Theo-

rem 2|.

Kountouriotis |7] has shown that the definition of Okhotin behaves strangely.
Consider the following example:

Example 6.12 (Kountouriotis [7])

Let Eg,, be a boolean grammar with 3 = {0, 1}, and the following system
of language equations:

S=SNA
A={0}n{1}

This system of equations has no solution, and is therefore according to
Definition 6.9 deemed ill-formed.

However, when we augment grammar &g, with the production rule
A — A, which intuitively does not add any value to the grammar, the
system has a unique solution: (S,A) = (0, ¥*), and is therefore consid-
ered well-formed.

But if we instead augment the grammar with the production rule S — S,
which similarly does not add any value to the grammar, the system has
a different unique solution: (S,A) = (¥*,0), and also considered well-
formed.

These three seemingly equivalent grammar definitions have three com-

pletely meanings according to The last two solutions are

each other’s complement. Obviously, this is not preferable behaviour.
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Finally, Kountouriotis |7|] shows that it is possible to define languages that

are considered well-formed according to [Definition 6.9 but generate strange
languages. That is why he proposed a different definition of boolean gram-

mars, which we consider in Chapter [7]
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Chapter 7

Related Work

In this chapter we examine some related work to the conjunctive and boolean
grammars.

7.1 Three-valued languages

In 2009, Kountouriotis |7] introduced an alternative for Okhotin’s definition
of boolean grammars . He proposed that, instead of basing
the definition on two-valued languages, it would be better to base it on three-
valued languages. Two-valued languages define a value for every word for a
grammar: the word is either in the language generated by the grammar, or
is not. The definitions of context-free grammars, conjunctive and boolean
grammars as shown in this thesis, are based on this logic.

Kountouriotis proposes to consider instead three-valued languages. The
three values are: a word is in the language (denoted by 1), a word is not
in the language (denoted by 0), or a word is undefined in the language (de-
noted by %) Defining boolean grammars in terms of three-valued language
equations has a very big advantage: the solution of the system can be found
through a least fixed point.

A three-valued language L is denoted by a pair (Li, Ly), with Lj C Ly C ¥*,
where L; represents the lower bound and Ls the upper bound of the three
valued language. Whenever L; = Lo, the language is said to be completely
defined, and L = ((}, X*) denotes a language where all the words are unde-
fined. Determining the value of a word over such a three-valued language
goes according to these rules, for any word w:

o w¢ Lj Aw ¢ Lo implies that w is not a member of the three-valued
language, we write L(w) = 0.

e w ¢ Ly ANw € Ly implies that it is undefined whether w is a member
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of the three-valued language, we write L(w) = 3.

e w € Lj implies that w € Lg, and therefore w is a member of the
three-valued language, we write L(w) = 1.

Kountouriotis defines two partial orderings on the three-valued languages, on
which a pair of languages L = (L, Ly) and K = (K;, K2) can be compared.

Figure 7.1: Venn diagram for the Figure 7.2: Venn diagram for the
truth ordering information ordering

The first ordering is based on the degree of truth: the truth ordering, denoted
by L C7 K, where L; C K; and Lo C Ks. The relation L Cp K is defined as
follows:

e L(w) = 0 implies that K(w) =0V K(w) = VK(w) = 1.

e L(w) = 1 implies that K(w) = 1 vK(w) = 1.
e L(w) =1 implies that K(w) = 1.

shows the Venn diagram for the two languages in this partial or-
dering. The least element of the truth ordering of the language equations is
(0, @)'N |, over the nonterminals N of the grammar: every language is com-
pletely defined as (). The greatest element is (3%, E*)‘M. The operations
concatenation, union and intersection are Scott continuous with respect to
the truth ordering. Complementation is not monotone.

The second ordering is with respect to the degree of information: the in-
formation ordering, denoted by L E; K, where L,; C K; and Ky C Ls. The
relation L C; K is defined as follows:

e L(w) = 0 implies that K(w) = 0.

e L(w) = 1 implies that K(w) =0V K(w) = 1 VK(w) = 1.
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e L(w) =1 implies that K(w) = 1.

shows the Venn diagram for the two languages in this partial or-
dering. The least element of the information ordering of the language equa-
tions is (0, ©*)IV!, over the nonterminals N of the grammar: every language
is completely undefined. The operations concatenation, union, intersection
and complementation are Scott continuous with respect to the information
ordering.

Kountouriotis uses both the orderings to define boolean grammars in terms

of language equations in such a way that there is a two-level fixed point, and
therefore a solution to the system.
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7.2 The Chomsky hierarchy

Chomsky [2| has defined a famous hierarchy of classes of formal languages

in 1959. shows this hierarchy. It should be noted that Type-3 C
Type-2 C Type-1 C Type-0.

Grammar Type Language
Type-0 Recursively enumerable
Type-1 Context-sensitive
Type-2 Context-free
Type-3 Regular

Table 7.1: The Chomsky hierarchy

Context-sensitive grammars have proven to be hard to parse [3|, and there-
fore hardly ever used in practice. Okhotin [10] proposes therefore to ommit
this hierarchy, and classify grammars differently, based on their computa-
tional complexity classes of the membership problem: the complexity of cal-
culating whether some word is a member of the language that the grammar
describes. For context-sensitive grammars the computational complexity
class is in PSPACE [6]. That of conjunctive and boolean grammars is in P [10].

His proposal is shown in[Figure 7.3] for the language specification formalisms:
finite automata (Reg), linear context-free grammars (LinCF), context-free
grammars (CF), linear conjunctive grammars (LinConj), conjunctive gram-
mars (Conj), boolean grammars (Bool), deterministic context-sensitive gram-
mars (DetCS) and context-sensitive grammars (CS). Note that Conj lan-
guages C Bool languages C DetCS languages C CS languages.

PSPACE

>0——>@
DetCS  CS

Figure 7.3: The proposed hierarchy of Okhotin [10]
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Chapter 8

Conclusions

We have shown that the extensions to context-free grammars offer possibil-
ities to define more languages than just context-free languages, while still
maintaining the main principle of context-free grammars: the production
rules can always be applied, regardless of the context in which they occur.

The definition of conjunctive grammars allows us to freely use the con-
junction operation, similar to how disjunction can be used in context-free
grammars. The result is that many languages that are not context-free can
be defined using the conjunctive grammars, while remaining as intuitive to
use as context-free grammars are.

We have seen multiple examples of conjunctive grammars, the easier ones
define the intersection of two context-free grammars. For a more complex
conjunctive grammar, we have proven what language it generates. Further-
more, we have concluded that parsing conjunctive grammars has the same
upper bounds as context-free grammars.

We have shown that extending conjunctive grammars with the negation op-
eration is not as simple as extending the context-free grammars with the
conjunction operation. The definition of well-formed boolean grammars as
defined by Okhotin [10] is not perfect. However, it illustrates that using the
negation operation in grammars provides a method to define grammars for
complex languages.

These relatively new definitions are still being refined, but show great promise.

They encourage to further investigate how to define formal grammars, and
challenge the standard convention of formal grammars.
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8.1 Future work

As this field of study is relatively new, refinements can still be made. In 2006
Okhotin presented 9 theoretical open problems for conjunctive and boolean
grammarsﬂ Since then, two of those problems have been solved. He offers a
reward for solving each of the remaining problems.

1. Are there any languages recognized by deterministic linear bounded
automata working in time O(n?) that cannot be specified by Boolean
grammars?

2. Do conjunctive grammars over a one-letter alphabet generate only reg-
ular languages? (solved negatively by Jez in 2007) [5|

3. Are the languages generated by Boolean grammars contained in DTIME(n3~¢)
for any € > 07 (solved positively by Okhotin in 2009) [9]

4. Are the languages generated by Boolean grammars contained in DSPACE(n!~¢)
for any € > 07

5. Is it true that for every Boolean grammar there exists a Boolean gram-
mar in Greibach normal form that generates the same language?

6. Is the family of conjunctive languages closed under complementation?

7. Do there exist any inherently ambiguous languages with respect to
Boolean grammars?

8. Does there exist a number ky > 0, such that, for all k& > ky, Boolean
LL(k) grammars generate the same family of languages as Boolean
LL(ko) grammars?

9. Does there exist a number k£ > 0, such that every language generated
by any Boolean grammar can be generated by a k-nonterminal Boolean
grammar?

"https://users.utu.fi/aleokh/boolean/nine open problems.html
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