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#### Abstract

Array programming languages are often used in mathematical and engineering applications with very large and complicated equations. In these languages all values are represented as arrays, these arrays can usually be multi-dimensional. These multi-dimensional arrays have a shape vector which describes the length of each of its dimensions. The separation of knowledge of these arrays allows programs to potentially be rewritten according to the required level of information of an array, reducing the computational load by only requiring the shape or dimensionality of that array.

This paper defines a way to infer this required level of information and delivers rules for rewriting programs in a way that requires a lower level of information without losing strictness, finding a balance between lazy and strict evaluation. Along with this paper also comes a prototype language, created in a strict functional programming language, which implements these rules. This language will show how to implement these rules in the real world and will be used to validate and benchmark the results.
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## 1 Introduction

In this paper we will be discussing a way of optimising array programming languages. In array programming languages all values are represented as, possibly multi-dimensional, arrays. These arrays also come with a shape vector, which gives the length of each dimension. Sometimes when executing a program we will not need the actual values of an array. Perhaps we only need the shape or dimensionality, or even nothing at all. Our goal then is to rewrite that program in such a way that any unused information is removed, avoiding unnecessary computations. If we apply this idea to a strictly evaluated language we get some of the benefits of lazy evaluation, without the added overhead it introduces. This idea of generating new programs by optimising them before evaluation is called partial evaluation[4][5][11].

We will start this paper by defining a small prototype language, to which we will apply our rewrite. This rewrite is a set of rules, one for each expression in the language, which defines how a certain expression has to be rewritten for each required level of information. We will also discuss what it means for these rules to be correct, which will then be proven using induction. To be able to define these rules we must also know the minimal required level of information, so we will first have to find a way to do this before we are able to define our rewrite rules. Previous works have also looked at possible ways of finding this required level of information[1][2][12].

The implementation of the prototype language will briefly be explained, after which we will use it to evaluate the impact of these rewrite rules on the runtime of an example program, which will show that this rewrite has a noticeable impact on the performance of a small but realistic program.

## 2 Background

### 2.1 Array programming

Array programming languages are a type of programming languages that are often used for scientific and engineering applications. They are languages in which the only data types are scalars and arrays. An array is a list of numbers along with some shape vector, this shape gives the length of each dimension of the array. These arrays can usually be of any dimension. Scalars are simply a decimal or integer value, which is internally represented as an array with a dimensionality of 0 .

Because the only data types are arrays, array programming languages allow the programmer to apply operations to an entire set of values, without having to result to explicit loops over each individual element like in other languages. This also makes programs easier to read, as they more closely resemble the mathematical notation.

Two important terms in array programming are shape and dimensionality. The shape describes the length of each dimension of an array. A special case are scalars; they have an empty shape: [], note that an empty array would be have a shape of zeros: [0], and not an empty shape. The dimensionality describes the number of dimensions, or rank, of an array. It corresponds to the length of the shape vector.

### 2.2 Strict vs. lazy evaluation

The language we will be constructing will try to find a balance between strict and lazy evaluation. These are two different ways of evaluating a program. A strict program evaluates expressions immediately when it encounters them, and a lazy program only evaluates expressions when their resulting values are required. Both of these have their up- and downsides. Strict evaluation potentially has to do more calculations, if the resulting values are not required later, but for lazy evaluation to avoid this it has to keep track of the program in order to be able to backtrack and evaluate expressions only when required. One thing to note here, because we will encounter it later, is that a program that runs properly in a lazy evaluation might not run in a strict evaluation, as problematic expressions that, for instance, produce a runtime error might not have been evaluated by the lazy evaluation.

## 3 Syntax

We start this paper by creating a small array programming language, which we will use throughout this paper. This language will have the basic functionality which most array programming languages have, with which we will be able to create most simple programs. The syntax follows a lambda-calculus style, where a program is defined as a single expression, recursively containing sub-expressions. Every program must evaluate to a value.

### 3.1 Grammar

In this section we will use the Backus-Naur form[10] to explain the program's control structure, with the added symbol ' + ' which means 'one or more'. Anything between quotes are the literal characters of the syntax. We will also allow for comments in our language; comments start at a ' $\#$ ', and stop at the end of a line.

Our language consists of scalars, which are simply a decimal value, and arrays. These arrays can be made up of numbers, but they can also contain expressions. Additionally; arrays can also be empty, meaning they do not contain any values. We also have variable identifiers which are strings that point variable names to their values.

```
\(\langle\) value \(\rangle \quad::=\langle\) scalar \(\rangle\)
    | 〈array〉
    | \(\langle v a r-i d\rangle\)
\(\langle\) scalar \(\rangle::=\langle\) decimal \(\rangle\)
\(\langle\) array \(\rangle:=\) ' [] ' |' \(\left[\right.\) ' \(\left.\langle\operatorname{expr}\rangle\left({ }^{\prime}, ’\langle\operatorname{expr}\rangle\right)+{ }^{\prime}\right]\) '
```

Since all our expressions evaluate to values, we can easily define binary and unary operations to transform values. In the case of binary operations, the right expression must always be of the same shape as the left expression or it must be a scalar.
$\langle$ binary $\rangle::=\langle$ expr $\rangle\langle b o p\rangle\langle\operatorname{expr}\rangle$
$\langle u n a r y\rangle::=\langle u o p\rangle\langle\operatorname{expr}\rangle$


$$
\begin{gathered}
\text { (maths) } \\
\text { (equality) } \\
\text { (maths) } \\
\text { (equality) }
\end{gathered}
$$

We can assign values to a variable by using a let-expression. This expression takes the variable name and an expression to compute its value. This variable will then be in scope for the second expression, after the 'in'. Similarly we can also assign a lambda expression to an identifier, which essentially makes the identifier the name of a function which can later be called with a number of arguments. These functions can be recursive.
$\langle l e t\rangle \quad::=$ 'let' $\langle v a r-i d\rangle$ ' $=$ ' $\langle$ expr $\rangle$ 'in' $\langle$ expr $\rangle$
$\langle$ fun-def $\rangle::=$ 'let' $\langle$ fun-id $\rangle$ ' $=$ ' $\langle$ lambda $\rangle$ 'in' $\langle$ expr $\rangle$
$\langle$ lambda $\rangle::=(' \$ ' $\langle v a r-i d\rangle ' . ')+\langle$ expr $\rangle$
So now we need to be able to call these user-defined functions, as well as our builtin primitive functions, by passing them values which gives us some result. The first argument of selection is the array from which we want to select, the second argument is the index at which to select. The selected value can be a scalar, but it can also be an array; when the dimensionality of the selection index is lower than that of the array. We can also call a lambda function directly instead of assigning it to a function identifier first. Every function call takes at least one, and potentially multiple, arguments.

```
\(\langle c a l l\rangle \quad::=\langle p r f\rangle\)
    | \(\langle\) fun-id \(\rangle\langle\) expr \(\rangle+\)
    | '(' \(\langle l a m b d a\rangle\) ')' \(\langle\) expr \(\rangle+\)
\(\langle p r f\rangle \quad::=\langle\) expr \(\rangle\) '. (' \(\langle\) expr \(\rangle\) ')',
    | 'shape' \(\langle\) expr〉
    | 'dim' \(\langle\) expr〉
```

                                    (primitive function)
    (user-defined function)
(lambda application)
(selection)
(shape)
(dimensionality)

We also define a conditional expression. Since our language only has scalars and arrays, and no boolean values, we define a scalar as being false if it is 0 , else it is true. One thing to note is that there there must always be an else branch. This follows from the fact that an expression must always evaluate to a value, and thus the expression must evaluate to a value for both cases.
$\langle i f\rangle \quad::=$ 'if' $\langle$ expr $\rangle$ 'then' $\langle$ expr $\rangle$ 'else' $\langle$ expr $\rangle$
Finally we have the with expression, which is arguably the most useful in array programming languages. We use this expression to generate arrays. This expression first takes a shape for the new value to generate, along with a default argument for the iteration. If the shape of this argument has size $n$, that shape should correspond with the last $n$ arguments of the first expression. Then it takes two bounds, and a variable name that will iteratively be assigned all possible values within those bounds, the dimensionality
of these bounds should be the dimensionality of the first expression minus $n$. Then the in-expression is expected to return a value of the same shape as the default value, which is then placed at the correct spot in the new array. We also allow a shorter case, which simply assigns the default value to every element.

```
\(\langle\) with \(\rangle \quad::=\) 'gen' \(\langle\) expr \(\rangle\langle\) expr \(\rangle\)
    'with' \(\langle\) expr \(\rangle\) '<=' \(\langle v a r-i d\rangle\) '<' \(\langle e x p r\rangle\)
    'in' \(\langle\operatorname{expr}\rangle\)
    | 'gen' \(\langle\) expr \(\rangle\langle\) expr \(\rangle\)
```

Combining these we get the core expression, which we use to generate our programs.

```
<program\rangle ::= <expr\rangle
<expr\rangle ::=\langlefun-def\rangle
    | <call\rangle
    | <let\rangle
    | \langleif\rangle
    | \langlewith\rangle
    | 〈binary\rangle
    | <unary>
    | <value\rangle
```


### 3.2 Example

We will now look at part of a program as an example to see how this grammar works in practise. This example will be used throughout the paper. In this example we define a function shift n arr, this function shifts the values of the given array n spots to the right if n is positive or n to the left otherwise. With zeros at all empty positions.

```
let shift = \n.\arr.
    let pad = gen (shape (take n arr)) 0 in
    let xs = drop (-n) arr in
    if n > 0 then pad ++ xs
        else xs ++ pad
in
```

We start by defining a function shift n arr, which takes two arguments. We then assign a value to the variable pad by using a with-expression. This with-expression creates a new array with a shape equal to the shape of the result of the function take n arr, which is user-defined. Then we assign a value to the variable xs with the other userdefined function drop n arr. Then we go to the conditional expression and, depending on the value of n , we append the values of the variables pad and xs. Here we have no more expressions so the result of this conditional expression is then the returned value when calling the function shift n arr.

### 3.3 Operational semantics

Now that we have a grammar, we know how a program is formed but not how it gives us a result. For this we will define semantics that tell us how we get the results from expressions. We will formalise the semantics of this language using big-step operational semantics. Here we will denote a value with dimensionality $n$ as a pair of shape and data: $\left\langle\left[s h p_{1}, \ldots, s h p_{n}\right],\left[\right.\right.$ data $_{1}, \ldots$, data $\left.\left._{m}\right]\right\rangle$, where we have $m=\prod_{i=1}^{n}$ shp $p_{i}$.

This semantics will make use of a program environment: $\sigma$, which maps all variable names that are currently in scope to their corresponding values.

First we look at how scalars and vectors are transformed into their internal representation. A scalar is simply placed in an array with an empty shape. An array can be multi-dimensional and thus the elements can be arrays themselves, note here that all of these elements must evaluate to the same shape.

$$
\begin{gathered}
\operatorname{scalar} \frac{(x, \sigma) \Downarrow\langle[],[x]\rangle}{\operatorname{array} \frac{\forall_{i \in[1, n]}:\left(e_{i}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{m}\right],\left[\operatorname{data}_{1}^{i}, \ldots, d a t a_{p}^{i}\right]\right\rangle}{\left(\left[e_{1}, \ldots, e_{n}\right], \sigma\right) \Downarrow\left\langle\left[n, s h p_{1}, \ldots, s h p_{m}\right],\left[\operatorname{data}_{1}^{1}, \ldots, \text { data }_{p}^{1}, \ldots, d a t a_{1}^{n}, \ldots, d a t a_{p}^{n}\right]\right\rangle}} \text { where } p=\prod_{i=1}^{m} \operatorname{shp_{i}}
\end{gathered}
$$

We can also get a value from a variable name, which we find by looking that variable name up in the program environment $\sigma$.

$$
\operatorname{var} \overline{(s, \sigma) \Downarrow \sigma[s]=\left\langle\left[s h p_{1}, \ldots, \operatorname{sh} p_{n}\right],\left[\text { data }_{1}, \ldots, \text { data }_{m}\right]\right\rangle}
$$

Next we have the primitive functions dim, shape, and sel. We can get both the dimensionality and shape by looking at the shape vector of the value.

$$
\begin{gathered}
\operatorname{dim} \frac{(e, \sigma) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{n}\right], \ldots\right\rangle}{(\operatorname{dim} e, \sigma) \Downarrow\langle[],[n]\rangle} \\
\text { shape } \frac{(e, \sigma) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{n}\right], \_\right\rangle}{(\text {shape } e, \sigma) \Downarrow\left\langle[n],\left[s h p_{1}, \ldots, s h p_{n}\right]\right\rangle}
\end{gathered}
$$

Selection can be done with an index vector with a lower dimensionality than that of the array we are selecting from, giving a sub-array of that array as a result. The dimensionality of this result is the difference of the dimensionality of the index vector and the array. If this difference were to give us $\left[s h p_{1}, \ldots, s h p_{0}\right]$ we will read that as an empty shape: [].

We get the values of the result by first finding the start index. We find that index using a function row_major, it is not important how this function works exactly. Then from there we take the correct amount of values, which we get from the index vector.

$$
\operatorname{sel} \frac{(i v, \sigma) \Downarrow\left\langle[n],\left[i d x_{1}, \ldots, i d x_{n}\right]\right\rangle}{(\operatorname{sel} i v e, \sigma) \Downarrow\left\langle\left[s h p_{1}, \ldots, \operatorname{sh} p_{p-n}\right],\left[\operatorname{data}_{x}, \ldots, \text { data }_{x+s-1}\right]\right\rangle}
$$

$$
\begin{aligned}
\text { where } x & =\text { row_major iv e } \\
\text { and } s & =\prod_{i=1}^{p-n} \operatorname{sh} p_{i}
\end{aligned}
$$

Unary mathematical operators apply the operator to each element of the array. Binary mathematical operators work element-wise, meaning that the two arrays must be of the same shape. Additionally the right hand array may also be a scalar, which is internally broadcast to be of the same shape as the left hand array. Broadcasting means that if the right hand side is a scalar, it becomes an array of the same shape as the left hand argument filled with the original value of that scalar.

$$
\begin{aligned}
& \text { unary } \frac{(e, \sigma) \Downarrow\left\langle\left[\operatorname{sh} p_{1}, \ldots, \operatorname{sh} p_{n}\right],\left[\text { data }_{1}, \ldots, \text { data } a_{m}\right]\right\rangle}{(\operatorname{uop} e, \sigma) \Downarrow\left\langle\left[\operatorname{sh} p_{1}, \ldots, \operatorname{sh} p_{n}\right],\left[\text { uop data } a_{1}, \ldots, \text { uop data } a_{m}\right]\right\rangle} \\
& \operatorname{binary\frac {(e_{l},\sigma )\Downarrow \langle [shp_{1},\ldots ,shp_{n}],[\operatorname {data}_{1}^{l},\ldots ,\text {data}_{m}^{l}]\rangle }{(e_{r},\sigma )\Downarrow \langle [shp_{1},\ldots ,shp_{n}],[\operatorname {data}_{1}^{r},\ldots ,\text {data}a_{m}^{r}]\rangle }} \frac{\left(e_{l} \text { bop } e_{r}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{n}\right],\left[\left(\text { data }_{1}^{l} \text { bop data } 1_{1}^{r}\right), \ldots,\left(\text { data }_{m}^{l} \text { bop data }{ }_{m}^{r}\right)\right]\right\rangle}{}
\end{aligned}
$$

Unary and binary equality operators work slightly differently, as they will always return a boolean value, which is internally represented as a scalar of value 0 for false, and 1 for true. For the unary case the shape does not matter, but for the binary case we will have to make sure both sides are of the same shape.

$$
\begin{array}{r}
\operatorname{unary} \frac{(e, \sigma) \Downarrow\left\langle_{-},\left[\operatorname{data}_{1}, \ldots, \text { data } a_{m}\right]\right\rangle}{(\text { uop } e, \sigma) \Downarrow\left\langle[],\left[\text { uop data } \operatorname{dan}_{1} \wedge \cdots \wedge \text { uop data } a_{m}\right]\right\rangle} \\
\text { binary } \frac{\left(e_{l}, \sigma\right) \Downarrow\left\langle\left[\operatorname{shp} p_{1}, \ldots, \operatorname{shp_{n}}\right],\left[\operatorname{data}_{1}^{l}, \ldots, \text { data } a_{m}^{l}\right]\right\rangle}{\left(e_{l} \text { bop } e_{r}, \sigma\right) \Downarrow\left\langle[],\left[\left(\text { data }_{1}^{l} \text { bop data } a_{1}^{r}\right) \wedge \cdots \wedge\left(\text { data }_{m}^{l} \text { bop data } a_{m}^{r}\right)\right]\right\rangle}
\end{array}
$$

In the with expression we use the generator to get the shape of the result and the default argument. This default argument corresponds to some sub-list of the shape. We then find the range, to which we will apply the in-expression, from the lower and upper bounds. For each index in this range we add a variable $x$ to the environment that maps to this index. The resulting value, which can be a scalar or an array, is then placed at the correct position in the result, replacing the default argument.

$$
\begin{aligned}
& \left(e_{g e n}, \sigma\right) \Downarrow\left\langle[n],\left[s h p_{1}, \ldots, s h p_{n}\right]=\operatorname{shp}\right\rangle \\
& \left(e_{d e f}, \sigma\right) \Downarrow\left\langle\left[s h p_{p}, \ldots, s h p_{n}\right],\left[d e f_{1}, \ldots, d e f_{m}\right]=d e f\right\rangle \\
& \left(e_{l}, \sigma\right) \Downarrow\left\langle[p],\left[i d x_{1}^{l}, \ldots, i d x_{p}^{l}\right]=l\right\rangle \\
& \left(e_{u}, \sigma\right) \Downarrow\left\langle[p],\left[i d x_{1}^{u}, \ldots, i d x_{p}^{u}\right]=u\right\rangle \\
& \operatorname{with} \frac{\forall_{i \in[l, u)}:(e, \sigma\{\mathrm{x} \rightarrow i\}) \Downarrow\left\langle\left[\operatorname{sh} p_{p}, \ldots, \operatorname{sh} p_{n}\right],\left[\text { data } a_{1}^{i}, \ldots, \text { data } a_{q}^{i}\right]=d^{i}\right\rangle}{\left(\begin{array}{c}
\operatorname{gen} e_{g e n} e_{d e f} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \operatorname{in} e, \sigma\right) \Downarrow\left\langle\operatorname{shp},\left[\operatorname{def}, \ldots, \text { def, dl}, \ldots, d^{u-1}, \operatorname{def}, \ldots, \text { def }\right]\right\rangle}
\end{aligned}
$$

In the conditional expression then, the conditional must evaluate to a scalar. A scalar internally represents false if it is 0 and true otherwise. Depending on this scalar the conditional expression then evaluates to either the true case or the false case. These cases do not have to be of the same shape.

$$
\begin{gathered}
\left(e_{c}, \sigma\right) \Downarrow\langle[],[x]\rangle \\
\operatorname{cond} \frac{\left(e_{t}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}^{t}, \ldots, \operatorname{sh} p_{n}^{t}\right],\left[\text { data } a_{1}^{t}, \ldots, \text { data } a_{m}^{t}\right]\right\rangle=v_{t}}{\left(e_{f}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}^{f}, \ldots, s h p_{p}^{f}\right],\left[\text { data }, \ldots, \text { data } a_{q}^{f}\right]\right\rangle=v_{f}} \begin{array}{l}
\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \sigma\right) \Downarrow \text { if } x \neq 0 \text { then } v_{t} \text { else } v_{f}
\end{array}
\end{gathered}
$$

We add variables to the program environment using the let-expression. We get the result of the first expression and assign it to the variable name in the environment of the second expression, where this variable name can then be used to get that result.

$$
\begin{gathered}
\left(e_{1}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}^{x}, \ldots, \operatorname{sh} p_{n}^{x}\right],\left[\operatorname{data}_{1}^{x}, \ldots, \text { data }{ }_{m}^{x}\right]\right\rangle=v_{1} \\
\operatorname{let} \frac{\left(e_{2}, \sigma\left\{\mathrm{x} \rightarrow v_{1}\right\}\right) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{p}\right],\left[\operatorname{data}_{1}, \ldots, \operatorname{data}_{q}\right]\right\rangle}{\left(\operatorname{let} x=e_{1} \text { in } e_{2}, \sigma\right) \Downarrow\left\langle\left[s h p_{1}, \ldots, s h p_{p}\right],\left[\operatorname{data}_{1}, \ldots, \text { data }_{q}\right]\right\rangle}
\end{gathered}
$$

The let-expression can also be used to add functions to the environment. These functions must also be able to use variables defined before this function, so the function needs to keep track of its own environment. We call this a closure.

$$
\begin{gathered}
\left(\lambda x . e_{1}, \sigma\right) \Downarrow \operatorname{cls}\left(\lambda x . e_{1}, \sigma\right) \\
\text { fun-def } \frac{\left(e_{2}, \sigma\left\{\mathrm{f} \rightarrow \operatorname{cls}\left(\lambda x \cdot e_{1}, \sigma\right)\right\}\right) \Downarrow\left\langle\left[\operatorname{sh} p_{1}, \ldots, \operatorname{sh} p_{n}\right],\left[\operatorname{dat} a_{1}, \ldots, \text { data } a_{m}\right]\right\rangle}{\left(\operatorname{let} f=\lambda x . e_{1} \text { in } e_{2}, \sigma\right) \Downarrow\left\langle\left[\operatorname{sh} p_{1}, \ldots, s h p_{n}\right],\left[\text { data }_{1}, \ldots, \text { data } a_{m}\right]\right\rangle}
\end{gathered}
$$

Now that we can add lambda expressions to the environment, we can apply arguments to these expressions to get their results. These arguments must be values since we do not have a higher-order language. When the expression is another function, we use currying to apply multiple parameters. So an application can result in a value, or in a closure to which we can again apply an argument.

$$
\begin{gathered}
\begin{array}{c}
(a, \sigma) \Downarrow\left\langle\left[s h p_{1}^{a}, \ldots, s h p_{n}^{a}\right],\left[d a t a_{1}^{a}, \ldots, \text { data } a m\right]\right\rangle=v_{a} \\
\left(e, \sigma^{\prime}\left\{\mathrm{x} \rightarrow v_{a}\right\}\right) \Downarrow\left(\text { if } e=\lambda y \cdot e_{2} \text { then } \operatorname{cls}\left(\lambda y \cdot e_{2}, \sigma^{\prime}\left[x \rightarrow v_{a}\right]\right)\right. \\
\text { else } \left.\left\langle\left[s h p_{1}, \ldots, s h p_{p}\right],\left[\operatorname{data}_{1}, \ldots, \operatorname{data}_{q}\right]\right\rangle\right)=v_{e} \\
\left(\left(\operatorname{cls}\left(\lambda x \cdot e, \sigma^{\prime}\right)\right) a, \sigma\right) \Downarrow v_{e}
\end{array}
\end{gathered}
$$

## 4 Inference

Our goal now is to rewrite programs in this language in a way that minimises the level of required information. Lets go back to the shift $n$ arr example.

```
let shift = \n.\arr.
    let pad = gen (shape (take n arr)) 0 in
    let xs = drop (-n) arr in
    if n > 0 then pad ++ xs
        else xs ++ pad
in
```

Here we see that we take the shape of the take n arr function. So perhaps we can rewrite shape (take n arr) to some new function take_s n' arr', which simplifies the computations within. This is possible because we know that we do not need the actual values of this result, only its shape, which allows us to simplify all expressions computing these values.

We need a way to find out how far we can rewrite expressions, which we are going to do by finding a demand environment. Rewriting the take expression might also reduce the required level of information of the arguments n and arr, allowing us to also rewrite those. Here they are simply variables but keep in mind that these can also be complex expressions, which can benefit greatly from a rewrite.

To do so we need to know the demand of these arguments n and arr within the function take_s, we call this the propagation vector of take_s. This propagation vector is a list of demands, with a demand for each argument. For instance; the propagation vector of selection, which takes two arguments, is $[[0,2,2,3],[0,1,2,3]$. In this chapter we will see how we find these propagation vectors and demand environments.

### 4.1 Demand level

As discussed before. a value consists of three parts; the data, the shape of that data, and its corresponding dimensionality. Including the case where no information is required at all we get four levels of demands, from high to low: full, shape, dimensionality, and none. Which we will assign the values 3 through 0 respectively.

The required level of information, the demand, is represented as an array containing four values. Each index number corresponds with the requested level of information, and the number at that index describes the lowest information level we can rewrite the expression to in order to retain the requested information.

So if, for example, we have a demand $[0,2,2,3]$ and we wish to rewrite according to a demand level of dimensionality (1), we take index 1 , which is a 2 , which tells us that we must rewrite this argument with a demand level of shape in order to retain the requested dimensionality information of the result.

### 4.2 Propagation vectors

The function $\mathcal{P} \mathcal{V}($ expr,$\gamma)$ takes a primitive expression and returns the propagation vectors of that expression, which is a list of demands with a demand for each argument of the expression. The indices of these demands correspond with the indices of the arguments of the expression.

In case of the operands; mathematical operations are straightforward and return the identity demand. Equality always results in a 0 or 1 so we always already know its dimensionality and shape. The demands of the primitive functions can easily be inferred from the semantics.

$$
\begin{aligned}
\mathcal{P} \mathcal{V}(\mathrm{bop}, \gamma) & = \begin{cases}{[[0,1,2,3],[0,1,2,3]]} & \text { if bop } \in \text { maths } \\
{[[0,0,0,3],[0,0,0,3]]} & \text { if bop } \in \text { equality }\end{cases} \\
\mathcal{P V}(\text { uop }, \gamma) & = \begin{cases}{[[0,1,2,3]]} & \text { if uop } \in \text { maths } \\
{[[0,0,0,3]]} & \text { if uop } \in \text { equality }\end{cases} \\
\mathcal{P V}(\text { sel }, \gamma) & =[[0,2,2,3],[0,1,2,3]] \\
\mathcal{P} \mathcal{V}(\text { shape }, \gamma) & =[[0,0,1,2]] \\
\mathcal{P V}(\text { dim }, \gamma) & =[[0,0,0,1]]
\end{aligned}
$$

We can also get the propagation vector of a lambda-expression, we first get the demand environment of the inner expression. We discussed this demand environment in our example, its implementation will be explained in the next section. Then from that environment we take the demands of the variable names of the lambda.

$$
\begin{aligned}
\mathcal{P} \mathcal{V}\left(\lambda s_{1}, \ldots, \lambda s_{n} \cdot e, \gamma\right)= & {\left[e n v\left[s_{1}\right], \ldots, e n v\left[s_{n}\right]\right] } \\
\text { where } e n v & =\mathcal{S D}(e,[0,1,2,3], \gamma)
\end{aligned}
$$

### 4.3 Shape demand

To find an environment of these demands we define a function $\mathcal{S D}$. The function $\mathcal{S D}($ expr, dem, $\gamma)$ takes an expression, the current demand which we got from the previous expression, and the environment $\gamma$ containing pre-computed propagation vectors for all user-defined functions. It returns an environment with a demand for each free variable of the given expression.

We also define the operator $\oplus$ which takes the union of the given demand environments. If a variable exists in multiple environments the element wise maximum of its demand vectors is taken. As an example we will take $\{\mathrm{x}:[0,1,2,3]$, $\mathrm{y}:[1,1,2,2]\} \oplus\{\mathrm{y}:[0,0,3,3]\}$. Here $x$ only occurs on the left, so it will stay the same. But $y$ occurs on both side, so we will look at both demands and take the maximum of the two at each index. This will then give us the new environment $\{\mathrm{x}:[0,1,2,3]$, $\mathrm{y}:[1,1,3,3]\}$.

We have two non-recursive cases; value (a scalar or an array) and VarId. A value produces no demand, as we already have the value itself. A variable name adds that variable to the environment with the current demand.

$$
\begin{aligned}
\mathcal{S D}(\text { value }, \text { dem }, \gamma) & =\emptyset \\
\mathcal{S D}(\operatorname{VarId}, \text { dem }, \gamma) & =\{\operatorname{VarId}: d e m\}
\end{aligned}
$$

The let-expression combines two demand environments. The demand of the first expression depends on the demand of the second one, since the second expression uses the result of this expression. We get that demand by getting the propagation vector, and combining it with our current demand. Then we take the demand environment of the second expression with our original demand, but since we provide the variable $s$ in this let-expression, we remove it from the demand environment.

$$
\begin{aligned}
& \mathcal{S D}\left(\text { let } s=e_{1} \text { in } e_{2}, \operatorname{dem}, \gamma\right)= \mathcal{S D}\left(e_{1}, \operatorname{dem}_{s}, \gamma\right) \\
& \oplus\left(\mathcal{S D}\left(e_{2}, \operatorname{dem}, \gamma\right) \backslash\{s\}\right) \\
& \text { where } \operatorname{dem}_{s}=\mathcal{P} \mathcal{V}\left(\lambda s . e_{2}, \gamma\right)[0][\text { dem }]
\end{aligned}
$$

Since we always need the result of the condition if we want to know anything about the result, we must use a demand of $[0,3,3,3]$ for the condition of the conditional expression. Then we can simply combine it with the demand environments of the two branches since we have no way to know which branch will terminate at this point.

$$
\begin{aligned}
\mathcal{S D}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \text { dem }, \gamma\right)= & \mathcal{S D}\left(e_{c},[0,3,3,3], \gamma\right) \\
& \oplus \mathcal{S D}\left(e_{t}, \text { dem, } \gamma\right) \\
& \oplus \mathcal{S D}\left(e_{f}, \text { dem, } \gamma\right)
\end{aligned}
$$

The with-expression is a bit more complicated. $e_{g e n}$ and $e_{d e f}$ can be calculated as normal. But the bounds depend on the demand of the last expression, so like before we take the propagation vector of that expression and use it to get the demand environments of our
bounds. Similar to in the let-expression we remove $s$ from the demand environment of the last expression since it is provided by the with-expression itself.

$$
\begin{aligned}
& \mathcal{S D}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \text { with } e_{l} \leq s<e_{u}
\end{array} \text { in } e, \text { dem, } \gamma\right)= \mathcal{S D}\left(e_{\text {gen }}, \text { dem }, \gamma\right) \\
& \oplus \mathcal{S D}\left(e_{\text {def }}, \text { dem }, \gamma\right) \\
& \oplus \mathcal{S D}\left(e_{l}, \operatorname{dem}_{s}, \gamma\right) \\
& \oplus \mathcal{S D}\left(e_{u}, \operatorname{dem}_{s}, \gamma\right) \\
& \oplus(\mathcal{S D}(e, \operatorname{dem}, \gamma) \backslash\{s\}) \\
& \text { where } \operatorname{dem}_{s}=\mathcal{P} \mathcal{V}(\lambda s . e, \gamma)[0][\text { dem }]
\end{aligned}
$$

Finding the demand of a primitive expression is simple, since the propagation vectors are known to us, as we have already seen in section 4.2 . So we can simply get this demand and combine it with our current demand, to then pass it through to the parameters of the primitive expression.

When calling a user-defined function we do something similar, but instead of finding the propagation vector we look up the demand of the function in the pre-computed function environment $\gamma$.

$$
\begin{aligned}
& \mathcal{S D}\left(\operatorname{Prf} e_{0} \ldots e_{n}, \operatorname{dem}, \gamma\right)=\mathcal{S D}\left(e_{0}, \operatorname{dem}_{0}, \gamma\right) \oplus \cdots \oplus \mathcal{S D}\left(e_{n}, \operatorname{dem}_{n}, \gamma\right) \\
& \text { where } \operatorname{dem}_{i}=\mathcal{P} \mathcal{V}(\operatorname{prf}, \gamma)[i][\operatorname{dem}] \\
& \mathcal{S D}\left(\text { FunId } e_{0} \ldots e_{n}, \operatorname{dem}, \gamma\right)= \mathcal{S D}\left(e_{0}, \operatorname{dem}_{0}, \gamma\right) \oplus \cdots \oplus \mathcal{S D}\left(e_{n}, \operatorname{dem}_{n}, \gamma\right) \\
& \text { where } \operatorname{dem}_{i}=\gamma[\text { FunId }][i][\operatorname{dem}]
\end{aligned}
$$

### 4.4 Example

As an example, let's take a look at a function 'take n arr', which we have talked about before but not yet seen. This function takes the first n values from the list arr if n is positive, or the last $n$ values of arr if $n$ is negative. In our language this function looks as follows:

```
let take = \n.\arr.
    let ofs = if n > 0 then 0 # offset
        else (sel [0] (shape arr)) + n
    in
    gen |n| 0 with [n * 0] <= iv < [|n|] in
        sel (iv + ofs) arr
in
```

Say we want to find the propagation of this function, we then need to solve:

$$
\begin{aligned}
\mathcal{P} \mathcal{V}\left(\lambda n . \lambda a r r . e_{\text {body }}, \gamma\right) & =[e n v[n], \operatorname{env}[\operatorname{arr}]] \\
& \text { where } e n v=\mathcal{S D}\left(e_{\text {body }},[0,1,2,3], \gamma\right)
\end{aligned}
$$

For readability purposes we will start at the end and work our way up. So lets first take a look at the inner expression of the with-loop; sel (iv + offset) arr, with the identity demand $[0,1,2,3]$. First we apply the rule for primitive functions. which will require us to get the propagation vector for sel:

$$
\begin{aligned}
\mathcal{S D}(\text { sel }(\text { iv }+ \text { ofs }) \text { arr, }[0,1,2,3], \gamma)= & \mathcal{S D}(\text { iv }+ \text { ofs, } \mathcal{P} \mathcal{V}(\text { sel }, \gamma)[0][0,1,2,3], \gamma) \\
& \oplus \mathcal{S D}(\text { arr }, \mathcal{P} \mathcal{V}(\text { sel }, \gamma)[1][0,1,2,3], \gamma) \\
\mathcal{P} \mathcal{V}(\text { sel }, \gamma)= & {[[0,2,2,3],[0,1,2,3]] }
\end{aligned}
$$

This gives us two cases we need to solve. One for the binary operator for addition, and one for the variable named arr.

$$
\begin{aligned}
\mathcal{S D}(i v+o f s, p v[0][0,1,2,3], \gamma)= & \mathcal{S D}(i v+o f s,[0,2,2,3], \gamma) \\
= & \mathcal{S D}(i v, \mathcal{P} \mathcal{V}(+, \gamma)[0][0,2,2,3], \gamma) \\
& \oplus \mathcal{S D}(o f s, \mathcal{P} \mathcal{V}(+, \gamma)[1][0,2,2,3], \gamma) \\
= & \mathcal{S D}(i v,[0,1,2,3][0,2,2,3], \gamma) \\
& \oplus \mathcal{S D}(o f s,[0,1,2,3][0,2,2,3], \gamma) \\
= & \mathcal{S D}(i v,[0,2,2,3], \gamma) \oplus \mathcal{S D}(o f s,[0,2,2,3], \gamma) \\
= & \{\operatorname{iv}:[0,2,2,3]\} \oplus\{\text { ofs : }[0,2,2,3]\} \\
= & \{\operatorname{iv}:[0,2,2,3], \text { ofs: }[0,2,2,3]\} \\
\mathcal{S D}(a r r, p v[1][0,1,2,3], \gamma)= & \mathcal{S D}(\operatorname{arr},[0,1,2,3], \gamma) \\
= & \{\operatorname{arr}:[0,1,2,3]\}
\end{aligned}
$$

Combining these results, we get the following demand environment for sel.

$$
\begin{aligned}
\mathcal{S D}(\operatorname{sel}(i v+\text { ofs }) \operatorname{arr},[0,1,2,3], \gamma) & =\{\text { iv: }[0,2,2,3], \text { ofs }:[0,2,2,3]\} \oplus\{\operatorname{arr}:[0,1,2,3]\} \\
& =\{\text { iv: }[0,2,2,3], \text { ofs }:[0,2,2,3], \operatorname{arr}:[0,1,2,3]\}
\end{aligned}
$$

We can now use this to get the environment for the entire with-expression. This requires us to find the five inner environments of that expression.

$$
\begin{aligned}
\mathcal{S D}\left(\begin{array}{c}
\text { gen }|n| 0 \\
\text { with }[n * 0] \leq i v<[\mid n \rrbracket
\end{array} \text { in } e,[0,1,2,3], \gamma\right)= & \mathcal{S D}(|n|,[0,1,2,3], \gamma) \\
& \oplus \mathcal{S D}(0,[0,1,2,3], \gamma) \\
& \oplus \mathcal{S D}\left([n * 0], \operatorname{dem}_{i v}, \gamma\right) \\
& \oplus \mathcal{S D}\left([\mid n], \operatorname{dem}_{i v}, \gamma\right) \\
& \oplus(\mathcal{S D}(e,[0,1,2,3], \gamma) \backslash\{i v\}) \\
& \text { where } \operatorname{dem}_{i v}=\mathcal{P} \mathcal{V}(\lambda i v . e, \gamma)[\operatorname{dem}]
\end{aligned}
$$

Going from top to bottom, we get the first environment by finding the propagation vector of the primitive function for the absolute value ' $\|$ '. The second environment is just a scalar value, so this gives the empty set. The third and fourth case are similar to the first one, usually we would have to keep in mind that these use the newly found demand, instead of the original one, but in this case we will not have to do this computation since both expressions are just arrays and will simply evaluate to an empty environment, whatever the demand is. This allows us to skip some computations and leaves us with only the following two cases:

$$
\begin{aligned}
\mathcal{S D}(|n|,[0,1,2,3], \gamma) & =\mathcal{S D}(n, \mathcal{P} \mathcal{V}(\|, \gamma)[0,1,2,3], \gamma) \\
& =\mathcal{S D}(n,[[0,1,2,3]][0,1,2,3], \gamma) \\
& =\{\mathrm{n}:[0,1,2,3]\} \\
\mathcal{S D}(e,[0,1,2,3], \gamma) \backslash\{i v\} & =\{\text { iv: }[0,2,2,3], \text { ofs }:[0,2,2,3], \text { arr }:[0,1,2,3]\} \backslash\{i v\} \\
& =\{\text { ofs: }[0,2,2,3], \text { arr }:[0,1,2,3]\}
\end{aligned}
$$

We have now found that the demand environment of the with-expression is $\{\mathrm{n}:[0,1,2,3]\}$ $\oplus\{$ ofs: $[0,2,2,3]$, arr : $[0,1,2,3]\}=\{\mathrm{n}:[0,1,2,3]$, ofs: $[0,2,2,3]$, arr: $[0,1,2,3]\}$. Now let us move another step up and take a look at the let-expression that encapsulates the with-expression we just solved.

$$
\begin{aligned}
& \mathcal{S D}\left(\text { let } o f s=e_{\text {cond }} \text { in } e_{\text {with }},[0,1,2,3], \gamma\right)= \mathcal{S D}\left(e_{\text {cond }}, \operatorname{dem}_{\text {ofs }}, \gamma\right) \\
& \oplus\left(\mathcal{S D}\left(e_{\text {with }},[0,1,2,3], \gamma\right) \backslash\{o f s\}\right) \\
& \text { where } \operatorname{dem}_{\text {ofs }}=\mathcal{P} \mathcal{V}\left(\lambda o f s . e_{\text {with }}, \gamma\right)[0][0,1,2,3]
\end{aligned}
$$

Before we can find the demand environment of our conditional expression, we need to know what demand its resulting value, ofs, will have in the with-expression. This is easy to find, as we have already found the demand environment of the with-expression.

$$
\begin{aligned}
\mathcal{P} \mathcal{V}\left(\lambda o f s . e_{w i t h}, \gamma\right) & =\left[\mathcal{S D}\left(e_{w i t h},[0,1,2,3], \gamma\right)[o f s]\right] \\
& =[\{\text { ofs }:[0,2,2,3], \text { arr }:[0,1,2,3]\}[o f s]] \\
& =[[0,2,2,3]]
\end{aligned}
$$

Now, using this newly found demand, let us find the demand environment of the conditional expression. We have looked at quite a few examples already, so I will gloss over this one. As an exercise you could try to solve this one yourself.

$$
\begin{aligned}
\mathcal{S D}\left(\text { if } n>0 \text { then }[0] \text { else } e_{f},[0,2,2,3], \gamma\right)= & \mathcal{S D}(n>0,[0,3,3,3], \gamma) \\
& \oplus \mathcal{S D}([0],[0,2,2,3], \gamma) \\
& \oplus \mathcal{S D}\left(e_{f},[0,2,2,3], \gamma\right) \\
= & \{\mathrm{n}:[0,3,3,3]\} \\
& \oplus\{\mathrm{n}:[0,2,2,3], \text { arr }:[0,0,1,2]\} \\
= & \{\mathrm{n}:[0,3,3,3], \operatorname{arr}:[0,0,1,2]\}
\end{aligned}
$$

Using what we now know we can solve the let-expression.

$$
\begin{aligned}
\mathcal{S D}\left(\text { let } o f s=e_{\text {cond }} \text { in } e_{\text {with }},[0,1,2,3], \gamma\right)= & \mathcal{S D}\left(e_{\text {cond }},[0,2,2,3], \gamma\right) \\
& \oplus\left(\mathcal{S D}\left(e_{\text {with }},[0,1,2,3], \gamma\right) \backslash\{o f s\}\right) \\
= & \{\mathrm{n}:[0,3,3,3], \text { arr }:[0,0,1,2]\} \\
& \oplus\{\mathrm{n}:[0,1,2,3], \text { arr }:[0,1,2,3]\} \\
= & \{\mathrm{n}:[0,3,3,3], \text { arr }:[0,1,2,3]\}
\end{aligned}
$$

Finally we can use this to find the propagation vector of the lambda expression using the calculation from the start.

$$
\begin{aligned}
\mathcal{P V}\left(\lambda n . \lambda a r r . e_{b o d y}, \gamma\right) & =[\operatorname{env}[n], \text { env }[\text { arr }]] \\
& \text { where env }=\{\mathrm{n}:[0,3,3,3], \text { arr }:[0,1,2,3]\} \\
& =[[0,3,3,3],[0,1,2,3]]
\end{aligned}
$$

Which shows us that the propagation vector of the user-defined function take n arr is $[[0,3,3,3],[0,1,2,3]]$. If we now, for example, want the shape of the result of this function, we see that the demand of n is 3 and the demand of arr is 2 . This tells us that to get the shape of the take function we must have the full value of $n$ and only the shape of arr.

## 5 Rewrite

The symbols $\mathcal{F}, \mathcal{S}, \mathcal{D}$, and $\mathcal{N}$ explain the different levels of information of a value. They correspond to the demand values $3,2,1$, and 0 from the propagation vectors respectively.

The recursive functions $\mathcal{F}($ expr,$\varepsilon), \mathcal{S}(\operatorname{expr}, \varepsilon), \mathcal{D}(\operatorname{expr}, \varepsilon)$, and $\mathcal{N}($ expr,$\varepsilon)$ define the rewrite rules of the expression for the corresponding demand values. The rewrite rule $\mathcal{N}(\operatorname{expr}, \varepsilon)$ always returns 0 . Here the environment $\varepsilon$ indicates to which level the corresponding variable at runtime will have been evaluated at that point.

### 5.1 Rules

We will start with the cases for values and variables. The value rule is very straightforward, we just rewrite the value to the required level. In the case of VarId, we first check if the variable has already been rewritten previously, and then only rewrite it again if necessary. For example, in the $\mathcal{S}$ case, if the variable is currently still in its full version, we take the shape of that variable. But when the variable has already been rewritten to the shape level, no more rewrites are necessary and we thus leave it as is.

$$
\left.\begin{array}{c}
\mathcal{F}(\text { value }, \varepsilon)=\text { value } \\
\mathcal{S}(\text { value }, \varepsilon)=\text { shape value } \\
\mathcal{D}(\text { value }, \varepsilon)=\operatorname{dim} \text { value }
\end{array}\right\} \begin{aligned}
\mathcal{F}(\operatorname{VarId}, \varepsilon)=\operatorname{VarId} \\
\mathcal{S}(\operatorname{VarId}, \varepsilon)= \begin{cases}\text { shape } \operatorname{VarId} & \text { if } \varepsilon[\operatorname{Var} I d]=\mathcal{F} \\
\operatorname{VarId} & \text { if } \varepsilon[\operatorname{VarId}]=\mathcal{S}\end{cases} \\
\mathcal{D}(\operatorname{Var} I d, \varepsilon)= \begin{cases}\operatorname{dim} \operatorname{VarId} & \text { if } \varepsilon[\operatorname{Var} I d]=\mathcal{F} \\
(\operatorname{shape} \operatorname{VarId})[0] & \text { if } \varepsilon[\operatorname{Var} I d]=\mathcal{S} \\
\operatorname{VarId} & \text { if } \varepsilon[\operatorname{Var} I d]=\mathcal{D}\end{cases}
\end{aligned}
$$

Next up we will look at lambda-expressions and -applications. Here we see how the variable from the base case VarId can be rewritten before being evaluated. First we get
the demand of the free variable by looking at its propagation vector. We then rewrite the variable to that level. This rewritten variable is then passed to the rewritten lambda function, where the environment is updated with the new level of the free variable to avoid incorrectly reducing the level multiple times.

$$
\begin{gathered}
\mathcal{F}(\lambda x . e, \varepsilon)= \begin{cases}\lambda x . \mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}) & \text { if } p v_{x}[3]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{F}(e, \varepsilon) & \text { if } p v_{x}[3]=\mathcal{N}\end{cases} \\
\mathcal{S}(\lambda x . e, \varepsilon)= \begin{cases}\lambda x . \mathcal{S}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}) & \text { if } p v_{x}[2]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{S}(e, \varepsilon) & \text { if } p v_{x}[2]=\mathcal{N}\end{cases} \\
\mathcal{D}(\lambda x . e, \varepsilon)= \begin{cases}\lambda x . \mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}) & \text { if } p v_{x}[1]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{D}(e, \varepsilon) & \text { if } p v_{x}[1]=\mathcal{N}\end{cases} \\
\text { where } p v_{x}=\mathcal{P} \mathcal{V}(\lambda x . e, \gamma)[0] \\
\mathcal{F}((\lambda x . e) a, \varepsilon)= \begin{cases}(\lambda x . \mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\})) \mathcal{X}(a, \varepsilon) & \text { if } p v_{x}[3]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{F}(e, \varepsilon) & \text { if } p v_{x}[3]=\mathcal{N}\end{cases} \\
\mathcal{S}((\lambda x . e) a, \varepsilon)= \begin{cases}(\lambda x . \mathcal{S}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\})) \mathcal{X}(a, \varepsilon) & \text { if } p v_{x}[2]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{S}(e, \varepsilon) & \text { if } p v_{x}[2]=\mathcal{N}\end{cases} \\
\mathcal{D}((\lambda x . e) a, \varepsilon)= \begin{cases}(\lambda x . \mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\})) \mathcal{X}(a, \varepsilon) & \text { if } p v_{x}[1]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{D}(e, \varepsilon) & \text { if } p v_{x}[1]=\mathcal{N}\end{cases} \\
\text { where } p v_{x}=\mathcal{P} \mathcal{V}(\lambda x . e, \gamma)[0]
\end{gathered} \quad \begin{aligned}
& \text { ( } 10
\end{aligned}
$$

The let-expression works similarly to the lambda cases, where we find the best level to rewrite the variable $x$ to and pass that on to the inner expression.

$$
\begin{gathered}
\mathcal{F}\left(\text { let } x=e_{1} \text { in } e_{2}, \varepsilon\right)= \begin{cases}\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right) \text { in } \mathcal{F}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right) & \text { if } p v_{x}[3]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{F}\left(e_{2}, \varepsilon\right) & \text { if } p v_{x}[3]=\mathcal{N}\end{cases} \\
\mathcal{S}\left(\text { let } x=e_{1} \text { in } e_{2}, \varepsilon\right)= \begin{cases}\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right) \text { in } \mathcal{S}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right) & \text { if } p v_{x}[2]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{S}\left(e_{2}, \varepsilon\right) & \text { if } p v_{x}[2]=\mathcal{N}\end{cases} \\
\mathcal{D}\left(\operatorname{let} x=e_{1} \text { in } e_{2}, \varepsilon\right)= \begin{cases}\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right) \text { in } \mathcal{D}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right) & \text { if } p v_{x}[1]=\mathcal{X} \in\{\mathcal{F}, \mathcal{S}, \mathcal{N}\} \\
\mathcal{D}\left(e_{2}, \varepsilon\right) & \text { if } p v_{x}[1]=\mathcal{N}\end{cases} \\
\text { where } p v_{x}=\mathcal{P V}\left(\lambda x . e_{2}, \gamma\right)[0]
\end{gathered}
$$

The conditional expression is also very simple. We always need the full rewrite of the condition, since even the dimensionality of the two branches can differ. Then we rewrite the two branches according to the requested rewrite level.

$$
\begin{aligned}
& \mathcal{F}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right)=\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{F}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{F}\left(e_{f}, \varepsilon\right) \\
& \mathcal{S}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right)=\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{S}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{S}\left(e_{f}, \varepsilon\right) \\
& \left.\mathcal{D} \text { (if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right)=\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{D}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{D}\left(e_{f}, \varepsilon\right)
\end{aligned}
$$

Since the with-expression we use expects the shape of the resulting value as an argument, the rewrites can simply use that value to find the shape and dimensionality. Making the rewrite of the with-expression very simple.

$$
\begin{aligned}
& \mathcal{F}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right)=\begin{array}{r}
\text { gen } \mathcal{F}\left(e_{\text {gen }}, \varepsilon\right) \mathcal{F}\left(e_{\text {def }}, \varepsilon\right) \\
\text { with } \mathcal{F}\left(e_{l}, \varepsilon\right) \leq x<\mathcal{F}\left(e_{u}, \varepsilon\right)
\end{array} \operatorname{in} \mathcal{F}(e, \varepsilon) \\
& \mathcal{S}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{d e f} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right)=\mathcal{F}\left(e_{\text {gen }}, \varepsilon\right) \\
& \mathcal{D}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{d e f} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right)=\mathcal{S}\left(e_{\text {gen }}, \varepsilon\right)[0]
\end{aligned}
$$

Next we have all primitive functions and operators. Selection is quite difficult as the dimensionality of the index vector can be smaller than that of the expression, because we allow selecting sub-arrays and not just individual scalars.

When taking the shape we select the first few values from the shape of the expression, depending on the dimensionality of the index vector. When taking the dimensionality we know that it must be the difference of the expression and index vector.

$$
\begin{aligned}
\mathcal{F}(\operatorname{sel} i v e, \varepsilon) & =\operatorname{sel} \mathcal{F}(i v, \varepsilon) \mathcal{F}(e, \varepsilon) \\
\mathcal{S}(\text { sel } i v e, \varepsilon) & =\mathcal{S}(e, \varepsilon)[: \mathcal{D}(i v, \varepsilon)] \\
\mathcal{D}(\text { sel } i v e, \varepsilon) & =\mathcal{D}(e, \varepsilon)-\mathcal{D}(i v, \varepsilon) \\
\mathcal{F}(\text { shape } e, \varepsilon) & =\mathcal{S}(e, \varepsilon) \\
\mathcal{S}(\text { shape } e, \varepsilon) & =[\mathcal{D}(e, \varepsilon)] \\
\mathcal{D}(\text { shape } e, \varepsilon) & =1 \\
\mathcal{F}(\operatorname{dim} e, \varepsilon) & =\mathcal{D}(e, \varepsilon) \\
\mathcal{S}(\operatorname{dim} e, \varepsilon) & =[] \\
\mathcal{D}(\operatorname{dim} e, \varepsilon) & =0
\end{aligned}
$$

And finally we get to binary and unary operations. These contain two separate cases for maths and equality operations. This is because we know that an equality operation will always return a scalar, specifically always 0 or 1 , so we will always know exactly what the shape and dimensionality will be. Maths operations are applied element-wise, where the right hand argument might have been broadcast, so maths operations will not change the shape and dimensionality of the left hand argument.

$$
\begin{aligned}
\mathcal{F}\left(e_{l} \text { bop } e_{r}, \varepsilon\right) & =\mathcal{F}\left(e_{l}, \varepsilon\right) \text { bop } \mathcal{F}\left(e_{r}, \varepsilon\right) \\
\mathcal{S}\left(e_{l} \text { bop } e_{r}, \varepsilon\right) & = \begin{cases}\mathcal{S}\left(e_{l}, \varepsilon\right) & \text { if bop } \in \text { maths } \\
{[]} & \text { if bop } \in \text { equality }\end{cases} \\
\mathcal{D}\left(e_{l} \text { bop } e_{r}, \varepsilon\right) & = \begin{cases}\mathcal{D}\left(e_{l}, \varepsilon\right) & \text { if bop } \in \text { maths } \\
0 & \text { if bop } \in \text { equality }\end{cases} \\
\mathcal{F}(\text { uop } e, \varepsilon) & =\text { uop } \mathcal{F}(e, \varepsilon) \\
\mathcal{S}(\text { uop } e, \varepsilon) & = \begin{cases}\mathcal{S}(e, \varepsilon) & \text { if uop } \in \text { maths } \\
{[]} & \text { if uop } \in \text { equality }\end{cases} \\
\mathcal{D}(\text { uop } e, \varepsilon) & = \begin{cases}\mathcal{D}(e, \varepsilon) & \text { if uop } \in \text { maths } \\
0 & \text { if uop } \in \text { equality }\end{cases}
\end{aligned}
$$

### 5.2 Example

Lets now take a look at an example of a rewrite. We will be extending the example take n xs from the inference. We will use this function to implement a function that shifts the values of an array left or right by some amount $n$.

This program is shown below, along with the pre-computed demands for each userdefined function, these are computed like we did in the inference section (4). The program creates a list ranging from 0 to 99 and shifts those values 20 indices to the right, placing zeros at the now empty indices.

```
# demand: [[0,3,3,3], [0,1,2,3]]
let take = \n.\arr.
    let ofs = if n > 0 then 0
        else (shape arr).([0]) + n
    in
    gen [|n|] 0 with [n * 0] <= iv < [|n|] in
        arr.(iv + ofs)
in
# demand: [[0,3,3,3], [0,1,2,3]]
let drop = \n.\arr.
    if n > 0 then
        take (n - (shape arr).([0])) arr
    else
        take ((shape arr).([0]) + n) arr
in
```

```
# demand: [[0,3,3,3], [0,1,2,3]]
let shift = \n.\arr.
    let pad = gen (shape (take n arr)) 0 in # (1)
    let xs = drop (-n) arr in
    if n > 0 then pad ++ xs
            else xs ++ pad
in
let size = 20000 in
let arr = gen size 0
    with 0 <= iv < size in iv in
shift 5000 arr
```

As can be seen in the first line of the shift function (1), we compute the entire result of take, but then only use its shape. So instead of looking at rewriting the entire program we will look at how this line would be rewritten, as it is the most interesting.
Lets assume we want the full result of this expression and that the parameters have not been rewritten to a lower level, we would then have to apply the following rewrite rule to the with-expression:

$$
\begin{aligned}
\mathcal{F}(\text { gen }(\text { shape }(\text { take } n \text { arr })) 0, \varepsilon) & =\operatorname{gen} \mathcal{F}(\text { shape }(\text { take } n \text { arr }), \varepsilon) \mathcal{F}(0, \varepsilon) \\
& =\operatorname{gen} \mathcal{F}(\text { shape }(\text { take } n \text { arr }), \varepsilon) 0
\end{aligned}
$$

We know that if we want the full value of a shape, we can rewrite the inner expression to the shape level. We would officially use currying currying here, but we won't worry about those extra steps in this example and just combine them.

$$
\begin{aligned}
\mathcal{F}(\text { gen }(\text { shape }(\text { take } n \text { arr })) 0, \varepsilon) & =\operatorname{gen} \mathcal{S}((\text { take } n) \text { arr, } \varepsilon) 0 \\
& =\operatorname{gen} \mathcal{S}(\text { take } n \text { arr, } \varepsilon) 0
\end{aligned}
$$

Now we are going to need a new version of the take function, which we will call take_s. Usually this would already been done by this point but for readability we'll change the order up a bit. First we can the let-expression by removing the variable ofs (offset), this is possible because the demand of ofs in the with-expression is $\mathcal{N}$. The rewrite of the with-expression is also very simple as we only need its shape, which is given by the programmer.

$$
\begin{aligned}
\mathcal{S}\left(\text { let ofs }=e_{\text {cond }} \text { in } e_{\text {with }}, \varepsilon\right) & =\mathcal{S}\left(e_{\text {with }}, \varepsilon\right) \\
& =\mathcal{F}([\mid n \rrbracket, \varepsilon) \\
& =[\mathcal{F}(|n|, \varepsilon)] \\
& =[\mid \mathcal{F}(n, \varepsilon) \rrbracket \\
& =[\mid n \rrbracket
\end{aligned}
$$

So our take n arr function is now a lot simpler.

$$
\text { let take_s= } \lambda n . \lambda a r r .\lceil\mid n \rrbracket
$$

We now get the application rule, but since take is a pointer to a lambda expression, we will point to the rewritten function of the required level by changing the name of this pointer. We also need to know to what level we need to rewrite the variables, for this we use the demand we have found earlier. Again, in the rules we would use currying, but here we will just do both parameters at once.

$$
\begin{aligned}
& \mathcal{F}(\text { gen }(\text { shape }(\text { take } n \text { arr })) 0, \varepsilon)=\operatorname{gen}( \text { take } \left.\_\mathcal{X}(n, \varepsilon) \mathcal{Y}(\text { arr }, \varepsilon)\right) 0 \\
& \text { where } \mathcal{X} \\
&=\mathcal{P} \mathcal{V}(\text { take, } \gamma)[0][2] \\
&=[0,3,3,3],[0,1,2,3]][0][2] \\
&=[0,3,3,3][2] \\
&=3 \\
& \text { and } \mathcal{Y}=\mathcal{P} \mathcal{V}(\text { take, } \gamma)[1][2] \\
&=[[0,3,3,3],[0,1,2,3]][1][2] \\
&=[0,1,2,3][2] \\
&=2 \\
&= \operatorname{gen}\left(t a k e \_s \mathcal{F}(n, \varepsilon) \mathcal{S}(\text { arr }, \varepsilon)\right) 0
\end{aligned}
$$

Which finally results in the program below. Especially if we expand take_s we see that this computation is a lot faster and skips a lot of steps that have become unnecessary when computing only the shape.

$$
\begin{aligned}
\mathcal{F}(\text { gen }(\text { shape }(\text { take } n \text { arr })) 0, \varepsilon) & =\operatorname{gen}(\text { take_s } n(\text { shape arr })) 0 \\
& =\operatorname{gen}((\lambda n . \lambda a r r .[\mid n \rrbracket) n(\text { shape arr })) 0
\end{aligned}
$$

## 6 Correctness

One important consideration is whether the rewritten program is semantically equivalent to the original program, e.g. whether for every input of the original program, the rewritten program produces the same result. It turns out that this is not always the case. Consider the very simple expression shape (3/0), which rewrites to:

$$
\begin{aligned}
\mathcal{F}(\text { shape }(3 / 0), \varepsilon) & =\mathcal{S}(3 / 0, \varepsilon) \\
& =\mathcal{S}(3, \varepsilon) \\
& =\text { shape } 3 \\
& =[]
\end{aligned}
$$

In the original program the expression $3 / 0$ would result in a zero-division error, thus not evaluating to a value. But the rewritten expression removes unnecessary computations, causing this rewritten program to evaluate to the value [] instead of an error.

To avoid this we will create a new semantics, we get this new semantics by applying our rewrite $\mathcal{F}$ to our current rewrite rules, defined in section 3.3. We would like this semantics to be an extension of the original semantics, where the set of valid programs and their evaluations for the original semantics are a subset of the set of valid programs of our new semantics, where these evaluated values are the same.

### 6.1 Proof

The property we just discussed can be defined formally as the following theorem.

$$
\forall_{\text {prg }}:((\text { prg }, \emptyset) \Downarrow v a l) \rightarrow((\mathcal{F}(\text { prg }, \emptyset), \emptyset) \Downarrow v a l)
$$

Which states that for every possible program; if that program, initially with the empty program environment, evaluates to a value val, then the full rewrite of that program must also evaluate to the value val.

To prove this theorem we need to show something similar for the shape and dimensionality cases. But since these cases change the rewrite level of variables, we will need to use that rewrite level environment $\varepsilon$ to also update the program environment.

To do so we will write $\varepsilon . \sigma$, which takes keys $x$ from the program environment $\sigma$ and updates their values $v$ into (shape $v$ ) if $\varepsilon[x]=\mathcal{S}$, and into $(\operatorname{dim} v)$ if $\varepsilon[x]=\mathcal{D}$.

For example lets take a program environment that contains a value $v$ for the variable $x$, then: $\sigma=\{\mathrm{x}: v\}$, and a rewrite level environment where $x$ has been rewritten to level $\mathcal{S}$, then: $\varepsilon=\{\mathrm{x}: \mathcal{S}\}$. Then $\varepsilon . \sigma$ takes key $x$ and finds that its rewrite level is $\mathcal{S}$, which means that the new program environment $\sigma^{\prime}$ becomes $\{\mathrm{x}: \mathcal{S}(v)\}=\{\mathrm{x}$ : shape $v\}$.

Using this we can now create a lemma that includes cases for shape and dimensionality. For those cases we update their program environments. We will now also look at separate expressions, and not the entire program. So here we have the environments $\sigma$ and $\varepsilon$ instead of empty sets.

$$
\begin{aligned}
\forall_{\text {expr }}:((\text { expr }, \sigma) \Downarrow v a l) & \rightarrow((\mathcal{F}(\text { expr }, \varepsilon), \sigma) \Downarrow v a l) \\
& \wedge((\mathcal{S}(\text { expr }, \varepsilon), \varepsilon \cdot \sigma) \Downarrow \text { shape val }) \\
& \wedge((\mathcal{D}(\text { expr }, \varepsilon), \varepsilon \cdot \sigma) \Downarrow \operatorname{dim} v a l)
\end{aligned}
$$

Here we can not take any rewrite level environment $\varepsilon$, but luckily we know all possible states for this environment. We find these by first applying our $\mathcal{S D}$ rule to the expression, which gives us an environment mapping the free variables of the expression to their corresponding demands. Then for each of these demands we take one specific index, depending on the rewrite rule this environment is in. These being 3 for $\mathcal{F}, 2$ for $\mathcal{S}$, and 1 for $\mathcal{D}$. The environment $\varepsilon$ is then a combination of all possible assignments of variables to rewrite levels, where this rewrite level is at least the one we just found.

For example, lets say that applying $\mathcal{S D}$ (expr, $[0,1,2,3], \gamma)$ resulted to the environment $\{\mathrm{x}:[0,2,2,3], \mathrm{y}: 0,1,2,3\}$. Then in the case of $\mathcal{S}($ expr,$\varepsilon)$ we take index 2 of both x and y , giving us: $\{\mathrm{x}: 2, \mathrm{y}: 2\}$. Now both x and y must be at least $\mathcal{S}$. Getting all possible combinations with at least this demand then gets us the following possible environments: $\varepsilon \in\{\{\mathrm{x}: \mathcal{S}, \mathrm{y}: \mathcal{S}\},\{\mathrm{x}: \mathcal{S}, \mathrm{y}: \mathcal{F}\},\{\mathrm{x}: \mathcal{F}, \mathrm{y}: \mathcal{S}\},\{\mathrm{x}: \mathcal{F}, \mathrm{y}: \mathcal{F}\}\}$.

### 6.2 Induction

We will show using structural induction that this theorem holds, which will prove that that these rewrite rules do not change the result of a valid expression with a valid input. In some cases we will be able to prove this by showing that the rewrite evaluates to the same expression. In other cases this will not be possible, in which case we will show that the rewrite evaluates to the same value as the original program.

### 6.2.1 Base cases

Our base cases are two non-recursive expressions value and VarId. The case value trivially holds, as it just gets the data, shape, or dimensionality of the value as requested by the rewrite.

Next we have the VarId case, where we will take a variable $x$ with corresponding value $v$ from the program environment. We have to show that the rewrite rules hold for different cases of the current rewrite level of $x$. We do this by showing that the expressions evaluate to the correct values, these being: $v$ for $\mathcal{F}$, (shape $v$ ) for $\mathcal{S}$, and ( $\operatorname{dim} v$ ) for $\mathcal{D}$. In this case we will also see why our choice for possible $\varepsilon$ 's is correct.

The $\mathcal{F}$ case is easy, we can always simply lookup the value of variable $x$ in the program environment without any extra work. So we will take this opportunity to show how these prove rules will be formulated.

$$
\begin{aligned}
(\mathcal{F}(x, \varepsilon), \sigma) & =(x, \sigma) \\
& \Downarrow \sigma[x] \\
& =v
\end{aligned}
$$

In the first line we use our definition of the rewrite rules from section 5 to rewrite the expression, here with level $\mathcal{F}$. This then gives us an expression we can evaluate. In the second line we then use our semantic rules from section 3.3 to get the evaluated value from this expression.

For the shape and dimensionality cases we need to make use of the $\varepsilon . \sigma$ rule defined above to update the program environment before we can evaluate these expressions. This new environment can then be used to find the (potentially rewritten) value of variable $x$, which we can then use to evaluate the expression using our semantics.

$$
\begin{array}{rlr}
(\mathcal{S}(x, \varepsilon), \varepsilon . \sigma) & =(\text { shape } x, \varepsilon \cdot \sigma) & \text { if } \varepsilon[x]=\mathcal{F} \\
& =(\text { shape } x, \sigma\{\mathrm{x} \rightarrow \mathcal{F}(v, \varepsilon)\}) & \\
& =(\text { shape } x, \sigma\{\mathrm{x} \rightarrow v\}) & \\
& \Downarrow \text { shape }\left(\sigma^{\prime}[x]\right) & \\
& =\operatorname{shape} v & \\
(\mathcal{S}(x, \varepsilon), \varepsilon . \sigma) & =(x, \varepsilon \cdot \sigma) & \text { if } \varepsilon[x]=\mathcal{S} \\
& =(x, \sigma\{\mathrm{x} \rightarrow \mathcal{S}(v, \varepsilon)\}) & \\
& =(x, \sigma\{\mathrm{x} \rightarrow \operatorname{shape} v\}) \\
& \Downarrow \sigma^{\prime}[x] & \\
& =\operatorname{shape} v &
\end{array}
$$

For both cases, in the second line we find this new environment by mapping our variable x to either $\mathcal{F}(v, \varepsilon)$ or $\mathcal{S}(e, \varepsilon)$, depending on x's current rewrite level. In the third line we can then evaluate this expression using our rewrite rules, after which we can use this new environment to lookup the value of the variable x .

We apply the same steps to the $\mathcal{D}$ cases.

$$
\begin{array}{rlrl}
(\mathcal{D}(x, \varepsilon), \varepsilon . \sigma) & =(\operatorname{dim} x, \varepsilon \cdot \sigma) & \text { if } \varepsilon[x]=\mathcal{F} \\
& =(\operatorname{dim} x, \sigma\{\mathrm{x} \rightarrow \mathcal{F}(v, \varepsilon)\}) & \\
& =(\operatorname{dim} x, \sigma\{\mathrm{x} \rightarrow v\}) & \\
& \Downarrow \operatorname{dim}\left(\sigma^{\prime}[x]\right) & & \\
& =\operatorname{dim} v & & \\
(\mathcal{D}(x, \varepsilon), \varepsilon \cdot \sigma) & =((\operatorname{shape} x)[0], \varepsilon \cdot \sigma) & \\
& =((\operatorname{shape} x)[0], \sigma\{\mathrm{x} \rightarrow \mathcal{S}(v, \varepsilon)\}) & \\
& =((\operatorname{shape} x)[0], \sigma\{\mathrm{x} \rightarrow \text { shape } v\}) & \\
& \Downarrow\left(\text { shape }\left(\sigma^{\prime}[x]\right)\right)[0] & \\
& =(\operatorname{shape}(\operatorname{shape} v))[0] & & \\
& =\operatorname{dim} v & & \\
(\mathcal{D}(x, \varepsilon), \varepsilon \cdot \sigma) & =(x, \varepsilon \cdot \sigma) & \\
& =(x, \sigma\{\mathrm{x} \rightarrow \mathcal{D}(v, \varepsilon)\}) & \\
& =(x, \sigma\{\mathrm{x} \rightarrow \operatorname{dim} v\}) & \\
& \Downarrow \sigma^{\prime}[x] & \mathcal{D} \\
& =\operatorname{dim} v &
\end{array}
$$

In the case of $\mathcal{F}$ the expression evaluates to just $v$. For $\mathcal{S}$ it evaluates to shape $v$, and for $\mathcal{D}$ it evaluates to $\operatorname{dim} v$. This is exactly what we want to show, so this case holds.

### 6.2.2 Inductive cases

For the inductive cases we use the lemma defined above as our induction hypothesis. Lets start simple and begin with binary and unary operations. First we take a look at only the mathematical operations. Since we know that mathematical operations do their operations element-wise, potentially using broadcasting on the right hand side if it is a scalar; it follows that the result has the same shape as the array on the left. Because of this potential broadcasting we must take the left hand side and not the right hand side.

$$
\begin{aligned}
\left(\mathcal{F}\left(e_{1} \operatorname{bop} e_{2}, \varepsilon\right), \sigma\right) & =\left(\mathcal{F}\left(e_{1}, \varepsilon\right) \operatorname{bop} \mathcal{F}\left(e_{2}, \varepsilon\right), \sigma\right) \\
& \Downarrow e_{1} \operatorname{bop} e_{2} \\
\left(\mathcal{S}\left(e_{1} \text { bop } e_{2}, \varepsilon\right), \sigma\right) & =\left(\mathcal{S}\left(e_{1}, \varepsilon\right), \sigma\right) \\
& \Downarrow \operatorname{shape} e_{1} \\
& =\operatorname{shape}\left(e_{1} \text { bop } e_{2}\right) \\
\left(\mathcal{D}\left(e_{1} \operatorname{bop} e_{2}, \varepsilon\right), \sigma\right) & =\left(\mathcal{S}\left(e_{1}, \varepsilon\right), \sigma\right) \\
& \Downarrow \operatorname{dim} e_{1} \\
& =\operatorname{dim}\left(e_{1} \operatorname{bop} e_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
(\mathcal{F}(\operatorname{uop} e, \varepsilon), \sigma) & =(\operatorname{uop} \mathcal{F}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{uop} e \\
(\mathcal{S}(\operatorname{uop} e, \varepsilon), \sigma) & =(\operatorname{uop} \mathcal{S}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{uop}(\operatorname{shape} e) \\
& =\operatorname{shape}(\operatorname{uop} e) \\
(\mathcal{D}(\operatorname{uop} e, \varepsilon), \sigma) & =(\operatorname{uop} \mathcal{D}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{uop}(\operatorname{dim} e) \\
& =\operatorname{dim}(\operatorname{uop} e)
\end{aligned}
$$

Next come the equality operations, which always return the same default value for the shape and dimensionality cases. Here we make use of the fact that equality operators always return a scalar, namely 0 for false or 1 for true cases.

$$
\begin{aligned}
\left(\mathcal{F}\left(e_{l} \text { bop } e_{r}, \varepsilon\right), \sigma\right) & =\left(\mathcal{F}\left(e_{l}, \varepsilon\right) \operatorname{bop} \mathcal{F}\left(e_{r}, \varepsilon\right), \sigma\right) \\
\Downarrow & e_{l} \text { bop } e_{r} \\
\left(\mathcal{S}\left(e_{l} \text { bop } e_{r}, \varepsilon\right), \sigma\right) & \Downarrow \\
= & \operatorname{shape} \text { scalar } \\
= & \operatorname{shape}\left(e_{l} \text { bop } e_{r}\right) \\
\left(\mathcal{D}\left(e_{l} \text { bop } e_{r}, \varepsilon\right), \sigma\right) \Downarrow & 0 \\
= & \operatorname{dim} \operatorname{scalar} \\
= & \operatorname{dim}\left(e_{l} \operatorname{bop} e_{r}\right) \\
(\mathcal{F}(\operatorname{uop} e, \varepsilon), \sigma) & =(\operatorname{uop} \mathcal{F}(e, \varepsilon), \sigma) \\
\Downarrow & \text { uop } e \\
(\mathcal{S}(\operatorname{uop} e, \varepsilon), \sigma) & \Downarrow[] \\
& =\operatorname{shape} \operatorname{scalar} \\
& =\operatorname{shape}(\operatorname{uop} e) \\
& \Downarrow 0 \\
& =\operatorname{dim} \operatorname{scalar} \\
& =\operatorname{dim}(\operatorname{dop} e)
\end{aligned}
$$

Now we will take a look at the primitive functions. The shape and dimensionality cases are not very hard, though they use some common guaranteed information we get from these operations. We know that the shape always is a 1-dimensional array (which we will call a list), from which it follows that the shape of a shape is the shape of a list, and thus is a scalar.

$$
\begin{aligned}
(\mathcal{F}(\text { shape } e, \varepsilon), \sigma) & =(\mathcal{S}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{shape} e \\
(\mathcal{S}(\text { shape } e, \varepsilon), \sigma) & =([\mathcal{D}(e, \varepsilon)], \sigma) \\
& \Downarrow[\operatorname{dim} e] \\
& =\operatorname{shape}(\text { shape } e) \\
(\mathcal{D}(\text { shape } e, \varepsilon), \sigma) & \Downarrow 1 \\
& =\operatorname{dim} \text { list } \\
& =\operatorname{dim}(\text { shape } e) \\
(\mathcal{F}(\operatorname{dim} e, \varepsilon), \sigma) & =(\mathcal{D}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{dim} e \\
(\mathcal{S}(\operatorname{dim} e, \varepsilon), \sigma) & \Downarrow[] \\
& =\operatorname{shape} \text { scalar } \\
& =\operatorname{shape}(\operatorname{dim} e) \\
(\mathcal{D}(\operatorname{dim} e, \varepsilon), \sigma) & \Downarrow 0 \\
& =\operatorname{dim} \text { scalar } \\
& =\operatorname{dim}(\operatorname{dim} e)
\end{aligned}
$$

Our third primitive function is selection. The full rewrite of selection is very simple, but the other two cases are quite complicated.

In the shape case we know that the dimensionality of $i v$ is a scalar, whose length is shorter or equal to the length of the shape of $e$, so in the rule after the induction hypothesis we take the first few values from this shape. But we can now also do it the other way around by first selecting the correct values and then taking the shape, which then gives us exactly the rule we want.

In the dimensionality case, we can move the dimensionality operations outward to combine them in one. To do this we must also somehow subtract $i v$ from $e$, since we are going to only take its dimensionality we can do this be selecting $i v$ in $e$.

$$
\begin{aligned}
(\mathcal{F}(\operatorname{sel} i v e, \varepsilon), \sigma) & =(\operatorname{sel} \mathcal{F}(i v, \varepsilon) \mathcal{F}(e, \varepsilon), \sigma) \\
& \Downarrow \operatorname{sel} i v e \\
(\mathcal{S}(\operatorname{sel} i v e, \varepsilon), \sigma) & =(\mathcal{S}(e, \varepsilon)[: \mathcal{D}(i v, \varepsilon)], \sigma) \\
& \Downarrow(\operatorname{shape} e)[: \operatorname{dim} i v] \\
& =\operatorname{shape}(\operatorname{sel} i v e) \\
(\mathcal{D}(\operatorname{sel} i v e, \varepsilon), \sigma) & =(\mathcal{D}(e, \varepsilon)-\mathcal{D}(i v, \varepsilon), \sigma) \\
& \Downarrow \operatorname{dim} e-\operatorname{dim} i v \\
& =\operatorname{dim}(\operatorname{sel} i v e)
\end{aligned}
$$

The conditional expression is fairly straightforward, here we can move the shape or demand expression outside of the conditional if both branches apply it.

$$
\begin{aligned}
\left(\mathcal{F}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right), \sigma\right) & =\left(\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{F}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{F}\left(e_{f}, \varepsilon\right), \sigma\right) \\
& \Downarrow \text { if } e_{c} \text { then } e_{t} \text { else } e_{f} \\
\left(\mathcal{S}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right), \sigma\right) & =\left(\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{S}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{S}\left(e_{f}, \varepsilon\right), \sigma\right) \\
& \left.\left.\Downarrow \text { if } e_{c} \text { then (shape } e_{t}\right) \text { else (shape } e_{f}\right) \\
& \left.=\text { shape (if } e_{c} \text { then } e_{t} \text { else } e_{f}\right) \\
\left(\mathcal{D}\left(\text { if } e_{c} \text { then } e_{t} \text { else } e_{f}, \varepsilon\right), \sigma\right) & =\left(\text { if } \mathcal{F}\left(e_{c}, \varepsilon\right) \text { then } \mathcal{D}\left(e_{t}, \varepsilon\right) \text { else } \mathcal{D}\left(e_{f}, \varepsilon\right), \sigma\right) \\
& \Downarrow \text { if } e_{c} \text { then }\left(\operatorname{dim} e_{t}\right) \text { else }\left(\operatorname{dim} e_{f}\right) \\
& \left.=\operatorname{dim~(if~} e_{c} \text { then } e_{t} \text { else } e_{f}\right)
\end{aligned}
$$

The next expression is the with-expression. Here we require the programmer to give us the resulting shape with $e_{g e n}$. The $\mathcal{F}$ case is trivial, in the other two cases we can simply use this $e_{g}$ en inside of a new with-expression of which we take the shape of demand, which will discard the computed values.

$$
\begin{aligned}
& \left(\mathcal{F}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right), \sigma\right)=\left(\begin{array}{c}
\text { gen } \mathcal{F}\left(e_{\text {gen }}, \varepsilon\right) \mathcal{F}\left(e_{\text {def }}, \varepsilon\right) \\
\text { with } \mathcal{F}\left(e_{l}, \varepsilon\right) \leq x<\mathcal{F}\left(e_{u}, \varepsilon\right)
\end{array} \text { in } \mathcal{F}(e, \varepsilon), \sigma\right) \\
& \Downarrow \begin{array}{c}
\text { gen } e_{g e n} e_{d e f} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e \\
& \left(\mathcal{S}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right), \sigma\right)=\left(\mathcal{F}\left(e_{g e n}, \varepsilon\right), \sigma\right) \\
& \Downarrow e_{g e n} \\
& =\operatorname{shape}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e\right) \\
& \left(\mathcal{D}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e, \varepsilon\right), \sigma\right)=\left(\mathcal{S}\left(e_{\text {gen }}, \varepsilon\right), \sigma\right) \\
& \left.\Downarrow \text { (shape } e_{\text {gen }}\right)[0] \\
& =\operatorname{dim}\left(\begin{array}{c}
\text { gen } e_{\text {gen }} e_{\text {def }} \\
\text { with } e_{l} \leq x<e_{u}
\end{array} \text { in } e\right)
\end{aligned}
$$

Next we get the let-expression. From our semantics we know that; if the let-expression evaluates to a value $v_{2}$, then there exists an evaluation $v_{1}$ of $e_{1}$ such that expression $e_{2}$ with $x$ mapped to $v_{1}$ evaluates to $v_{2}$.

$$
\left(\left(\text { let } x=e_{1} \text { in } e_{2}, \sigma\right) \Downarrow v_{2}\right) \rightarrow \exists_{v_{1}}:\left(\left(e_{1}, \sigma\right) \Downarrow v_{1}\right) \wedge\left(\left(e_{2}, \sigma\left\{\mathrm{x} \rightarrow v_{1}\right\}\right) \Downarrow v_{2}\right)
$$

Like with VarId, we have separate cases within each rewrite rule, depending on the demand of the variable $x$; $\operatorname{dem}_{x}$, which we find by computing $\mathcal{P V}\left(\lambda x . e_{2}, \gamma\right)[0]$. Here these cases overlap nicely, so we can combine them in a single case where the demand of $x$ is $\mathcal{X}$.

$$
\begin{aligned}
& \text { if } \operatorname{dem}_{x}[3]=\mathcal{X}: \\
& \qquad \begin{aligned}
\left(\mathcal{F}\left(\operatorname{let} x=e_{1} \text { in } e_{2}, \varepsilon\right), \sigma\right) & =\left(\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right) \operatorname{in} \mathcal{F}\left(e_{2}, \varepsilon\right), \sigma\right) \\
& \Downarrow \operatorname{let} x=\mathcal{X}\left(v_{1}\right) \operatorname{in}\left(\mathcal{F}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \varepsilon . \sigma\right) \\
& =\operatorname{let} x=\mathcal{X}\left(v_{1}\right) \operatorname{in}\left(\mathcal{F}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right) \\
& =\left(\mathcal{F}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right) \\
& \Downarrow v_{2}
\end{aligned}
\end{aligned}
$$

if $\operatorname{dem}_{x}[2]=\mathcal{X}:$
$\left(\mathcal{S}\left(\operatorname{let} x=e_{1}\right.\right.$ in $\left.\left.e_{2}, \varepsilon\right), \varepsilon . \sigma\right)=\left(\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right)\right.$ in $\left.\mathcal{S}\left(e_{2}, \varepsilon\right), \sigma\right)$
$\Downarrow \operatorname{let} x=\mathcal{X}\left(v_{1}\right)$ in $\left(\mathcal{S}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \varepsilon . \sigma\right)$
$=\operatorname{let} x=\mathcal{X}\left(v_{1}\right)$ in $\left(\mathcal{S}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right)$
$=\left(\mathcal{S}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right)$
$\Downarrow$ shape $v_{2}$
if $\operatorname{dem}_{x}[2]=\mathcal{X}$ :
$\left(\mathcal{D}\left(\right.\right.$ let $x=e_{1}$ in $\left.\left.e_{2}, \varepsilon\right), \varepsilon . \sigma\right)=\left(\operatorname{let} x=\mathcal{X}\left(e_{1}, \varepsilon\right) \operatorname{in} \mathcal{D}\left(e_{2}, \varepsilon\right), \sigma\right)$
$\Downarrow$ let $x=\mathcal{X}\left(v_{1}\right)$ in $\left(\mathcal{D}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \varepsilon . \sigma\right)$
$=$ let $x=\mathcal{X}\left(v_{1}\right)$ in $\left(\mathcal{D}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right)$
$=\left(\mathcal{D}\left(e_{2}, \varepsilon\{\mathrm{x} \rightarrow \mathcal{X}\}\right), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{1}\right)\right\}\right)$
$\Downarrow \operatorname{dim} v_{2}$

And finally we have function application. From our semantics we know that if; the application-expression evaluates to a value $v_{e}$, then there exists an evaluation $v_{a}$ of $a$ such that expression $e$ with $x$ mapped to $v_{a}$ evaluates to $v_{e}$.

$$
\left(((\lambda x . e) a, \sigma) \Downarrow v_{e}\right) \rightarrow \exists_{v_{a}}:\left((a, \sigma) \Downarrow v_{a}\right) \wedge\left(\left(e, \sigma\left\{\mathrm{x} \rightarrow v_{a}\right\}\right) \Downarrow v_{e}\right)
$$

We again have separate cases within each rewrite rule, depending on the demand of the variable $x$. Here we find this demand with: $\operatorname{dem}_{x}=\mathcal{P V}(\lambda x . e, \gamma)[0]$. Again there is a lot of overlap within these cases, so like before we combine them using $\mathcal{X}$ for the demand we find for $x$.

$$
\begin{aligned}
& \text { if } \operatorname{dem}_{x}[3]=\mathcal{X} \text { : } \\
& (\mathcal{F}((\lambda x . e) a, \varepsilon), \sigma)=((\lambda x . \mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\})) \mathcal{X}(a, \varepsilon), \sigma) \\
& \Downarrow(\lambda x .(\mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \varepsilon . \sigma)) \mathcal{X}\left(v_{a}\right) \\
& =\left(\lambda x .\left(\mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right)\right) \mathcal{X}\left(v_{a}\right) \\
& =\left(\mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right) \\
& \Downarrow v_{e} \\
& \text { if } \operatorname{dem}_{x}[3]=\mathcal{X}: \\
& (\mathcal{S}((\lambda x . e) a, \varepsilon), \varepsilon . \sigma)=((\lambda x . \mathcal{S}(e, \varepsilon\{\mathrm{x} \rightarrow X\})) \mathcal{X}(a, \varepsilon), \sigma) \\
& \Downarrow(\lambda x .(\mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \varepsilon . \sigma)) \mathcal{X}\left(v_{a}\right) \\
& =\left(\lambda x .\left(\mathcal{F}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right)\right) \mathcal{X}\left(v_{a}\right) \\
& =\left(\mathcal{S}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right) \\
& \Downarrow \text { shape } v_{e} \\
& \text { if } \operatorname{dem}_{x}[3]=\mathcal{X}: \\
& (\mathcal{D}((\lambda x . e) a, \varepsilon), \varepsilon \cdot \sigma)=((\lambda x . \mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow X\})) \mathcal{X}(a, \varepsilon), \sigma) \\
& \Downarrow(\lambda x .(\mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \varepsilon \cdot \sigma)) \mathcal{X}\left(v_{a}\right) \\
& =\left(\lambda x .\left(\mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right)\right) \mathcal{X}\left(v_{a}\right) \\
& =\left(\mathcal{D}(e, \varepsilon\{\mathrm{x} \rightarrow X\}), \sigma\left\{\mathrm{x} \rightarrow \mathcal{X}\left(v_{a}\right)\right\}\right) \\
& \Downarrow \operatorname{dim} v_{e}
\end{aligned}
$$

We have now shown that the theorem holds for each of our expressions, which concludes this proof and shows that; for all valid programs $\operatorname{prg}$ in the original semantics, the rewrite $\mathcal{F}(\operatorname{prg}, \emptyset)$ of this program is part of our new semantics and evaluates to the same value as the original program.

## 7 Implementation

Accompanying this paper is a prototypical implementation of the grammar and rules discussed above. The code is based on the languages $\operatorname{SaC}[6]$ and heh[3], and can be found on GitHub ${ }^{1}$. The language is implemented in the strict programming language OCaml[8], throughout this chapter we will see the benefits of choosing this language.

The language consists of three main stages; the parser, the rewrite, and the evaluator. In the parser the user's input is processed and transformed into a tree. The rewrite then applies the rules discussed in this paper to rewrite that program, which is then evaluated in the evaluator, producing a result and printing that to the screen.


Figure 7.1: Program pipeline

### 7.1 Parser

The first step in processing our input is parsing the program. The parser transforms the text file that contains the program to a something that is easily readable by our compiler, we will do this using an abstract syntax tree. This tree consists of nodes of expressions, where each node has subtrees containing the sub-expressions. Leaf nodes of the abstract syntax tree must always be strings (variables) or values. Before parsing we must transform the input program such that it is represented as tokens. This is easily done in OCaml using its built-in lexer[7].

Lets look a look at our shift example again.

```
let shift = \n.\arr.
    let pad = gen (shape (take n arr)) 0 in
    let xs = drop (-n) arr in
    if n > 0 then pad ++ xs
        else xs ++ pad
in
    '1}\mathrm{ https://github.com/JordyAaldering/Bachelor-Thesis
```


### 7.1.1 Abstract Syntax Tree

The root of the abstract syntax tree is then the let expression that defines the function. The first child must be a string, so we get a leaf containing 'shift', the second child is then the lambda expression that describes this function which has children itself, and the final expression is the rest of our program, which we have omitted here. This produces the syntax tree shown in figure 7.2.


Figure 7.2: Abstract Syntax Tree

### 7.2 Rewrite

This syntax tree is then passed on to the rewrite, where the tree will be rewritten using our rewrite rules. Doing this is now very easy because our rules work very well on this syntax tree. Lets say we want to rewrite the outer let-expression.

$$
\mathcal{F}\left(\operatorname{let} x=e_{1} \text { in } e_{2}, \varepsilon\right) \rightarrow \mathcal{F}(\text { let shift }=\text { lambda in body }, \varepsilon)
$$

We can then easily get the three arguments of the expression by getting the three child nodes and continuing the rewrite at each of those children. Implementing this in code is also very easy, as we can simply use pattern matching[9].

### 7.3 Evaluator

After rewriting the abstract syntax tree we pass it on to the evaluator. The evaluator passes over this tree to compute the resulting value. The evaluator also has to keep track of an environment that maps variables to their corresponding values or functions. For instance; when we encounter a let-expression we map the variable to the result of the first expression, and than add that to the environment of the second expression. Using pattern matching again we do certain operations and computations for each expression, which will eventually get us the result after having evaluated the entire tree.

## 8 Performance

There exist very many programs, some of which will profit greatly from our rewrite rules and some of which might not differ at all. This makes evaluating the performance of our rewrite rules in a general case very hard, so instead we will again look at the shift example discussed earlier and see how it fares, to get an idea of the possible performance improvements. This way we can still get an idea of the potential benefits of the rewrite rules, using a realistic example.

Figure 8.1 below shows the performance of both the original and rewritten program when shifting a list of length 20000 by some amount to the right.

Figure 8.1: Running time of shifting a list of length 20000


From our examples we know that most of the performance is gained by rewriting the take n arr expression to a version that only gets its shape. The farther we shift, the longer the original program will spend in the with-expression of this function. This is not necessary in our rewritten program, which is why we see greatly improved performance with an increasing shift distance.

## 9 Conclusion

In this paper we have seen how programs written in array programming languages can be rewritten in a way that finds a balance between strict and lazy evaluation. To do so we have created a small language along with rules which define how to rewrite programs written in this language by rewriting its expressions. This makes use of inference rules which find the required level of information for these expressions. Using a small example we have seen how to apply the knowledge provided by this paper, along with a quick look at the performance benefits of using these rewrite rules.

Along with the paper also comes a prototype, which implements the grammar and rules discussed in this paper. This prototype has shown that these rules can also be used in practise. Using our example program this prototype clearly shows the benefits of this rewrite by showing that the evaluation time can be greatly reduced.

### 9.1 Future work

Although this paper has clearly shown how these rewrite rules can be implemented to improve the performance of programs, the language discussed in this paper is not very extensive, making it hard to use it in actual applications. Instead, this paper has shown a new way of rewriting programs that, with further research, could be used for languages larger than the array programming language shown here. For example, it could be applied to the objects in an object oriented language using the techniques shown in this paper to remove unused properties and computations on these properties, decreasing the computational and memory load of these objects.

One big problem in the language discussed here is that these rewrite rules do not allow for higher order functions. Possible future research could look into extending the results from this paper by allowing rewrites on higher order functions to create a larger, more complete, array programming language.
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