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Abstract. A good object-oriented e�ects system gives the ability to

de�ne abstract regions (or \data groups") of state within objects that can

be extended in subclasses. Then one can specify (for instance) read and

write e�ects on these abstract regions. Additionally, e�ects on \wholly

owned subsidiary" objects should be seen as e�ects on regions of the

owning object. For instance, an assignment within a bucket of a hash

table should be seen as an e�ect on the hash table alone. Correctness

of this transfer of e�ects depends on the bucket being accessible only

through the hash table; it must be unique.

Uniqueness can be guaranteed using destructive reads (in which a unique

variable can be used at most once). Destructive reads are inconvenient,

so most uniqueness systems permit borrowing reads as well, in which

a temporary alias of a unique variable is permitted. But if the unique

variable is read during the lifetime of this alias, the uniqueness invariant

fails. So we wish to ensure that this read e�ect does not happen. For

modularity reasons, we use e�ects annotations on methods to check for

such read e�ects.

Thus we see that e�ects and uniqueness depend on each other. Our

position is that the use of annotations breaks the cyclic dependence as

long as the annotations are given semantics independent of the analyses.

As a semantics of uniqueness annotations is already available, we then

sketch a semantics of e�ects annotations independent of uniqueness. Thus

decoupled, one can prove the correctness of a uniqueness analysis and an

e�ects analysis without regard for the other.

1 Interdependence

Properties of code e�ects and alias con�nement are important when analyzing

the meaning of complex programs. Putting checked annotations on methods

aids sound modular reasoning, because a component of a system can then be

independently veri�ed.
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class Point {

public region Position;

private int x in Position;

private int y in Position;

public scale(int sc)

writes Position

{

x *= sc;

y *= sc;

}

}

class ColorPoint extends Point {

public region Appearance;

private int color in Appearance;

}

class Point3D extends Point {

private int z in Position;

public void scale(int sc)

writes Position

{

super.scale(sc);

z *= sc;

}

}

(a) (b)

Fig. 1. The de�nitions of (a) classes Point and ColorPoint, and (b) class Point3D
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Fig. 2. Hierarchy of regions for class ColorPoint

In this section we motivate e�ects and uniqueness systems and show how each

may depend on the other in the context of a hash table example. In Section 2, we

discuss how the interdependence can be resolved by giving independent semantics

to uniqueness and e�ects annotations. Since a semantics of uniqueness already

exists, we propose the rough outline of a semantics of e�ects annotations.

1.1 E�ects

In an object-oriented e�ects system (such as of Greenhouse and Boyland [8] or

Leino [11]) the mutable �elds of the object are abstracted as \regions" of state

(the term used in this paper) or \data groups" [11]. This abstraction permits

the e�ects of public methods to be declared using public abstractions that hide

the names of actual �elds. Regions are inherited along with �elds and can be

extended to include new regions and �elds. Thus a subclass can extend the

behavior of the superclass's methods to read or write additional �elds. Figure 1

gives an example of a Point class with two subclasses illustrating extension



possibilities. The non-executable annotations are in slanted style. Figure 2

shows the hierarchy of regions within the ColorPoint class.

Often, not all the notional state of an object is actually contained directly

within it. Part of the state of the object is contained in \wholly owned subsidiary"

objects, private objects known only to the implementation of the class. Consider

for example, Java's Vector class; the contents of the vector are stored in an

array, which may need to be changed if the vector outgrows the array. The code

for addElement is basically as follows:

public void addElement(Object elem) {

ensureCapacity(size+1);

contents[size] = elem;

++size;

}

where size and contents are private �elds. Ignoring the e�ects of the call

to ensureCapacity, this code has two side-e�ects: the array in contents is

updated, and the private �eld size is changed. In this case, the size �eld is in

a region Size. Thus the second change can be given as a (read and a) write to

the Size region of the receiver (this) of the method call. The class has a second

region Elements which contains the array �eld, but the array assignment does

not actually change the array �eld itself, it changes the elements of the array

that is stored in the �eld. The indirection causes a problem; it is not useful to

the caller to say that \some array somewhere is changed" or even \some array

which is referred to by a �eld in the region this.Elements is changed."

Instead of treating the array as a separate object, it is preferable to consider

the array to be part of the vector, which is reasonable since the implementation

arranges that every vector has its own array. So we use a transfer of e�ect from

the array to the vector and declare the e�ects of the method as \state in this

vector is changed." The transfer is declared in the Vector class using some

syntax such as the following:

private Object[] list in Elements with [] in Elements;

Here the �eld is placed in the Elements region and the individual array elements

(in a region [] of the array) are placed in the Elements region of the vector.

Figure 3 gives a fragment of a hash table class using e�ects transfer. The e�ects

on �elds of the buckets are transitively transfered to the hash table object itself.

The soundness of this transfer of e�ect depends on several conditions. For our

vector example, it is not enough that the array �eld be private; rather, the client

must not have access to the array object through some other means. Otherwise,

it could observe the e�ect on the array. For instance, two vectors must not use

the same array, otherwise a change in one vector could be observed through the

other vector. The invariant that we need is called a \uniqueness invariant." If

an object is unique, e�ects on its regions can be safely mapped to e�ects on

the object which refers to it. The e�ects analysis checks an e�ects transfer using

uniqueness annotations.



class Bucket {

public region Key, Value, Structure;

Object key in Key, value in Value;

Bucket next in Structure with Key in Key,

Value in Value,

Structure in Structure;

Bucket(Object k, Object v, Bucket n) { ... }

Object get(Object k)

reads this.Key, this.Value, this.Structure, any(Object).Equal

{

if (key.equals(k)) return value;

else if (next == null) return null;

else return next.get(k);

}

.

.

.

}

public class Hashtable {

region Key; region Value; region Structure;

private Bucket[] buckets in Structure with [].Key in Key,

[].Value in Value,

[].Structure in Structure;

private int size = 0 in Structure;

public synchronized Object get(Object k)

reads this.Key, this.Value, this.Structure, any(Object).Equal

{

int h = k.hashCode() % buckets.length;

Bucket b=buckets[h];

if (b == null) return null;

else return b.get(k);

}

.

.

.

}

Fig. 3. Hash tables with e�ects transfer



1.2 Uniqueness

There have been a number of uniqueness proposals: Islands [9], Linearity [2],

Ei�el� [16], Balloons [1], Virginity [15], and Alias Burying [3]. Islands and Bal-

loons are not useful for modeling a vector class because they would not permit

a vector to hold any shared references. Essentially the contents of the vector

would have to be unique or immutable references. Flexible Alias Protection [18]

describes how to avoid these problems but uses ownership [6] rather than unique-

ness.

Baker's Linearity and Minsky's Ei�el� (as well as Hogg's Islands) use de-

structive reads in which a read of a unique variable also implicitly stores null in

it. Destructive reads ensure uniqueness or null; instead of having multiple aliases

to an object, all but one will hold null. Destructive reads, however, are not a

satisfactory solution. First of all, it is diÆcult to program using such \slippery"

variables: many methods that take unique variables must also return them as

well as their normal result. Figure 4 shows how to code the hash table fragment

from Fig. 3 in a system with strict destructive reads (which are underlined). We

assume that operations such as == and [.] are overloaded to work for unique

objects, so that comparisons and array accesses can be made without destroy-

ing unique objects. The second problem is that the code now has many more

side-e�ects than previously, which will be diÆcult to ignore in an e�ects analysis.

More importantly, the code must now be prepared for the fact that the unique

variable may actually be null. For example, the hash table get method must be

prepared for the possibility that the �eld holding the array, or the array element

holding the head of the bucket chain might currently be null due to an ongoing

get call. Such a situation may take place, for instance, if the equals method for

an object requires looking something up in a hash table. Aliasing errors may thus

be transmuted into null pointer errors. While possessing the virtue of immediate

detection, null pointer errors can still have devastating run-time consequences for

the program. More desirable is a static checking system that can ag potential

alias errors at compilation time. For instance, the hash table class does not put

any �elds into the Equals region (that may be read by the equals method). If

an equals method tries to access a hash table, e�ects analysis would ag the

access as an error.1

For these reasons, some systems with destructive reads (such as Ei�el� and

Islands) provide \non-consuming" or \borrowing" reads in which certain kinds

of so-called \dynamic" aliases of unique variables are permitted. Methods can

be written to take borrowed receivers or parameters and promise not to store

them anywhere. At the conclusion of the call, then, uniqueness is restored au-

tomatically. Alias Burying similarly supports controlled aliasing, but as soon as

the unique variable is read, the aliases must be dead (\buried"). In particular,

if a method call may read the unique �eld, even indirectly, it may not be passed

1 Unfortunately the new collections framework requires equals on maps to compare

contents. Personally, I believe it was a mistake to require mutable containers to

override equals and hashCode.



class Bucket {

Object key, value;

unique Bucket next;

Bucket(Object k, Object v, unique Bucket n) { ... }

Pair<Object,unique Bucket> get(Object k) unique

{

if (key.equals(k)) return value;

else if (next == null) return null; // we assume == doesn't destruct

else {

Pair<Object,unique Bucket> p = next.get(k);

next = p.second;

return new Pair<p.first,this>;

}

}

.

.

.

}

public class Hashtable {

private unique Bucket unique [] buckets;

private int size = 0;

public synchronized Object get(Object k)

{

// NB: if buckets is null, we die with a NullPointerException

Pair<int,unique Bucket unique []> p = buckets.unique_length();

buckets = p.second;

int h = k.hashCode() % p.first;

unique Bucket b = buckets[h];

Object result;

if (b == null) {

// NB: b might be null due to an ongoing 'get' call

result = null;

} else {

Pair<Object,unique Bucket> p2 = b.get(k);

result = p.first;

b = p.second;

}

// need to restore array element

buckets[h] = b;

return result;

}

.

.

.

}

Fig. 4. Hash tables with destructive reads (underlined)



an alias of that same �eld. With Alias Burying the uniqueness annotations given

in Fig. 4 can be used with the code of Fig. 3; we do not need destructive reads.

Virginity and Alias Burying both provide ways to check uniqueness statically

without changing the underlying language semantics. In an interesting conver-

gence, both systems require \reads" clauses to ensure that uniqueness is not

compromised [3, 14].

When a unique pointer is passed out of the scope of the owning object in a call

(for example by calling a method), there must not be another call on the owning

object that uses the unique �eld until the �rst call is complete. Otherwise, the

uniqueness invariant would be violated; in the case of destructive reads, a null

pointer would be encountered unexpectedly. In the case of alias burying, one

of the called method's parameters is suddenly no longer valid. Thus the static

analysis needs to ensure that the unique �eld is not read during the dynamic

lifetime of the call. The Alias Burying paper [3] suggests listing the complete set

of �elds read during every procedure but concedes that this requirement breaks

information hiding. A much better solution is to use an object-oriented e�ects

system, but that brings us full circle.

Thus we see e�ects analysis depends on uniqueness analysis which depends

on e�ects analysis. Leino has also noticed this interdependence [12].

2 Resolving the Interdependence

In this section, we show how the interdependence can be resolved soundly by

giving a semantics to the annotations. Then we show how one can give semantics

to uniqueness annotations and �nally we sketch an idea for giving meaning to

e�ects annotations.

2.1 Separating the Analyses

The interdependence is a concern to us when we are trying to determine whether

the e�ects analysis and uniqueness analysis are both sound, and if so, writing a

proof. If both analyses depend on each other, we need to prove the correctness

of both together. In our situation, however, we are working with annotations

on methods and classes that summarize their behavior in particular ways. The

annotations provide some indirection: in the same manner as type checking,

analysis checks the annotations on an entity while using the annotations on

other entities, or (in the case of self-reference) itself.

Proving the soundness of the analysis, then, naturally requires that the an-

notations be assigned some meaning against which the analysis is checked. Fur-

thermore, to avoid tautologies, and to permit the substitution of more accurate

analyses, the semantics should be de�ned at a lower level than the analyses. In

particular, we wish to avoid giving an annotation a meaning such as \Analysis A

gives result B when applied to this method." Rather we are interested in mean-

ings such as safety properties: \Event E will never happen while executing this

method as long as the program state at the point of entry satis�es predicate I."



Assuming then that we can place the semantics on a complete (semi-)lattice

and de�ne our analyses monotonically on this lattice, proving the correctness of

the analysis becomes an application of the theory of abstract interpretation [7].

In particular, we can prove the soundness of a uniqueness analysis separate from

any e�ect analysis, and vice versa.

2.2 Semantics for Uniqueness

In a current paper [4], we give a capability-based low-level language that can

be used to give a meaning to uniqueness annotations. Uniqueness is expressed

through the exclusive holding of read and write access rights. Uniqueness invari-

ant failures are converted into capability failures, so that any analysis that en-

sures the absence of capability failures ensures the correctness of the uniqueness

annotations. Furthermore, the only way lack of an access right can be observed

is through a capability failure, and thus if a program is guaranteed to never

have failures, it can be executed in an environment that ignores access rights

completely. In particular, no space is needed to store the access rights.

2.3 Semantics for E�ects

A useful semantics of e�ects is not yet available. Our earlier paper [8] gives an

indirect basis for de�ning the soundness of e�ects annotations: whether a conict

detection analysis using the e�ects annotations always catches data dependencies

between adjacent program portions. But it does not give a semantics to the

annotations directly, and the conict detection analysis is overly conservative in

several situations.

Leino's abstract variables [10] (from which data groups were derived) have

a clear meaning in the context of a program speci�cation. However, because of

e�ects transfer, when a module speci�cation uses modifies clauses2 the client of

a module cannot make interesting use of the information in a sound manner [13].

Any problem in e�ects transfer shows up as unsoundness in the client, which is

\unfair" because the client has no control or even awareness of the transfer.

The semantics of e�ects could be speci�ed using uniqueness or ownership [17,

5] but that would tie us to a particular system, not directly related to e�ects.

Uniqueness systems �nd it diÆcult to model doubly linked lists and ownership

systems �nd it diÆcult to model transfer. Thus we prefer an e�ects semantics

not depending on the particular method for alias containment.

We suggest instead that the implementation of a method be charged with

ensuring the soundness of e�ects transfer. In particular, the state thus mapped

into the state of another object must not be available to any caller that does not

have access to the object through which the transfer is e�ected. Our position

is that this intuition can be formalized through a run-time hierarchy of actual

regions. E�ects transfer is implemented by mutations on this tree.

2 Leino does not currently use reads clauses.



At the start of a program, the entire state (the set of all �elds) is available for

reads and writes. Whenever a method with an e�ects annotation is called, the

available state is pared down to the intersection of the currently available state

and the state implied by the annotations. The available state is then restored

after the call. When a new object is created, all of its �elds are made available

for both reads and writes. When a �eld with an e�ects transfer is assigned to,

we check that the object's state is fully available for reads and writes (except

perhaps for immutability), and then transform the region hierarchy. If a read

of a �eld outside the permitted area occurs, the state is presumed immutable,

because reads of immutable state need not be declared. It is marked as such for

the duration of the program. When a write occurs, the system checks that the

�eld is in the area currently permitted for writes and that the �eld is not marked

immutable. An error causes evaluation to get stuck.

In this way, we achieve a semantics of e�ect annotations and transfer that

does not depend on a particular de�nition of uniqueness or ownership. The

details of this suggested semantics remain to be worked out.

3 Summary

Two apparently di�erent problems, (1) describing the reads and writes of meth-

ods and (2) upholding uniqueness invariants, are nonetheless interdependent.

The connectivity presses us to de�ne the semantics of e�ects separately from the

semantics of uniqueness. We currently have a promising semantics for unique-

ness, but an e�ects semantics which has the desired properties remains to be

fully eshed out.
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