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Abstract.
has led medical specialists to develop medical guideliwbih are
large nontrivial documents suggesting the detailed stegisshould
be taken by health-care professionals in managing the stisieaa
patient. In the Protocure project the objective has beesdess the
improvement of medical guidelines using formal methodss Pa-
per reports on some of our findings and experiences in quadagk-
ing medical guidelines. In particular the formalisationneéta-level
quality criteria for good practice medicine, which is usedcon-
junction with medical background knowledge to verify theliy of
a guideline dealing with the management of diabetes melijtpe 2
using the interactive theorem prover KIV. For comparisaralagous
investigations have been performed with other techniguelsiding
automatic theorem proving and model checking.

1 Introduction

Computer-based decision support in health-care is a figldaliong
standing tradition, dealing with complex problems in madicsuch
as diagnosing disease and assisting in the prescriptigopobpriate
treatment. The trend of the last decades has been to bamalotie-
cision making more and more on sound scientific evidencgthie
has been calleevidence-based medicif¥#l, 45]. In practice this has
led organisations of medical specialists in particulanare develop
medical guidelines, i.e., structured documents suggetimdetailed
steps that should be taken by health-care professionalairaging
the disease of a patient, to promote standards of medical Edin-
ical concerns about evidence-based medicine have bee {di%]
and there is a potential risk that medical guidelines do hatman
improperly developed [44]. However, guidelines have atsmas to
improve health-care outcomes [44] and may even reduce #is ob
care up to 25% [8].

Researchers in Artificial Intelligence have picked up on ithe
creasing use of medical guidelines and are working towaffés-o
ing computer-based support in the development and depiayofe
guidelines using computer-oriented languages and todls 30].

In health care, the trend of evidence-based medicine|n this work, medical guidelines are considered as realdvexam-

ples of structured documents, which can benefit from forsaéibn,
although experience has shown that looking upon medicdbegjnes
as formal objects is a nontrivial task [29].

One of the reasons for this is that medical guidelines shoatd
be considered static objects as they are changed on a rémdesr
as new scientific evidence becomes available. Rapidly ¢hgrasnd
evolving evidence makes it difficult to adjust guidelinessiich a

way as to keep them up to date. As a consequence, compugst-bas

support of guideline development should also be concerrigdtine
updating of guidelines, i.e., indicate where guidelinesusth be up-
dated in light of new evidence.

In this article, we approach this problem by applying formaith-
ods to checking the quality of medical guidelines. Here, we a
mainly concerned with checking generalquality criteria of good
practice medicine a guideline should comply to. This has lva¢led
the meta-level approach to quality checking of medical elings
[24]. For example, a guideline should preclude the presoripof
redundant drugs, or advise against a prescription of antieyatthat
is less effective than some alternative. Newly obtainedevie may
invalidate properties of a guideline, because, for exantme pa-
tient management options have arisen or financial costs tiave
creased through new developments in drug therapy.

A solid foundation for the application of formal methods tet
quality checking of medical guidelines can already be forider-
ature. In [15, 25] logical methods have been used to anakggeep
ties of guidelines. We have shown in [24] that the theory oftaibive
diagnosis can be taken as a foundation for the formalisatiqual-
ity requirements of a medical guideline in temporal logibisTre-
sult has been used in verifying quality requirements of go@dtice
medicine of alternative treatments [21].

The contribution of this paper, is that we formalise qualéguire-
ments of medical guidelines which include, besides separatt-
ments, also the temporal relations between separate gatdrby
which we mean the order in which they are prescribed. Seamsid,
ing our quality requirements and medical background kndgge

This has given rise to the emergence of a new paradigm for th¥/e interactively verify a guideline dealing with the managst of

modelling of complex clinical processes as a ‘network ok$gs

diabetes mellitus type 2. More specifically, we model thedgline

where a task consists of a number of steps, each step havire a s S @ ‘network of tasks’ using the language Asbru and, aduitip

cific function or goal [15, 28]. Examples of languages thatpsurt
task models, and which have been evolving since the 199€sdie
PRClormal16, 17], Asbru [37, 40], EON [42, 43], and GLIF3 [28].
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verify meta-level properties for this model using KIV, arterac-
tive theorem prover [6]. To the best of our knowledge, veatfian
of a fully formalised guideline, as a network of tasks, usmegdi-
cal background knowledge has not been done before. Thenpeese
framework provides a sound formal foundation for furtheserch
in quality checking of medical guidelines and the tempoedtions
among different treatments involved.



The remainder of this paper is structured as follows. Sec®o
gives an introduction to the Protocure project and the nuzitogy
employed within the projectSection 3 gives an introduction to med-
ical guidelines. Section 4 gives an overview of Asbru, thelgline
representation language used throughout our work. Seétidis-
cusses in more detail the approach to formal verification eflim
cal guideline. It discusses the main elements of a guideliftgmal
language should address and discusses the three typesnékige
involved: background knowledge, the treatment order ingthiele-
line, and the quality requirements. Section 6 discussesarerde-
tail how to formalise these three knowledge types in the exarf
diabetes mellitus type 2. Section 7 discusses in more debail to
translate everything into the KIV system. Section 8 givesrgsults
with interactive verification with the theorem prover KIV.

2 Protocure: Improving medical guidelines by
formal methods

The aim of the Protocure project has been to take the foratlis
of guidelines one step further, by using guideline reprigam lan-
guages for modelling medical guidelines as formal objeots ia-
tegrating them with formal methods for quality checkingeThain
objective of the Protocure project was the assessment deljue
improvement using formal methods, which has been done k&g
methodology shown in Figure 1 [2]. Initially, a medical geflithe is
selected, which is then gradually transformed into a formeptesen-
tation. This transformation basically consists of two m@sad=irstly,
the guideline is modelled in the Asbru language, which inglmge
specifically designed for the modelling of medical guideinAsbru
is described in detail in Section 4. Secondly, the Asbru rhofithe
guideline is transformed in a formal language that can be fise
verification. Formal languages, tools, and techniquesthat been
used within the Protocure project are (1) KIV, an interaetiveorem
prover that uses a variant of temporal logic, (2) Otter, aomatic

theorem prover, and (3) SMV, a model checker that uses cawnput —

tion tree logic and linear temporal logic. These are desdrib more
detail in forthcoming sections.
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Figure 1. The process of guideline formalisation and verification @sadin
the Protocure project.

Closely related to the modelling of the guideline is the nilirtg
of the properties one wants to check for the guideline untdetys
Several sources can be used to obtain such properties, wtech
also need to be translated into a formal language that wilideel for
verification. The simplest properties, so-calkductural properties
[12], are those properties that ensure that the Asbru madeatexd is
correct, e.g., reachability of all states. More complexperties deal
with the medical intentions one wants to obtain when usingidey
line. These can be derived from the guideline text or for eplam

3 http://www.protocure.org

from quality indicators independently developed from thélgline
[18]. Such properties need interpretation and were fourte toarder
to formalise. In this paper, we look, among others, at a §ipegpe
of such complex properties, namely meta-level quality ieoents,
which state requirements for general good medical practice

3 Medical guidelines

Guidelines, medical guidelines, or practice guidelines @l com-
monly used abbreviations for the full term ‘clinical pragtiguide-
line’. An often cited definition of guidelines is the one byl and
Lohr [14]:

Clinical practice guidelines are systematically devetbptte-
ments to assist practitioner and patient decisions abqrbap
priate health care for specific clinical circumstances.

Though ‘protocol’ is often synonymously used for ‘guideina
protocol gives detailed statements abdww one should act in
daily practice, whereas a guideline gives more generahsfically
founded statements abowhat should be done. Protocols are often
seen as more detailed, practice-oriented versions of @ljued27].

In this work the focus is on medical guidelines.

An example of a fragment of a guideline is shown in Figure 2. It
is part of the guideline for general practitioners abouttteatment
of diabetes mellitus type 2 [34]. General practitionerstglines are
normally quite compact. Guidelines for medical specialése often
large —they can be as large as 100 pages — but even then tregtson
of sections similar to our example. Translating a guideilme a clear
and structured fragment such as in Figure 2 can take a lofat;ef
however, the formalisation of a guideline is not the mairufoof the
work presented, which is about verification of a formalisetigline.

— Step 1: diet.
Step 2: if Quetelet index (QK 27, prescribe a sulfonylurea drug;
otherwise, prescribe a biguanide drug.
— Step 3: combine a sulfonylurea drug and biguanide (replaee
of these by ax-glucosidase inhibitor if side-effects occur).
Step 4: one of the following:

e oral antidiabetic and insulin

e only insulin

Figure 2. Tiny fragment of a clinical guideline on the management af di
betes mellitus type 2. If one of the steps= 1, 2, 3 is ineffective, the man-
agement moves to stép+ 1

The diabetes mellitus type 2 guideline provides practéisrwith
a clear structure of recommended actions to be taken forathieat
of the glucose level. This kind of information is typicallgund in
medical guidelines in the sense that medical knowledgernshared
with information about order and time of treatment (e.glfasy-
lurea in step 2), about patients and their environment,(@getelet
index lower than or equal to 27), and finally which drugs ared@ad-
ministered to the patient (e.g., a sulfonylurea drug). Wenifying
the quality of a guideline, the formal language used shotildast
address these elements. We come back to these elementseinieaor
tail in Section 5.1.

4 Medical guidelines in Asbru

Much research has already been devoted to the developmesy-of
resentation languages for medical guidelines. Most of thamk at
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Figure 3. The plan state model, where Satisfiednd) denotes that the environment satisfied the conditiond whereas Satisfiab{eond) denotes that,
theoretically, the environment could still satisfy the dition cond i.e., that no deadline has passed in case of time constraint

manually satisfy the condition) or ‘require confirmationg(, condi-
tions must be explicitly confirmed before they are satisfied)

The plan-bodycontains the actions, sub-plans, or both to be exe-
cuted as part of the plan. The main types of plan-body areigé)-
performed: an action has to be performed by a user, whichresju
interaction, which is not further modelled, (2) singlepstan action
which can be either an activation of a sub-plan, an assighofea
variable, a request for an input value, or an if-then-elsg¢estent,
(3) sub-plans: a set of plans to be performed in a given osiiéer
sequentially, in parallel, in any-order, or unordered, éfdcyclical
plans: a repetition of actions over a time period. In caseibffdans,
it is also required to specify a waiting strategy to descriliech of

guidelines consisting of a composition of actions, whoseceton
is controlled by conditions [27]. However, most of them aoé for-
mal enough for the purpose of our research as they oftenpocate
free-text elements which do not have a clear semantics. oo
to this are PR@rma[16, 17] and Asbru [37, 40]. The latter has been
chosen in our research as a basis to formalise a medicalligide

4.1 Introduction to Asbru

A medical guideline is considered in Asbru as a hierarchitah.
The main components of an Asbru plan are intentions, camdii
plan-body, and time annotations. Furthermore, a plan caa &i@u-  the sub-plans must be completed for the super plan to coegs.,
ments and can alter the value of variables. all sub-plans should be executeua(t-for all ).

Theintentionsare the high-level goals of a plan. Intentions can be  Time annotationsan be associated to various Asbru elements,
expressed in terms of achieving, maintaining, or avoidirggr@ain  e.g., intentions, conditions, plan activations. A time@tation speci-
state or action. The states or actions to which intentiofes gan be  fies (1) in which interval things must start, (2) in which irntal things
intermediate or final (overall). In total there are twelvegible forms ~ must end, (3) their minimal and maximal duration, and (4)farre
of intentions built up by combining elements from the Setshieve,  ence time point.
maintain, avoid, {intermediate, overaj| and{state, actioh.

Conditionscan be associated to a plan to define different aspects .
of its execution. The most important types of condition &tgfilter 4.2 The semantics of Asbru

and setup conditionswhich must be true before a plan can start, helo in th d i f Asb iew h h .
(2) abort conditions, which define when a plan must abort, (@hd To help in the understanding of Asbru we review here the séosan

complete conditions, which define when a started plan fisislue- of Asbru in a semi-formal statechart notation [5]. In Asbplans

cessfully. Conditions can be ‘over-ridable’ (i.e., hegl#rsonnel can

4 filter conditions are conditions about values that cannahgke value, e.g.,
sex= malg whereas setup conditions are conditions about valuesrtapat
change, e.g., glucose level.

are organised in a hierarchy, where a plan may include a nuaibe
sub-plans. The semantics of Asbru is defined in [3] by flatignihe
hierarchy of plans and using one top level control to exealifgans
synchronously. Within each top level step, a step of eveam 8 ex-
ecuted. Whether a plan is able to progress depends on ititiooisd



The plan state model shown in Figure 3 defines the semantit®of quality checking of medical guidelines; however, it is pbks to

main plan hierarchy. The ‘Pla@ontrol’ is divided into a selection
phase, an execution phase, and a termination phase. Eacpqga
into the ‘Considered’ state when it receivesamsidersignal. In this

add more fine-grained temporal operators if they are needed.

Patient groups: Although in practice a guideline is used for the

state itdfilter conditionis checked. If it evaluates to true, control ad- management of a particular patient, recommendations idefjoes

vances to the state ‘Possible’. Then the setup conditiomesied
and if it is passed, control advances to the execution pltiebe. fil-
ter condition is not satisfied or the setup condition is nasfable
anymore (i.e., it is not possible to satisfy the conditiornthia future,
because a deadline has passed), the plan is rejected. Thehsam
pens, if the super-plan terminates. In the execution phaselan
waits for an external signalctivate to be sent by its super-plan.

In state ‘Activated’, the sub-plans are executed, which lmase-
quentially, in parallel, unordered, or in any order, andheacder
determines a different controlling statechart [3]. A plaancsyn-
chronise its sub-plans using the signatmisiderand activate Ad-
ditional control to propagate execution states of a sub-ptaits
parent and vice versa is also present, e.g., the abortiom@rala-
tory sub-plan enforces the parent-plan also to abort. $aspcan
either be completed successfully or aborted, e.g., in tise cd
emergency patient readings.

The complete technical definitions, in addition to the setnarof
the other constructs that are not shown here, can be fourg.in [

5 \Verification of medical guidelines
5.1 Requirements for the verification of guidelines

To be able to verify quality criteria of medical guidelinesing for-

are always written with a certaipatient groupin mind — not
just a single patient. Patient groups are groups of patidras
share common characteristics about their current stateeviqus
states. One can abstract from the actual situation of arpabie
providing a logical language that refers to one or more 8ina,
including the necessary common characteristics, withaindiall
the details. Typical elements for describing the state dfepts

are symptoms, signs, and test outcomes. Here we have chmsen t

use predicate logic with equality and unique names assompti
[32]. For example, the literal ‘Conditighyperglycaemig is used
to represent the patient group of all patients that curyehéve
the condition of hyperglycaemia. Subgroups of patient gsou
can be specified by using a conjunction with additional diter
e.g., ‘Conditiorthyperglycaemiag A QI < 27 specifies the pa-
tient group of patients who have hyperglycaemia and als@ lsav
Quetelet index less than or equal to 27. We sometimes refrtdse
conjunction also in set form, e.g., the latter conjuncti@tdmes
‘{Condition hyperglycaemig QI < 27}'.

Interventions and treatments: An intervention is the act of inter-
vening, interfering, or interceding with the intent of miyilig the
outcome. In medicine, interventions include all medicdicars that
influence the state of a patient or his environment. A treatne

mal methods, we need to have a language that can be used msxprusually restricted to methods that provide a cure for arednor

quality criteria that can be related to the key elements inidegine.
In Section 3, we stated that the key elements in medical gnate
are (at least) order in time, patients, and interventionsceHwe
discuss our choices for a language for the formal representaf
those key elements, used in the remainder of the paper.

disability, however, the terms intervention and treatmemnet often
used synonymously. We have chosen to represent the domain of
terventions by a countable set. Subsets of this set argieted as
treatmentdn which each intervention of the set is applied. Interven-
tions which are not an element of the treatment are assunteit no
be applied. We abstract from medical management details asic

Time: As medical management is a time-oriented process, diagnoghanging drug dosages.

tic and treatment actions described in guidelines are pedd in
a temporal setting. It has been shown previously that thestse,
possibly iterative, execution of a guideline can be desctity means
of temporal logic [25]. This is a modal logic [13], where ridaships
between worlds in the usual possible-world semantics ofahlodic
is understood as time order. In this paper, we will use a naiGa
this logic, based on future-time linear temporal logic. Téweguage
of this logic is first-order logic augmented with the tempapera-
tors listed in Table 1. The semantics of this language isgiwea set
D, representing the universe of discourse, a set of intexfioets I,
for interpreting statements from the first-order logic, anflinction

5.2 \Verification approach

Medical guidelines give recommendations based on the besdt a
able evidence. Although diabetes mellitus type 2 is a carapd
disease, the guideline fragment shown in Figure 2 is nots i
dicates that much knowledge concerning diabetes mellitps £
is missing from the guideline. Verifying whether a guidelifulfils
some property therefore additionally needs the specifinaif back-
ground knowledge

The ideas that we use here to verify quality requirementsfeati-

sucg wheresucdt) is the set of zero or one successors of time pointscal guidelines are inspired by previous work, where a disitm was

of ¢. First-order expressionsat timet are interpreted using} in the
domain D; for example,t £ ¢ means that is satisfied at time
w.r.t. I; and D [13].

made between the different types of knowledge that are \wedoin
defining quality requirements [21]. We assume that theratleast
three types of knowledge involved in detecting the violatd good

Note that thedast modality can only hold in models where at some medical practice:

point following the successor function, no successor sxist all

other modelslast will never hold. Also note that some operators canl. Knowledge concerning the (patho)physiological mectrasiun-

be defined in terms of other operators, el@y = - < - ¢ and

last = e L. A more expressive logic can be gained by including, for

example, theuntil operator, wherep until 1) denotes that eventu-

ally v holds and before that holds. However, as such operators are2.

not used in this paper, they have been omitted.
This logic allows one to look at guidelines formally at a partar
abstraction level. In Section 8, we show this logic to beahlé for

derlying the disease, and the way treatment influences thesk-

anisms. The knowledge involved could be for example causal o

empirical in nature, and is an exampleatfject-knowledge
Knowledge concerning the recommended treatment in estepy
of the guideline and how the choice for each treatment i<tdte
by the state of the patient, i.e., the order information ftbenmed-
ical guideline. This is also an exampleafject-knowledge



Table 1. Used temporal operatorsstands for a time instance

Notation | Interpretation Formal semantics

O o will always be true tEQp eV >t:t'Fp

O » will eventually be true tECpe W >t:t'Ep

o execution does not terminate and the next state satisfieg F o p < 3¢’ € sucdt) : t' F ¢
ey either execution terminates or the next state satigfies | ¢ = e o < V' € sucdt) : ' F ¢
last the current state is the last t F last < sucdt) = @

3. Knowledge concerning good practice in treatment selegthis
is meta-knowledge

The first type of object-knowledge will be calldshckground
knowledge The second type of object-knowledge is the order
formation from the medical guideline, which can be consdea
network of tasks or a hierarchical plan. The plan prescribest-
ment which influences the (patho)physiological mechanjsmmsch
results in information about patient groups that can be tsethe
plan to make the best possible decision in subsequent stbp pfo-
tocol. Incompleteness of background knowledge may |leaalstaffi-
cient knowledge about a patient, which may result in a plakinga
a non-deterministic choice. Of course, the guideline shoatom-
mend the collection of data when possible if this data isiafdor
decision making.

The third type of knowledge, the meta-knowledge, includes-g
eral knowledge about good practice medicine, for examplkfep
ring a treatment over another if it uses a smaller numberwaisiand
has an equal effect on the patient. This knowledge will bm&dised

by quality requirementd.e., (reasoning) patterns that specify the be-

haviour of treatment selection given certain patient deitese qual-
ity requirements can be used as proof obligations in thdigation
of medical guidelines.

In the following section, the three types of knowledge imeal
(background knowledge, medical guideline, and qualityuiesy
ments) are described in more detail in the context of diabatlitus
type 2 and a formalisation in terms of temporal logic as dised in
Section 5.1 is given. In Section 8 the quality requiremergs/arified
with the interactive theorem prover KIV.

6 Formalisation diabetes mellitus type 2 guideline
6.1 Background knowledge

In diabetes mellitus type 2 various metabolic control megras are
deranged and many different organ systems may be affechecbsg
level control, however, is the most important mechanismsde
stage in the natural history of diabetes mellitus type 2,|¢kel of
glucose in the blood is too high (hyperglycaemia) due to ekesed
production of insulin by the B cells. Oral anti-diabeticther stimu-
late the B cells in producing more insulin (sulfonylurea)rdribit the
release of glucose from the liver (biguanide). Effectienef these
oral diabetics is dependent on the condition of the B cellwlly, as
a causal treatment, insulin can be prescribed. The mechariave
been formalised in terms of temporal logic in previous wazk][
and is shown in Figure 4.

For example, axiom (1) denotes the physiological effecissflin
treatment, i.e., administering insulin results in an iased uptake of
glucose by the liver and peripheral tissues. Axiom (8) ptsamder
what conditions you may expect the patient to get cured,vileen
the patient suffers from hyperglycaemia and insulin préidaoof his

(1) Druginsulin) — o (uptakeliver, glucosg = up A
uptakée peripheral-tissuesglucose = up)
(2) uptakeliver, glucose = up — releaséliver, glucose = down
(3) (Drug(SU) A —capacityb-cells insulin) = exhaustegl
in-  — o secretiorfb-cells insulin) = up
(4) DrugBG) — o releasgliver, glucosg = down
(5) (o secretiorib-cells insulin) = up A
Condition hyperglycaemiaA
capacity(b-cells insulin) = subnormalA QI < 27)
— o Condition(normoglycaemia
(6) (o releasgliver, glucosg = downA QI > 27 A
capacity(b-cells insulin) = subnormalA
Condition hyperglycaemig)
— o Conditionnormoglycaemia
(7) ((o releaséliver, glucosg = downvV
o uptaképeripheral-tissuegylucosg = up) A
capacityb-cells insulin) = nearly-exhausted
o secretiorib-cells insulin) = up A
Condition hyperglycaemig)
— o Conditionnormoglycaemia
(8) (o uptakeliver, glucosg = up A
o uptaképeripheral-tissuegylucosg = up A
capacityb-cells insulin) = exhausted\
Condition hyperglycaemig)
— o (Conditionnormoglycaemigv Conditionhypoglycaemig)
(9) (Condition(normoglycaemiac® Condition'hypoglycaemiaa®
Condition hyperglycaemi®) A —(Condition'normoglycaemiaA
Condition hypoglycaemiaA Condition(hyperglycaemig)

Figure 4. Background knowledgeBpy2 of diabetes mellitus type 2.

Drug(z) holds iff drugx is being administered at that moment in time. The

@ operator denotes the exclusive OR operator.

B cells are exhausted, an increased uptake of glucose biy¢haihd
peripheral tissues results in the patient condition chang normo-
glycaemia.

6.2 Asbru model

In Asbru, plans are hierarchically organised in which a pkfers to
a number of sub-plans. The overall structure of the Asbruehofl
our running example (Figure 2), is shown in Figure 5. The syl

plan ‘Treatmentsaand.Control’ sequentially executes the four sub-

plans ‘Diet’, ‘SU.or.BG’, ‘SU_andBG’, and ‘InsulinTreatments’,
which correspond to the four steps of the guideline fragnreRig-

ure 2. The sub-plan ‘Insulifreatments’ is further refined by two
sub-plans ‘Insulicand Antidiabetics’ and ‘Insulin’, which can be ex-
ecuted in any order.

The Asbru specifications of two plans in the hierarchy, ngmel
‘SU_or_BG’ and ‘Insulin Treatments’ are defined as in Figure 6.

In the case of ‘SlWor_.BG’ there is a relationship between the



’ Treatments_and_Contro*

’ Diet ‘ ’ SU_or_BG‘ ’SU_and_Bq ’ Insulin_Treatments‘

’ Insulin_and_Antidiabetic% ’ Insulin ‘

Figure 5. Asbru plan hierarchy of the diabetes mellitus type 2 gurdeli

plan ‘SU_or_.BG’
effects
(QI < 27— SU € Drugs)A
(Ql > 27— BG € Drugs)
abort condition
‘condition = hyperglycaemiaonfirmation required’
complete condition
condition = hypoglycaemis
condition = normoglycaemia

plan ‘Insulin_Treatments’
body anyorder wait for one
‘Insulin_and Antidiabetics’
‘Insulin’

Figure 6. Asbru specifications of two treatments recommended in the di
betes mellitus type 2 guideline.

Quetelet index (QI) and the drug administered. If the Qeeiadex

is less or equal than 27 then SU is administered, else BG isnadm
istered. The plan ‘Slor_.BG’ corresponds to step 2 in the guideline
fragment of Figure 2, which completes if the patient cowditim-
proves, i.e., the patient no longer has hyperglycaemias iEhiep-
resented by theomplete condition The plan ‘SUor_.BG’ aborts
when the condition of the patient does not improve, whictefe-
sented by th@bort condition. It requires a manual confirmation to
ensure that some time passes for the drugs to have an impé#wt on
patient condition.

The plan ‘InsulinTreatments’ consists of two sub-plans, which
correspond to the two options of step 4 in the guideline fragmnof
Figure 2, i.e., either insulin is administered or insulirl @mtidiabet-
ics are administered.

6.3 Quality requirements

Here, we give a formalisation of good practice medicine oflime
cal guidelines. This extends previous work [21], which fatised
good practice medicine on the basis of a theory of abductisean-
ing of single treatments. The context of the formalisatieiy here
is a fully formalised guideline, which consists, besidesimber of
treatments, of a control structure that uses patient indtion to de-
cide on a particular treatment. This contrast with [21], ebhiised a
context of a singly chosen treatment.

Firstly, we formalise the notion of proper guideline according
to the theory of abductive reasoning. Li&the medical background
knowledge,P be a patient groupN be a collection of intentions,
which the physician has to achieve, ahfibe a medical guideline.

Then M is called aproper guideline for a patient group’, denoted
asM € Prp,if:

(M1) BUM U P [~ L (the guideline does not have contradictory
effects), and

(M2) BU M U P = < N (the guideline eventually handles all the
patient problems intended to be managed)

Secondly, we formalise good practice medicine of guidslihet
=, be areflexive and transitive order denoting a preferencegioel
with M <, M’ meaning thaf\/’ is at least as preferretb M given
criterion . With <, we denote the order such thaf <, M’ if
and only if M <, M" andM’ A, M. When both\ <, M’ and
M' <, M hold or when)M and M’ are incomparable w.r.t,, we
say thatM and M’ areindifferent which is denoted a8/ ~ M’. If
in addition to (M1) and (M2) condition (M3) holds, with

(M3) O, (M) holds, whereD,, is a meta-predicate standing for an
optimality criterion or combination of optimality criterip de-
fined asiO, (M) =VM' € Prp : =(M <, M'),

then the guideline is said to ba accordance with good practice
medicinew.r.t. criteriony and patient groug”, which is denoted as
Good, (M, P).

A typical example forO,, is consistency of the recommended
treatment order w.r.t. a preference relatigp over treatmentsi.e.,
O, (M) holds if the guidelineM recommends treatmefit before
treatmentT” whenT’ <, T holds. For example, in diabetes mel-
litus type 2, a preference relation over treatments woultbhain-
imise (1) the number of insulin injections, and (2) the numbg
drugs involved. This results, among others, in the follayvomefer-
ences: sulfonylurea drug biguanide drug, and insulig,, insulin
and antidiabetic<,, sulfonylurea and biguanide drug, sulfony-
lurea or biguanide drues,, diet. A guidelineM would then be in
accordance with good practice medicine if it is consisteitlh this
preference order, e.g., if M first recommends diet before a sul-
fonylurea or biguanide drug.

7 Specification in KIV

Previous sections have given the temporal logic formadieatf the
background knowledge of diabetes mellitus type 2, the tuadi-
quirements, and the Asbru model of the medical guidelinedfer
abetes mellitus type 2. In this section we discuss how thése e
ments can be translated into KIV representations, so tlegt lie-
come amendable to verification.

7.1

KIV is an integrated development environment to develofesys
using formal methods [6]. The specification language of Kd¥ased
on higher-order algebraic specifications. Reactive systan be de-
scribed in KIV by means of state-charts or parallel progranese
we use parallel programs. Parallel programs are modelléallasss.
Let e denote an arbitrary (first-order) expression apda dynamic
variable (see below), then constructs for parallel programlude:
vq = e (assignmends if ¢ then ¢; elseg. (conditionald, while
1 do ¢ (loopg, var vg = e in ¢ (local variable3, patom ¢ end
(atomic execution ¢1 || ¢2 (interleaved executignand[p#(e; vq)]
(call to procedurep with value parameters and reference parame-
tersvg). The semantics of this extended language is defined in [1].
The correctness of systems is ensured by constructing ginof
an interactive theorem prover which is based on higher datgc

Introduction to KIV



with special support for temporal logic, i.e., future-titrgear tem-
poral logic [4]. The logic of Table 1 is extended with statariables

Guideline specific control stucture

vs, Which are variables that are mapped to the same elemengin th v

universe of discourse at each time point. Dynamic variabjesuch
as program variables, may have different interpretatiorifferent
time points. In the upcoming sections, the use of statiaes will
be explicitly mentioned. A speciality of KIV is the use of préd and
double-primed variables: a primed variahig represents the value
of this variable after a system transition, the double-pdmariable
vl is interpreted as the value after an environment transiggatem
and environment transitions alternate, with being equal ta, in
the successive state (cf. Figure 7 and Section 8.1).

system environment
transition transition
A\ \
Asbru model Back d
. ackgroun
of guideline K gl d
+ Effects nowledge

Figure 7. The relation between unprimed and primed variables as teo di
tinct transitions: the system transition (including theébAsmodel and its ef-
fects) and the environment transition (including the backgd knowledge).

7.2 Specification methodology in KIV

The guideline and patient can be looked upon as a systeme{mejl
that interacts with the environment (patient). KIV allowslear dis-
tinction between system and environment transitions bygusiimed
and double-primed variables. Therefore, the Asbru modahig al-
lowed to map variables into primed variables, whereas theamn
ment is only allowed to map primed variables into double pdm
variables. System and environment transitions alterriatgife 7).

However, system transitions in Asbru may involve a large peim
of steps (e.g., signals, plan state changes) before thel mezizhes
a stable state from which no further step can be made uniess ti
progresses or the environment changes. Asbru is mainly &oton
oriented language and many control steps are not consitiete#e
any real time at all. In an interactive theorem prover lik&Khis be-
haviour can be modelled by the introduction of two transitigpes,
micro-stepsand macro-stepg36]. Micro-steps are technical Asbru
steps where time and environment are not allowed to changerdv
steps are temporal steps in which interaction can occurtivilkenvi-
ronment (e.g., plan activations) and are only executed \hene are
no micro-steps possible. The variable ‘Tick’, controlledthe sym-
bolic execution of the Asbru semantics, holds when a mai&p-s
occurs.

In KIV, system descriptions are represented by means ofaf abt
gebraic specifications. These algebraic specificationbe@mriched
with additional algebraic structures, which form a depemgestruc-
ture between the different specifications. To maximisesahility,
several layers are used for representing our framework \n Khe
lowest layer in this dependency structure consists of st@hdata
structures like Booleans and sets, which are typicallyiobthfrom
libraries in KIV. On top of that, all data structures are eganted
necessary for representing the semantics of Asbru. Theimerga
layers consist of the structures dependent on the specifielge
under study. On top of the standard data structures, additiata
structures are represented. For the diabetes case stadiattntypes

Background knowledge

P

Asbru Semantics

T~

Guideline specific data types

T~ e

Standard data structures

Figure 8. Dependency structure of Asbru specifications with— B de-
noting thatA depends o3

are modelled as enumeration types. On top of the asbru siesant
and data structures the background knowledge is represehibe
top layer consists of the control structure of the guidelimkich is
the structure of Figure 5 in the diabetes case study (cf.rEi§u

7.3 Specification of background knowledge in KIV

The background knowledge is translated into algebraicipaions
in KIV. All background knowledge axioms have been reforntedin
terms of preconditions and postconditions. Every elentaattrefers
to the current point in time is interpreted as a precondiéind each
element that refers to the next point in time is interpreted @ost-
condition. The values of these elements are stored in a tlatd\ge,
denoted by ‘Patient’. The patient is modelled by a sequehpaios
[v, ¢], wherew is the name of a variable anda constant denoting
the value of that variable, depending on the point in timedatps to
the patient record are done by appending a pair to the encafeth
guence. Moreover, the most recent value of a varialitea sequence
s is given by the terns[v]. An example of the final translation can be
found in Figure 9.

predicates

Knowledge :patientx patient

axioms
BDM2-1:

Knowledgepre, pos) — (insulin € preftreatment —
posfuptakéliver,glucosg] = up A
posfuptaképeripheral-tissugsglucosg] = up)

BDM2-8:

Knowledgepre, pos) — (posfuptakdliver,glucose] = up
A posfuptaképeripheral-tissueglucosg] = up)
A pre[capacityb-cellsinsulin)] = exhausted
A pre[conditior] = hyperglycaemia—
pos{conditior] = normoglycaemipn

Figure 9. Background knowledge in KIV as a first order predicate using
pre- and postconditions, i.ere andpostare shorthand notations for patient
data structures witpre[v] = ¢ andpos{v] = ¢ referring to the condition =

c of the patient in the current and next state respectively Ti$e ofpre
and post variables is necessary to parameterise the background|dagey
for arbitrary patient data structures. In addition, twonglated rules from
the background formalisation in [21] are shown with BDM2epresenting
Axiom (¢) (cf. Figure 4).

7.4 Specification of Asbru in KIV

As each Asbru plan has a strict format, an algebraic functida
asbru-def’ has been defined for the translation of Asbruslato



KIV specifications. By calling ‘mk-asbru-def’ with the panaters
that constitute a plan, translation of any guideline in Asbecomes
straightforward. The parameters consist of the variouditioms that
control plan state changes, the control type of sub-planist &f
sub-plans, a retry value (for aborted plans), a wait-forditon (for
mandatory sub-plans), and an optional wait-for flag (whethevait
for sub-plans). As there are quite a number of parametefauitde
values are provided to ease specification.

a certain drug as soon as the plan becomes activated, whicdena
pend on the value of other variables like the Quetelet ind&xSec-
tion 6.2). Thebackground knowledges represented in the sequent
using the first-order predicate ‘Knowledge’ and has alrdzehn dis-
cussed in Section 7.3. The environment is in principle atidvio
change every variable arbitrarily. Tlgvironment assumptions-
strict the behaviour of the environment. These restristidr) forbid
the environment to change some variable, (2) force the emvient

The Asbru semantics is implemented as a parallel programto deterministically change a variable (e.g., advancingpek}, and

parametrised with a given Asbru model. Temporal propedfehis
program are proven using symbolic execution and inductign [

7.5 Specification of quality requirements in KIV

With the help of KIV, we have verified that the diabetes guiteis
proper, i.e., that the guideline satisfies conditions (Mid &V2) as
defined in Section 6.3, which is discussed in detail in Suiizes8.1
and 8.2. Meta-level quality requirements are verified in Ki&ing a
sequent” - X where the succedeit is some instantiation of (M3)

and the antecedeifit is a fixed structure that consists of the initial

state of the patient and the Asbru model, the Asbru modelethe
fects of treatments, the background knowledge, and theamwient
assumptions. The sequent in Figure 10 is an example spécifica
KIV of the quality requirement that each patient is everiyualired
from hyperglycaemia.

/* Initial state of patient */
Patienfconditior] = hyperglycaemia
/* Initial state of guideline */
AS[Treatmentsand Control = inactive . . .,
/* Asbru model */
[asbru# (Treatmentsand.Controt AS, P)],
[* Effects */
O (AS[SU.or_BG| = activated—
BG € Patient[treatment A .. .),
/* Background knowledge */
O Knowledge Patient, Patient’)
/* Environment assumption */
O (AS"[Treatmentsand Control =
AS'[Treatmentsand.Contro| A ...)
',
/* Property */
< (Patienfconditiol = hypoglycaemia/
Patienfcondition = normoglycaemin
Figure 10. Specification in KIV of the quality requirement that eachigatt
is eventually cured from hyperglycaemia.

Theinitial stateof thepatientand theAsbru modeére represented
using additional data structures [35]. The patient datepsasented
in a data structure ‘patient-data-history’, which in FigloO is set to
the patient groud Condition hyperglycaemig}. The initial state of
the Asbru model is represented using a data structure ‘A%ymwd
‘asbru-state’, which keeps track of all plan states oveetiand in
which initially each plan is set to inactive. Thesbru modebf the
guideline describes the control structure, and its spetidin in KIV
has already been discussed in Section 7.4. &ffexts of treatments
specify in KIV the behaviour of plans in the Asbru model. This

a direct translation of theffectsattribute used in the Asbru model,

which specifies the expected behaviour of plans (cf. Se&idh In
our diabetes case study the effects of plans are the adratiist of

(3) guarantee certain variable assignments in a nondetistiniway
(e.g., the existence of a value when a signal is sent).

8 \Verification using KIV
8.1 Consistency of background knowledge

Property (M1) ensures that the formal model including théras
guideline and the background knowledge is consistent. Thigli
state is — in our case — described as a set of equations and it ha
been trivial to see that they are consistent. The guidesiggvien as
an Asbru plan. The semantics of any Asbru plan is defined ira pr
gramming language where every program construct ensusieshn
resulting reactive system is consistent: in every stepptbgram ei-
ther terminates or calculates a consistent output for raryitinput
values. The Asbru plan, thus, defines a total function betwee
primed and primed variables in every step (Figure 7). Thentda
defining the effects maps the output variables of the guidet in-
put variables of the patient model. Again, it has been tritoasee
that this mapping is consistent.

The background knowledge defines our patient model. We con-
sider the patient to be part of the environment which is theticn
between the primed and the double primed variables in evepy §
the patient model ensures that for an arbitrary primed shate ex-
ists a double primed state, the overall system of altergafirideline
and environment transitions is consistent: given an ir(itiaprimed)
state, the guideline calculates an output (primed) st effects
define a link between the variables of the guideline and thialies
of the patient model; the patient model reacts to the (prjroethut
state and gives a (double primed) state which is again ilophetAs-
bru guideline in the next step. In other words, the relatietwleen
the unprimed and the double primed state is the completetséasi-
tion. The additional environment assumptions referrintheAsbru
environment do not destroy consistency as the set of resdri@ri-
ables of the environment assumption is disjunct to the sedridbles
of the patient model.

It remains to ensure consistency of the background knowledg
which we defined as a predicate ‘knowledge’. Consistencybsan
shown by proving the property

Vpre. Ipost. ‘knowledge'(pre, post)

which ensures that the relation is total. In order to prow this
property holds an example patient has been constructedyivgr
that the example patient is a model of the background knayaéhs
been fully automatic.

8.2 Successful treatment

In order to verify property (M2), i.e., the guideline eveally man-
ages to control the glucose level in the patient’s blood,amfohas
been constructed. The verification strategy in KIV is syrithek-
ecution with induction [1]. The plan state model introduded3]



defines the semantics of the different conditions of a plahigum-
plemented in KIV by a procedure called ‘asbru’, which is syfb
ically executed. Each plan can be in a certain state, matellth
a variable ‘AS’ (i.e., ‘inactive’, ‘considered’, ‘ready*activated’,
and ‘aborted’ (or ‘completed’)) and a transition to anotbete de-
pends on its conditions. In the initial state, the top levehgTreat-
mentsand Control’ (abbreviated ‘tc’) is in ‘inactive’ state. Aftexe
ecuting the first step, the plan is ‘considered’, after whéghcution
continues as described in [3]. The execution is visualigeal proof
tree (cf. Figure 11), where the bottom node is the start obitezu-
tion and splits if there is a case distinction.

Patients whose capacity of the B cells is ‘normal’ are curét w
diet, while for other patients diet will not be sufficient. thnis case,
we assume that the doctor eventually aborts the diet tretrinée
use induction to reason about the unspecified time periodhichw
diet is applied. As an invariant,

is activated

Patient[‘capacity(B-cells,insulin) # normal

is used. In the next step, the doctor has either aborted aiadiet’

is still active. In the second case, induction can be appkeéden
‘diet’ is aborted, ‘tc’ sequentially executes the next plarich is
‘SU_or_.BG’ (cf. Figure 5).

The second treatment ‘Sbr_.BG’' goes, as each Asbru plan,
through a sequence of states, i.e., ‘inactive’, ‘considereeady’,
‘activated’, and ‘aborted’, and thus becomes first ‘congdeand
after some steps becomes ‘activated’ (cf. Figure 11). k¢hse, ei-
ther SU or BG is prescribed, depending on the Quetelet index Q
For a patient whose B cell capacity is ‘subnormal’, the backgd
knowledge ensures that the condition of the patient immovaus,
for the rest of the proof we can additionally assume that

nearly—exhausted
capacity is cured

Patient['capacity(B-cells,insulin)’ # subnormal O
[capacity( ke capacity is cured

After ‘SU_or_BG’ aborts, the third treatment (‘SEndBG’) is exe-
cuted in similar fashion, where patients with nearly exied 8 cell
capacity are cured. Thus, after aborting the first thredrreats the
precondition concerning the B cell capacity can be stresngtl to

Patient|‘capacity(B-cells,insulin] # ‘normal’
A Patient[‘capacity(B-cells,insulin) # ‘subnormal’
A Patient|‘capacity(B-cells,insulin) # ‘nearly-exhausted’

which, under the assumption that the only possible valuethef
capacity are normal, subnormal, nearly-exhausted, andusxéd,

yields: capacity is cured

Patient|['capacity(B-cells,insulin)] = exhausted

This statement together with the background knowledgereaghat
the prescription of insulin, which is prescribed in both fit@at-
ments ‘Insulin’ and ‘Insulinand Antidiabetics’, finally cures the pa-
tient.

8.3 Optimality of treatment

With respect to property (M3), an optimality criterion oftuide-
line is that no treatments are prescribed that are not inrdacce
with good practice medicine (Section 6.3), i.e., some pesfee re-
lation < between treatments exists and the guideline never prescrib
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atreatment” such tha” < 7" and7" cures the patient group under Figure 11. Overview of the proof that the guideline eventually manaaes

consideration.
In our case study the preference for treatments is baseconith
imisation of (1) the number of insulin injections, and (2¢ thumber

patient problems, which is explained in Section 8.2.



of drugs involved (cf. Section 6.3). We have defined this gisime-
flexive, transitive ordeK such that for all treatmentg, it holds that
insulin < T andT < diet. Furthermore, the treatments prescribing
the oral anti-diabetics sulfonylurea and biguanide arerimgarable.
The proof obligation is then as follows:

O(Vr: Good< (T, Patient) — T < Patient|‘treatment])

whereGood< (T, Patient) denotes thaf” is a treatment according
to good practice medicine fdPatient, as defined in [24]. To prove
this, the following axiom was added to the system:

OPatient['QlI'] = Patient”['QI']

i.e., the Quetelet index does not change during the run giribtecol.
This axiom is needed, because the decision of prescribiregtent
is not exactly at the same time as the application of thertreat and
therefore the decision of prescribing this treatment cbelthased on
a patient with a different Quetelet index than the patieat #ttually
takes the drugs.

Proving this property in KIV was done in approximately 1 day u
ing several heuristics for the straightforward parts. Theotem was
proven using two lemmas for two specific patient groups. taltdt
took approximately 500 steps, of which nearly 90% were dare-a
matically, to verify this property.

8.4 Order of treatments

Finally, another instance of (M3) was proven. This propgtyases
that the order of any two treatments in the protocol is caestsvith
the order relation as we have defined in Subsection 6.3. leroth
words, in case a patient may receive multiple treatments |ahs
radical treatments are tried first. The formalisation ofgihaperty in
KIV was done as follows:

OVr(Tick AT = Patient|treatment]
— O(last Vv (Tick — —(T < Patient[treatment)))))

At each time, the current treatment is bound to a static blri@.e.,
unchanged by symbolic executidl) which can be used to compare
against subsequent steps in the protocol. For any futups,sie re-
quire that either the protocol completdast holds) or that activated
treatments are not more preferred tHanrhe additional ‘Tick’ vari-
able is needed in the formalisation to abstract from tecrsgstem
steps.

This property also had a high degree of automation with rgugh
800 steps in total. The reason for this slightly higher nundfesteps
is due to nested temporal operators.

9 Discussion

As the interest in medical guidelines continues to growrdahe a
need for criteria to asses the quality of medical guidelidA@smpor-
tant method for the appraisal of medical guidelines washiced
by the AGREE collaboration [9]. A solid foundation for thepdipa-
tion of formal methodso the quality checking of medical guidelines,
using simulation of the guideline [15, 31] and theorem pmgwiech-
nigues [25], can also be found in literature.

In [25], logical methods have been used to analyse progeofie
guidelines, formalised as task networks. In [24], it wasvaihohat
the theory of abductive diagnosis can be taken as a foumdé&dio
the formalisation of quality requirements of a medical gliite in

temporal logic. This result has been used to verify quakityuire-
ments of good practice medicine of treatments [21]. Howenethe
latter work, the order between treatment depending on thditon
of the patient and previous treatments was ignored. In tjep we
consider elements from both approaches by including meloézk-
ground knowledge in the verification of complete networksasks.
This required a major change to the previous work with resjoethe
formulation of quality criteria, because quality is now defil with
respect to a complete network of tasks instead of individresit-
ments as presented in [24].

Compared to previous work concerning the verification of net
works of tasks, the meta-level approach we have presenterl he
has a number of advantages. In the meta-level approachtygisal
defined independently of domain specific knowledge, ands&on
quently, proof obligations do not have to be extracted frodere
nal sources. One successful attempt of the latter was expant
[18], where quality criteria are formalised on the basis rudtiu-
ments to monitor the quality of care in practice, i.e., matlio-
dicators. Firstly, the question is whether these indicatbased on
compliance with medical guidelines, coincide with the @yabf
the guideline itself. Secondly, it has been our experieheg it is
far from easy to find suitable properties in external soyrbesause
these sources may not be completely applicable, e.g. aypiother
guidelines may address different problem in the manageuofehe
same disease. Thirdly, many useful quality criteria of gliftes are
implicit, making this approach fundamentally limiting.timis sense,
the meta-level approach provides a more systematic metirathé
formulation of proof obligations and, thus, verification odical
guidelines.

In summary, in this study we have setup a general framewark fo
the verification of medical guidelines, consisting of a ncatiguide-
line, medical background knowledge, and quality requingisieA
model for the background knowledge of glucose level coritrdia-
betes mellitus type 2 patients was developed based on aajjéerer
poral logic formalisation of (patho)physiological meckans and
treatment information. Furthermore, we developed a th&mrgual-
ity requirements of good practice medicine based on theryheo
abductive diagnosis. This model of background knowledgkthe-
ory of quality requirements were then used in a case studyhintw
we verified several quality criteria of the diabetes medlitype 2
guideline used by the Dutch general practitioners. In thse caudy
we use Asbru to model the guideline as a network of tasks aid KI
for the formal verification.

In the course of our study we have shown that the general frame
work that we have setup for the formal verification of medgaite-
lines with medical background knowledge is feasible and tha
actual verification of the proposed quality criteria can bealwith a
high degree of automation. We believe both the inclusion edical
background knowledge and task networks to be necessargetem
for adequately supporting the development and managerherdad
ical guidelines.

10 Comparison with other formal verification
techniques

Formal methods: Verification using symbolic calculation can
be mechanised using the methods of several types of reasonin
such as model checking, constraint solving, theorem pgowatc.
Figure 12 shows a range of formal methods ranging from cheap
to incomplete to very expensive and complete (loosely based

a picture by Rushby). The work that is presented in this paper



of the latter kind, which has certain advantages, e.g., aviges
insight in the proof structure. For each case, it is relétiveasy

under-constrained. In [19] a constraint-based approacisesl for
model checking the conformance of medical protocols. Aclél

to inspect the proof tree and to find out the reason why a certai background knowledge can be incorporated in the model @hgck

quality criterion holds. On the other hand, KIV is a tool wétvery
expressive logic, which may result in an additional ovecheden
verifying quality criteria of medical guidelines. Thusniiakes sense
to look at cheaper methods for verification of medical gurds.
This is particularly important when guidelines are rapidfydated,
where fully automated formal methods are most realistidoBe
work on model checking and automated theorem proving of ca¢di
guidelines is briefly discussed.

ASSURANCE
/_//
interactive
automated theorem proving
theorem proving
model
checking

invisible

formal

methods

EFFORT

Figure 12. A spectrum of formal methods for formal verification allogin
a tradeoff in the properties one can verify (assurance déinahagainst the
effort one needs to invest to obtain results (effort dimemysi

Model checking: Model checking is an effective technique for veri-
fying properties of a formal system. In model checking, acHjza-
tion about a model, which is usually some form of transitipsiem,

is expressed as (temporal) logic formulas, and efficiendratyns
traverse the states of the system to verify whether the fopesodn
holds or not. Extremely large state-spaces can be traverseshort
amount of time. The first model checkers verified the coresgrof
discrete state systems, but have been extended to alsoitieatal-
time and probabilistic reasoning.

In the Protocure project, a mapping has been developed for au

matically transforming guidelines in the Asbru languag® iIBMV
for model checking purposes [7]. As the mapping is made iMY,S
this transformation abstracts from the notion of time. Hemot ev-

ery property can be verified using SMV [26]. Model checking ha
been found to be very useful when constructing the Asbru mode [4]

[12] defines a number of structural properties which shoadub-
filled by a good quality Asbru model. By model checking thesecs
tural properties of the Asbru model, one can quickly cheektiodel
during development. Hence, model checking provides a gaatkt
off between effort and assurance for these kind of propertiew-
ever, the framework as specified in [7] is unable to deal witran
complex properties that deal for example with time.

In another study [19], model checking has been used to clineck t

conformance of medical guidelines with medical protocatkjch
are local adaptations by hospitals of medical guidelinedififerent
view towards medical guidelines was followed in [19] congzhto
the program-like view presented in the current paper. Asicaéd
guidelines often omit many details, e.g., common senseon@as
about first informing a patient before treatment, guidediaee often

approach by using modular model checking [22]. This allows o
to verify a property with respect to a restricted part of thedei.
For example, one can restrict the model to those states dhatrea
to common sense medical practice, such as the fact thatatisgn
usually occurs before treatment of the patient.

Automated theorem proving: Previously, it was shown that for rea-
soning about models of medical knowledge, for example irctre
text of medical expert systems [23], classical automategaring
techniques (e.g., [33, 46]) are a practical option. In [204,studied
the use of automatic theorem proving techniques for queltigcking
medical guidelines. In this context, reasoning about Agbans is
not feasible, however, simple treatment plans can be edatidectly

in temporal logic. Translation of temporal logic yields atrected
first-order theory, e.g., the temporal formua can be interpreted
as byVv: (t <t — p). Such a formalisation is suitable for use in
standard resolution-based theorem provers. Note thaautipe, this
is not a fully automated process, as the theorem prover rieduts
guided in the use of (resolution-)strategies and sometihig$elp-
ful to define lemmas. Nonetheless, automated theorem [waeer
quire less interaction than interactive theorem proveusthiérmore,
it is possible to add background knowledge to the systemraeise
adding background knowledge to a transition system willegalty
result in a state explosion making model checking infeasibl
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This appendix gives a bhit more details about the specificatfand
reasoning about Asbru plans in KIV. More details about tipeesen-
tation is described in Protocure deliverables [38, 39] aedéchnical
report [36].

The syntax of Asbru is defined with several algebraic spezific
tions in KIV. Figure 13 gives an overview of the specificaicand
their dependency structure. The specifications with a b&XTGat-
tached belong to the library specifications included in Khdare
not shown in detail. We discuss only some of the more impbrtan
design choices in more detail below.

The *‘asbru-clock-basic’ specification defines the data tgpleru-
clock’, which is a two-component counter, with the first campnt
being either an integer or infinity, and the second compobeinty a
natural number. The first counter of the clock counts the sieps
the system has gone through, i.e., the macro-steps (cfioBéetR).
Aninteger is used as the absolute number is unimportans.altaiws
lemmas to be inserted at different time points without tHéadilty
with natural numbers that there exists some zero time pattt that



asbru-abstracted

asbru-basic

plan-com

environment-aggregation
‘ environment-aggregation-basic ‘
‘ abstract-asbru—condition ‘ \

¢ ‘ environment-aggregation—part-basic

asbru-def-basic

‘ abstract-asbru—condition-basic ‘ :
¢ bool-tuple

‘ abstract-condition ‘

— ~.

‘ condition ‘ ‘ abstract-condition-basic ‘ ‘ plan-type
T — rE—
plan—com-basic
‘ condition—basic ‘ ‘ plan-type-basic ‘

\ cut
bool-sync

‘ cyclical-time-annotation ‘

v

‘ cyclical-time-annotation-basic ‘

variables

patient-data—history

‘ abstract-time-annotation ‘
basic \

‘ patient-data—history-basic ‘ ‘ abstract-time-annotation-basic ‘

variables:

‘ abstract-asbru—clock ‘

gdata-value ‘ ‘ time-annotation ‘ ) ¢ \
v v i

‘ abstract-ashru-clock-basic ‘ ‘ asbru-state—history

‘ data-value ‘ time—annotation-basic ‘

asbru-state-history-basic ‘

plan-state
plan-state-basic

interval—basic

sring-list
‘ asbru-clock-basic ‘ ostore-sync

CcuT

odynfun

CcuT

prepair
 ) cut

Figure 13. Definition of syntax of Asbru plans.




one cannot go back infinitely back in time. The second coustar
micro-step counter.

The ‘asbru-clock’ enriches the asbru clock, which adds tione
ality for moving back and forward in time. As micro-steps tgeh-
nical steps that do not represent real time steps they arelatéd to
concepts such as ‘earlier’ or ‘later’. It is therefore nossible to ad-
dress individual micro-steps, but only to a list of statest thas been
reached in between two macro-steps.

The ‘interval-basic’ creates a rudimentary time-interualng a
pair of asbru-clocks.

The ‘ostore-sync’ specification adds the specification efghed-
icate ‘'sync’. This is needed to come around difficulties veiéimcur-
rent access to data types within synchronous parallel ¢xecun
general synchronous write access from more than one prtcess
variable is seen as a clash and the result of such a clash adex be
fined in a number of ways. For example, the result can be (19arho
from the result of one of the processes, (2) arbitrary, (8yésults of
both processes (e.g., when they access different fieldsarray), or
(4) an inconsistency leading to an abort of the program. Fliac’
predicate postpones the decision how to react to clashealkns
it to be specified on the case study level.

The ‘history’ specification is a generic specification witle type
of the included dynamic function left undefined. This alloevee to
define generic simplification rules and reuse them for mlelt§pec-
ifications. In the Asbru specification the history constisaised for
the variable history, the Asbru state history, and the patiata his-
tory. The selectors in the history are basically time poihtg inter-
vals have also been added to increase modularisation.

The most important data structures within the specificatiofis-
bru are the ‘asbru state’, ‘patient data’, and ‘patient’eThsbru
state’ stores all configurations of Asbru plans, i.e., tbairent state
according to the semantics of the state-chart (cf. Figw@&!® ‘pa-
tient data’ stores all the known values about the patiente Nthat
there is a difference between the ‘patient’ data structock’patient
data’ data structure, as the former contains informati@muatheac-
tual conditionof the patient, while the latter represents trewl-

edgethe medical staff has about the patient. The knowledge may b

outdated as the values in the patient may have changed.

The plan states known by Asbru are defined in the specificatio

‘plan-state-basic’, which is enriched by ‘plan-state’ tecluded ad-
ditional concepts to summarise some of the plan states, teqni-
nated’ summarises the states ‘completed’, ‘rejected’, ‘ahdrted’.
The synchronisation between plans is specified in ‘plan*camch
gathers the signals that may be sent from a super-plan tespec-

asbru-def = mk-asbru-def
(. filter : asbru-condition;
. .setup : asbru-condition;
. .suspend : asbru-condition;
. .reactivate : asbru-condition;
..complete : asbru-condition;
. .abort : asbru-condition;
. .type : plan-type;
. .retry : bool;
. .subplans : string-list;
. .wait-for : wait-for;
. .opt-wf : bool;

Figure 14. Syntax of Asbru plans using ‘mk-asbru-def’.

tive sub-plans. The signals are represented in internghlas to
shield them from the environment which simplifies the setgiand
their proofs as environmental non-interference does ne¢ iha be
specified separately.

The interface to the Asbru specification is an algebraic tggleru-
def’ in KIV, which simply defines a structure of the form in Fig
ure 14. Each Asbru plan is transformed into KIV using the latgi
function ‘mk-asbru-def’ by filling in the values used by thekku
plan for its parameters.

Appendix B - Symbolic execution of Asbru

This appendix gives a bit more details about reasoning ahshitu
plans in KIV. More details about the symbolic execution isctéed
in the Protocure deliverable [35] and technical report [36]

The proof method in K1V is based on a sequent calculus witksrul
of the form:

Fl (o Al Fn F An

name.

T'FA
Rules are applied bottom-up. Rul@amerefines a given conclusion
' A with n premissed’; - A;. Furthermore, KIV uses rewrite
rules to rewrite sub-formulas, which are of the form

=,

to replace a formulg by an equivalent formulg anywhere within
a given sequent.

The idea of symbolic execution of arbitrary temporal forasul
(e.g., Asbru plans) is to normalise the temporal formulasiedform
T A o ¢, which separates the possible first transitions from the tem
poral formulas describing the system in the next state. Hmeigl
pattern of the normal form is given by

name :

T0 N\ last Vv \/ 7_’:1(E|X7;.T7; A Ogﬁi),

with X; static variables occurring both in transitienand systen®;
to capture the link between these formulas. The opetagaiis in-
gluded as the system may also terminate. The rules in KI\Atoite
arbitrary temporal formulas to normal form are describefd]n

After normalisation, the sequent can be rewritten usingrtihes

"Yis I andex Ito eliminate disjunction and quantification.

6 THFA ¢, TFA o[X0/x],TFA
oV, I'EA IX.,THA

where X is a fresh static variable with respect to the variables in
free@)\{ X }Ufree(T’, A). For the remaining premises

disl zl

ToNlastk 7 Aog;

the two ruledst andstpcan be applied

T[54 ar an] F T[X0X2A )y an] ¢ stp
7, last - 7,00k

where X, X1, X, are fresh with respect to free(p). Note that rule
Ist deals with the situation when execution terminates andred f
dynamic variablesd - no matter if they are unprimed, primed, or
double primed - are replaced by fresh static variablelhe result is
aformulain pure predicate logic with static variables owliich can
be proven with standard first-order reasoning. The stp@advances
the trace one step. The values of the dynamic variallesd A" in
the old state are stored in fresh static variablesand X,. Double
primed variables are unprimed variables in the next stéatalll, the
leading next operators are discarded and the proof methuthoes
with the execution of;.

Ist




Table 2. Notation

Temporal Logic Operators and StatementgSections 5 and 6)

Op, <O p,0p,ep,last See Table 1

B Background knowledge

T Treatment

P Patient group

N Medical intentions

M Medical guideline

Drug(x) Holds if and only if drugr is administered at that point in time

SuU Sulfonylurea drug

BG Biguanide drug

Ql Quetelet index

T=,T Treatmentl” is at least as preferred as treatmént

Good, (T, P), Good,(M, P) | Treatmentl’, respectively, medical guidelin®, is in accordance with good practice medicine for
patientP and criteriap

Asbru (Sections 4 and 6.2)

considered, possible, activated, suspended, aborteghletad | Plan states
filter, setup, complete, abort Conditions controlling execution
consider, activate Synchronizing signals

Specification in KIV (Sections 7 and 8)

Vs, Vd A static, respectively, dynamic variable, which has a camstrespectively changing, interpretation on each ti

point

v, vl v}, is the value ofv, after a system transitiom;] is the value ob/, after the environment transition, i.e., the val

of vg4 in the next state

Knowledgéepre, post) | For patient data structurgse andpost with pre denoting the current state apdstthe next state of the patient,

the predicate Knowledge defines the relation that must hetidenpre andpost

s[v] The value of variable in algebraic sequence

s[v, (] Algebraic sequence, wherev is updated with value
AS The internal state of the Asbru program

Tick A macro-step in the asbru execution

me

e

Appendix C - Notation

Table 2 provides a summary of the notation used in this paper.



