
Supplementary Material for ‘Gaussian Process Regression with
Censored Data Using Expectation Propagation’

Perry Groot, Peter Lucas
Radboud University Nijmegen, the Netherlands

{perry,peterl}cs.ru.nl

Abstract

We provide implementation details and code for censored regression with Gaussian pro-
cesses as published in (Groot and Lucas, 2012).

1 Implementation details

1.1 Reparametrization

Since the σ parameter is restricted to (0,∞), the
likelihood is reparameterized in order to obtain
an unconstrained optimization problem. This
can, for example be done by reparameterizing
the likelihood in terms of w where

w = log(σ2), σ2 = exp(w) (1)

The transformed parameter w is unrestricted.
The probability density of w given a probability
density for σ2 is given by

pw(w) = |J |pσ2(exp(w)) = σ2pσ2(σ2) (2)

where J = ∂ exp(w)
∂w is the Jacobian of the trans-

formation between parameters (Gelman et al.,
2003).

1.2 Likelihood derivatives
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where zl = (fi − l)/σ, zu = (fi − u)/σ.

1.3 Site derivatives

The following term is needed when evaluating
the gradients of the marginal likelihood esti-
mate ZEP with respect to the likelihood param-
eters (Seeger, 2005)
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which depends on whether yi is censored from
below or above or non-censored. If yi = l, let
N (f |l, σ2)q\i = ZlN (f |c, C). Then
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If l < yi < u
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If yi = u, let N (f |u, σ2)q\i = ZuN (f |c, C).
Then
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where Ẑi, σ̂2, µ̂i refer to the corresponding mo-
ments in (Groot and Lucas, 2012), Section 2.3.2.

1.4 Moments

The moment equations are given in (Groot and
Lucas, 2012), Section 2.3.2. Some care has to
be taken with the implementation of φ(z)

Φ(z) since

lim
z→−∞

φ(z) = lim
z→−∞

Φ(z) = 0 (7)



For small values of z one can use the tight upper
bound (Rasmussen and Nickisch, 2010)
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and furthermore make use of
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