|Probability distribution |

e Probability distribution P: attaches a num-
ber in (closed) interval [0, 1] to Boolean ex-
pressions

e Boolean algebra B (for two variables rain and
happy):
T (true),
rain, —rain,
happy, —happy,
rain A happy,..., rain A happy A —happy, ..
—rain A\ happy,..., rain\ happy,
—rainV happy,..., L (false)

such that:

— L < rain, rain < (rainv happy), ... (in
general L < x for each Boolean expres-
sion z € B);

— x < T for each Boolean expression = € B

Probability distribution

e A probability distribution P is defined as a
function P : B — [0, 1], such that:

- P(1)=0
- P(M=1

— P(aVvb) = P(a) + P(b), if aANb= L with
a,be B

o Examples:

— P(rainV happy) = P(rain) + P(happy), as
rain A happy = L (why? Because I define
it that way)

P(rain A happy) = P(L) =0

P(=rain Vv rain) = P(-rain) + P(rain) =
P(T)y=1

= P(—rain) =1 — P(rain)

0 < P(rain) <1

Probability distribution

e Boolean algebras (sets):

- TR

- leo

—as A

- —as A

—(aVvd) s (AUB)

— (anb) < (AN B)

—a<(avb)e AC(AUB)

with < 1-1 correspondence, e.g.

P(Rain) = 1 — P(Rain)

e Conditional probability distribution:

P(happy | rain)

probability of happy assuming that rain is
true

Conditional probability

(Example: flu and fever)

e P(flun fever): chance of flu and fever at the
same time

e P(flu|fever): chance of flu knowing that the
person already has fever (conditional proba-
bility)

e Definition:

P(flu A fever)

P(fever)
/

adjust P(flu A fever), so
that uncertainty in ‘fever’

P(flu| fever) =

is removed

e Recall: P(Flun Fever) is different notation,
with same meaning as P(flu A fever)




Reversal of chances

e P(h|e) (e.g. P(flu]| fever)) is usually un-
known:

P(flu| fever)

flu fever
H E
(hypothesis) (evidence)
e Known is:
P(e|h) P(fever| flu) =0.9
P(h) P(flu) = 0.05
P(e) P(fever) = 0.09
P(fe fl
flu (fever| flu) fever
P(flu) = 0.05 P(fever) = 0.09

Bayes’ rule (the ‘chance reverter’):

P(h|e) = P(e|h)P(h)/P(e)

Bayes and marginalisation

e Bayes' rule — reversal of chances:

P(fever| flu)y = 0.9
P(flu) = 0.05
P(fever) = 0.09

P(fever | flu)P(flu)
P(fever)
= 0.9-0.05/0.09=0.5

P(flu| fever) =

e Marginalisation and conditioning:
P(e) = P(eAh)+ P(eA—h)
= P(e| B)P(h) + P(e | =h) P(=h)
since P(aVvb) = P(a)+ P() ifanb= 1,
P(e) = P(enT)
= P(en(hV —h))
= P((eAh)V (eA—h))

and P(e | h) = P(e Ah)/P(h)




