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## Preface

Mathematics is about the formal structures underlying counting, measuring, transforming c. It has developed fundamental notions like number systems, groups, vector spaces, ee e.g. [316], and has studied their properties. In more recent decades also "dynamical" eatures have become a subject of research. The emergence of computers has contributed to his development. Typically, dynamics involves a "state of affairs", which can possibly be observed and modified. For instance, the contents of a tape of a Turing machine contribute to its state. Such a machine may thus have many possible states, and can move from one state to another. Also, the combined contents of all memory cells of a computer can be understood as the computers state. A user can observe part of this state via the screen (or via the printer), and modify this state by typing commands. In reaction, the compute號
 orrectress or security of these systems. It involves a specification describing the required baviou, together with a correctess proof demonstrating that a given implementation satisfies the specification. Mathematicians and
apture the essence of state-based dynamics, such as automata (in various forms), transicapture the essence of state-based dynamics, such as automata (in various forms), transi-
ion systems, Petri nets, event systems, etc. The area of coalgebras ${ }^{1}$ has emerged within ion systems, Petri nets, event systems, etc. The area of coalgebras has emerged within
heoretical computer science with a unifying claim. It aims to be the mathematics of computational dynamics. It combines notions and ideas from the mathematical theory of dyamical systems and from the theory of state-based computation. The area of coalgebra is still in its infancy, but promises a perspective on uniting, say, the theory of differential equations with automata and process theory and with biological and quantum computing, y providing an appropriate semantical basis with associated logic. The theory of coalge bas may be seen as one of the original contributions stemming from the area of theoretica omputer science. The span of applications of coalgebras is still fairly limited, but may in he future be extended to include dynamical phenomena in areas like physics, biology or economics - based for instance on the claim of Adleman (the father of DNA-computing) hat biological life can be equated with computation [31]; or on [331] which gives a coalgebraic description of type spaces used in economics [197]; or on [52] describing network ynamics that is common to all these areas; or on [433] using coalgebras in biological modelling; or on [6,235] where coalgebras are introduced in quantum computing.
Coalgebras are of surprising simplicity. They consist of a state space, or set of states , ap applied to a state. The map $X \rightarrow F(X)$ captures the dynamics in the form of
 or non-deterministic computation $X \rightarrow \mathcal{P}(X)$, or $F(X)=\{\perp\} \cup X$ for possibly non

[^0] $K$ satisfying appropriate equations, see e.g.g $[82$ Such a structure forms an example of a coalgebra (as used in this book) for the functor $X \mapsto K \times(X \otimes X)$.
terminating computations $X \rightarrow\{\perp\} \cup X$. At this level of generality, algebras are de scribed as the duals of coalgebras (or the other way round), namely as maps of the form $F(X) \rightarrow X$. One of the appealing aspects of this abstract view is the duality between structure (algebras) and behaviour (coalgebras).

## Computer science is about generated behaviour

What is the essence of computing? What is the topic of the discipline of computer science? Answers that are often heard are 'data processing' or 'symbol manipulation'. Her we follow a more behaviouristic approach and describe the subject of computer science as generated behaviour. This is the behaviour that can be observed on the outside of a computer, for instance via a screen or printer. It arises in interaction with the environment, as a result of the computer executing instructions, laid down in a computer program. The aim of computer programming is to make a computer do certain things, i.e. to generate behaviour. By executing a program a computer displays behaviour that is ultimately produced by humans, as programmers.

This behaviouristic view allows us to understand the relation between computer science and the natural sciences: biology is about "spontaneous" behaviour, and physics concen rrates on lifeless natural phenomena, without autonomous behaviour. Behaviour of a sys ern biology or physics is ofres described as evolion, where evolutions in physics are lack inherent directionality and predictability [163] Does this mean that behaviour is de terministic in (classical) physics, and non-deterministic in biology? And that coalgebras of corresponding kinds capture the situation? At this stage the coalgebraic theory of modelling has not yet demonstrated its usefulness in those areas. Therefore this text concentrates on coalgebras in mathematics and computer science.
The behaviouristic view does help in answering questions like: can a computer think? Or: does a computer feel pain? All a computer can do is display thinking behaviour, or pain behaviour, and that is it. But it is good enough in interactions-think of the famous Turing test-because in the end we never know for sure if other people actually feel pain. We only see pain behaviour, and are conditioned to associate such behaviour with certain internal states. But this association may not always work, for instance not in a different culture: in Japan it is common to touch ones ear after burning a finger, for Europeans this is non-standard pain behaviour. This issue of external behaviour versus internal states is nicely demonstrated in
kill a "Mark III Beast" robot once it starts displaying desperate survival behaviour with corresponding sounds, so that people easily attribute feelings to the machine and start to feel pity.
These wide-ranging considerations form the background for a theory about computa ional behaviour in which the relation between observables and internal states is of centra importance.
The generated behaviour that we claim to be the subject of computer science arises by a computer executing a program according to strict operational rules. The behaviour is typically observed via the computer's input \& output (I/O). More technically, the program can exitable (initial) algebra $F(P) \rightarrow P$ where the expression (or functor) $F$ captures the signature of the operations for forming progs. The operational rules for the behaviour programs are described by a coalgebra $P \rightarrow G(P)$ where the functor $G$ captures the kind of behaviour that can be displayed-such as deterministic, or with exceptions. In abstract of behaviour that can be displayed-such as deterministic, or with exceptions. In abstract
form, generated computer behaviour amounts to the repeated evaluation of an (inductively defined) coalgebra structure on an algebra of terms. Hence the algebras (structure) and coalgebras (behaviour) that are studied systematically in this text form the basic matter at the heart of computer science.

One of the big challenges of computer science is to develop techniques for effectively
stablishing properties of generated behaviour. Often such properties are formulated positively as wanted, functional behaviour. But these properties may also be negative, like in computer security, where unwanted behaviour must be excluded. However, an elaborate ogical view about actual program properties within the combined algebraic/coalgebraic setting has not been fully elaborated yet

## Algebras and coalgebras

The duality with algebras forms a source of inspiration and of opposition: there is a "hateove" relationship between algebra and coalgebra. First, there is a fundamental divide. Think of the difference between an inductively defined data type in a functional programming language (an algebra) and a class in an object-orined proganemg langage (a oalgebra). The data type is completely determined by its "constructors": algebraic oper ations of the form $F(X) \rightarrow X$ going into the data type. The class however involves an internal state, given by the values of all the public and private fields of the class. This state can be observed (via the public fields) and can be modified (via the public methods). These operations of a class act on a state (or object) and are naturally described as "destructors" ointing out of the class: they are of the coalgebraic form $X \rightarrow F(X)$.
Next, besides these differences between algebras and coalgebras there are also many correspondences, analogies, and dualities, for instance between bisimulations and congrunces, or between initiality and finality. Whenever possible
as work
As already mentioned, ultimately, stripped to its bare minimum, a programming lanalgebra that arises (as so-called initial algebra) from the programming language that is being used. Each language construct corresponds to certain dynamics (behaviour) captured via a coalgebra. The program's behaviour is thus described by a coalgebra acting on the state space of the computer. This is the view underlying the so-called structural operational semantics. Coalgebraic behaviour is generated by an algebraically structured program This is a simple, clear and appealing view. It turns out that this approach requires a certain level of compatibility between the algebras and coalgebras involved. It is expressed in terms of so-called distributive laws connecting algebra-coalgebra pairs. These laws appear in Chapter 5.

## Coalgebras have a black box state space

Coalgebra is thus the study of states and their operations and properties. The set of states is best seen as a black box, to which one has limited access-like with the states of a computer mentioned above. As already mentioned, the tension between what is actually inside and what can be observed externally is at the heart of the theory of coalgebras. Such tension also arises for instance in quantum mechanics where the relation between observables and states is a crucial issue [334]. Similarly, it is an essential element of cryptography that parts of data are not observable-via encryption or hashing. In a coalgebra it may very well be the case that two states are internally different, but are indistinguishable as ar as one can see wionly equivabe Bisimilaity is ane of abser a coalgebras see Chapter 3 Also important are irvariant properties of states: once such property holds, it continues to hold no matter which of the available operations is applied see Chapter 6. Safety properties of systems are typically expressed as invariants. Finally, pecifications of the behaviour of systems are conveniently expressed using assertions and pecifications of the behaviour of systems are conveniently expressed using assertions and
modal operators like: for all direct successor states (nextime), for all future states (henceforth), for some future state (eventually), see also Chapter 6. This text describes these basic elements of the theory of coalgebras-bisimilarity, invariants and assertions. It is meant as an introduction to this new and fascinating field within theoretical computer science. The
text is too limited in both size and aims to justify the grand unifying claims mentioned above. But hopefully, it does inspire and generate much further research in the area.

## Brief historical perspective

Coalgebra does not come out of the blue. Below we shall sketch several, relatively in dependent, developments during the last few decades that appeared to have a commo coalgebraic basis, and that have contributed to the area of coalgebra as it stands today. Thi short sketch is of course far from complete.

1. The categorical approach to mathematical system theory. During the 1970s Arbib, Manes and Goguen, and also Adámek, analysed Kalman's [263] work on linear dynamical systems, in relation to automata theory. They realised that linearity does not really play a role in Kalman's famous results about minimal realisation and dunot really play a role in Kalman's famous results about minimal realisation and du-
ality, and that these results could be reformulated and proved more abstractly using ality, and that these results could be reformulated and proved more abstractly using
elementary categorical constructions. Their aim was "to place sequential machines elementary categorical constructions. Their aim was "to place sequential machines
and control systems in a unified framework" (abstract of [39]), by developing a noand control systems in a unified framework" (abstract of [39]), by developing a no-
tion of "machine in a category" (see also [12, 13]). This led to general notions of state, behaviour, reachability, observability, and realisation of behaviour. However the notion of coalgebra did not emerge explicitly in this approach, probably becaus the setting of modules and vector spaces from which this work arose provided too little categorical infrastructure (especially: no cartesian closure) to express these re sults purely coalgebraically.
2. Non-well-founded sets. Aczel [8] formed a next crucial step with his special set Non-well-founded sets. Aczel
theory that allows infinitely descending $\epsilon$-chains, because it used coalgebraic terminology right from the beginning. The development of this theory was motivated by the desire to provide meaning to Milner's theory CCS of concurrent processes with po desire to provide meaning to Milner's theory CCS of concurrent processes with potentialy infinite behaviour. Therefore, the notion of bisimulation from process
theory played a crucial role. An important contribution of Aczel is that he showed theory played a crucial role. An important contribution of Aczel is that he showed
how to treat bisimulation in a coalgebraic setting, especially by establishing the first link between proofs by bisimulations and finality of coalgebras, see also $[11,9]$.
3. Data types of infinite objects. The first systematic approach to data types in com puting [155] relied on initiality of algebras. The elements of such algebraic structures are finitely generated objects. However, many data types of interest in computer science (and mathematics) consist of infinite objects, like infinite lists or trees (or even real numbers). The use of (final) coalgebras in $[423,40,181,347]$ to capture such strucurs provided a rogron lage [396, 178, 179]
4. Initial and final semantics. In the semantics of program and process languages it appeared that the relevant semantical domains carry the structure of a final coalgebra (sometimes in combination with an initial algebra structure [135, 123]). Especially in the metric space based tradition (see e.g. [50]) this insight was combined with Aczel's techniques by Rutten and Turi. It culminated in the recognition that "com patible" algebra-coalgebra pairs (called bialgebras) are highly relevant structures, de scribed via distributive laws. The basic observation of [413, 412], further elaborated in [59], is that such laws correspond to specification formats for operational rules on (inductively defined) programs (see also [274]). These bialgebras satisfy elementary properties like: observational equivalence (i.e. bisimulation wrt. the coalgebra) is congruence (wrt. the algebra).
5. Behavioural approaches in specification. Reichel [364] was the first to use so called behavioural validity of equations in the specification of algebraic structures
hat are computationally relevant. The basic idea is to divide ones types (also called sorts) into 'visible' and 'hidden' ones. The latter are supposed to capture states, and are not directly accessible. Equality is only used for the "observable" elements of visible types. For elements of hidden types (or states) one uses behavioural equality instead: two elements $x_{1}$ and $x_{2}$ of hidden type are behaviourally equivalent if ity $\left(x_{1}\right)=t\left(x_{2}\right)$ for each term $t$ of visible type. This means that they are equal as far as can be observed. The idea is further elaborated in what has become known as hidden algebra [154], see for instance also [142, 384, 69], and has been applied to describe classes in object-oriented programming languages, which have an encapsulated state space. But it was later realised that behavioural equality is essentially bisimilarity in a coalgebraic context (see e.g. [311]), and it was again Reichel [366] who first used coalgebras for the semantics of object-oriented languages. Later on they have been applied also to actual programming languages like Java [244].
6. Modal logic. A more recent development is the connection between coalgebras and modal logics. In general, such logics qualify the truth conditions of statements, concerning knowledge, belief and time. In computer science such logics are used to sitions between states. Temporal logic is a part of modal logic which is particularly suitable for reasoning about (reactive) state-based systems, as argued for example in $[356,357]$, via its nexttime and lasttime operators. Since coalgebras give abstract formalisations of such state-based systems one expects a connection. It was Moss [328] who first associated a suitable modal logic to coalgebras-which inspired much subsequent work [370, 371, 294, 216, 229, 343, 289], see [290] for a recent overview. The idea is that the role of equational formulas in algebra is played by modal formulas in coalgebra

## Position of this text

There are several recent texts presenting a synthesis of several of the developments in the area of coalgebra $[246,414,165,378,292,344,167,15,249]$. This text is a first systematic presentation of the subject in the form of a book. Key phrases are: coalgebras are general dynamical systems, final coalgebras describe behaviour of such systems (often as infinite objects) in which states and observations coincide, bisimilarity expresses observational indistinguishability, the natural logic of coalgebras is modal logic, etc.

During the last decade a "coalgebraic community" has emerged, centered around the workshops Coalgebraic Methods in Computer Science, see the proceedings [240, 247, 367, 100, 330, 169, 21, 141, 18, 242, 386], the conferences Coalgebra and Algebra in Computer Science (CALCO), see [121, 332, 297, 99], and the associated special journal issues [241, 48, 101,170,22, 19,243]. This text is specifically not focused on that community, but trie, reach a wider audience. This means that the emphasis lies-certainly in the beginningon explaining the theory via concrete examples, and on motivation rather than on generality and (categorical) abstraction

## Coalgebra and category theory

Category theory if a modern, abstract mathematical formalism that emerged in the 1940s and 1950 s in algebraic topology. It has become the preferred formalism in the area of semantics of datatypes and programming languages since it adequately captures the relevant phenomena and makes it possible to express similarities between different structures (like sets, domains and metric spaces). The field of coalgebra requires the theory of categories already in the definition of the notion of coalgebra itself-since it requires the concept of a functor. However, the reader is not assumed to know category theory: in this text the intention is not to describe the theory of coalgebras in its highest form of generality,
making systematic use of category theory right from the beginning. After all, this is only an introduction. Rather, the text starts from concrete examples and introduces the basics of category theory as it proceeds. Categories will thus be introduced gradually, without making it a proper subject matter. Hopefully, readers unfamiliar with category theory can thus pick up the basics along the way, seeing directly how it is used. Anyway, most of the examples that are discussed live in the familiar standard setting of sets and functions, so that it should be relatively easy to see the underlying categorical structures in a concret setting. Thus, more or less familiar set-theoretic language is used most of the time, bu with a perspective on the greater generality offered by the theory of categories. In this way we hope to serve the readers without background in category theory, and at the same time offer the more experienced cognoscienti an idea of what is going on at a more abstrac level-which they can find to a limited extent in the exercises, but to a greater extent in the literature. Clearly, this is a compromise which runs the risk of satisfying no-one: the description may be too abstract for some, and too concrete for others. The hope is that it does have something to offer for everyone.
In the first half of the book (Chapters $1-3$ ) the formalism of categories will not be very prominent, for instance, in the restriction to so-called polynomial functors which can be handled rather concretely. This is motivated by our wish to produce an introduction that is accessible to non-specialists. Certainly, the general perspective is always right around the corner, and will hopefully be appreciated once this more introductory material has been digested. Certainly in the second half of the book, starting from Chapter 4, the language of ategory theory will be inescapable.
Often the theory of categories is seen as a very abstract part of mathematics, that is not very accessible. However, it is essential in this text, for several good reasons.

1. It greatly helps to properly organise the relevant material on coalgebras.
2. Only by using categorical language the duality between coalgebra and algebra can be fully seen-and exploited.
3. Almost all of the literature on coalgebra uses category theory in one way or another Therefore, an introductory text that wishes to properly prepare the reader for further study cannot avoid the language of categories
4. Category helps you to structure your thinking and to ask relevant questions: ah, this is mapping is a functor! What structure does it preserve? Des it have an adjoint?

In the end, we think that coalgebras form a very basic and natural mathematical concept and that their identification is real step forward. Many people seem to be using coalgebra in various situations, without being aware of it. Hopefully this text can make them aware nd can contribute to a better understanding and exploitation of these situations. And hopefully many more such application areas will be identified, further enriching the theory of coalgebras.

## Intended audience

This text is written for everyone with an interest in the mathematical aspects of computational behaviour. This probably includes primarily mathematicians, logicians and (theoretical) computer scientists, but hopefully also an audience with a different background such as for instance mathematical physics or biology, or even economics. A basic level o mathematical maturity is assumed, for instance via familiarity with elementary set theory and logic (and its notation). The examples in the text are taken from various areas. Each bachelor or early master level-and for testing ones own understanding in self-study
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## Chapter 1

## Motivation

This chapter tries to explain why coalgebras are interesting structures in mathematics and computer science. It does so via several examples. The notation used for these examples will be explained informally, as we proceed. The emphasis at this stage is not so much n precision in explanation, but on transfer of ideas and intuitions. Therefore, for the time being we define a coalgebra-very informally-to be a function of the form:

$$
S \xrightarrow{c} \begin{array}{|ccc|}
\hline \cdots & S & \cdots  \tag{1.1}\\
\hline
\end{array}
$$

What we mean is: a coalgebra is given by a set $S$ and a function $c$ with $S$ as domain and with a "structured" codomain (result, output, the box $\cdots$ ), in which the domain $S$ may occur again. The precise form of these codomain boxes is not of immediate concern.

Some terminology: We often call $S$ the state space or set of states, and say that the coalgebra acts on $S$. The function $c$ is sometimes called the transition function or also ransition structure. The idea that will be developed is that coalgebras describe general state-based systems" provided with "dynamics" given by the function $c$. For a state $x \in S$, the result $c(x)$ tells us what the successor states of $x$ are, if any. The codomain $\cdots$ is often called the type or interface of the coalgebra. Later we shall see that it is a functor
A simple example of a coalgebra is the function,

$$
\mathbb{Z} \xrightarrow{n \mapsto(n-1, n+1)} \mathbb{Z} \times \mathbb{Z}
$$

with state space $\mathbb{Z}$ occurring twice on the right hand side. Thus the box or type of this coalgebra is: $(-) \times(-)$. The transition function $n \mapsto(n-1, n+1)$ may also be written using $\lambda$-notation as $\lambda n .(n-1, n+1)$ or as $\lambda n \in \mathbb{Z} .(n-1, n+1)$
Another example of a coalgebra, this time with state space the set $A^{\mathbb{N}}$ of functions from N to some given set $A$, is:

$$
A^{\mathbb{N}} \xrightarrow{\sigma \mapsto(\sigma(0), \lambda n \cdot \sigma(n+1))} A \times A^{\mathbb{N}}
$$

In this case the box is $A \times(-)$. If we write $\sigma$ as an infinite sequence $\left(\sigma_{n}\right)_{n \in \mathbb{N}}$ we may write this coalgebra as a pair of functions 〈head, tail) where

$$
\text { head }\left(\left(\sigma_{n}\right)_{n \in \mathbb{N}}\right)=\sigma_{0} \quad \text { and } \quad \text { tail }\left(\left(\sigma_{n}\right)_{n \in \mathbb{N}}\right)=\left(\sigma_{n+1}\right)_{n \in \mathbb{N}}
$$

Many more examples of coalgebras will occur throughout this text.
This chapter is devoted to "selling" and "promoting" coalgebras. It does so by focusing on the following topics.

1. A representation as a coalgebra (1.1) is often very natural, from the perspective of state-based computation.
2. There are powerful "coinductive" definition and proof principles for coalgebras.
3. There is a very natural (and general) temporal logic associated with coalgebras.
4. The coalgebraic notions are on a suitable level of abstraction, so that they can be recognised and used in various settings.
Full appreciation of this last point requires some familiarity with basic category theory. It will be provided in Section 1.4.
1.0.1. Remark. Readers with a mathematical background may be familiar with the notion of coalgebra as comonoid in vector spaces, dual to an algebra as a monoid. In that case one has a "counit" map $V \rightarrow K$, from the carrier space $V$ to the underlying field $K$, together with a "comultiplication" $V \rightarrow V \otimes V$. These two maps can be combined into a single map $V \rightarrow K \times(V \otimes V)$ of the form (1.1), forming a coalgebra in the present sense. The notion of coalgebra used here is thus much more general than the purely mathematical one.

### 1.1 Naturalness of coalgebraic representations

We turn to a first area where coalgebraic representations as in (1.1) occur naturally and may be useful, namely programming languages-used for writing computer programs. What are programs, and what do they do? Well, programs are lists of instructions telling a computer what to do. Fair enough. But what are programs from a mathematical point of view? Put differently, what do programs mean ${ }^{1}$ ? One view is that programs are certain functions that
take an input and use it to compute a certain result. This view does not cover all programs: take an input and use it to compute a certain result. This view does not cover all programs: systems, without really producing a result. But we shall follow the view of programs functions for now. The programs we have in mind do not only work on input, but also on what is usually called a state, for example for storing intermediate results. The effect of program on a state is not immediately visible, and is therefore often called the side-effect of the program. One may think of the state as given by the contents of the memory in the computer that is executing the program. This is not directly observable.
Our programs should thus be able to modify a state, typically via an assignment like $i=5$ in a so-called imperative programming language ${ }^{2}$. Such an assignment statement is interpreted as a function that turns a state $x$ into a new, successor state $x^{\prime}$ in which the value of the identifier $i$ is equal to 5 . Statements in such languages are thus described via suitable "state transformer" functions. In simplest form, ignoring input and output, they map a state to a successor state, as in:

$$
\begin{equation*}
S \xrightarrow{\text { stat }} S, \tag{1.2}
\end{equation*}
$$

where we have written $S$ for the set of states. Its precise structure is not relevant. Often the set $S$ of states is considered to be a "black box" to which we do not have direct access, so hat we can only observe certain aspects. For instance via a function $i: S \rightarrow \mathbb{Z}$ representing the above integer $i$. The value $i\left(x^{\prime}\right)$ should be 5 in the result state $x^{\prime}$ after evaluating the assignment $i=5$, considered as a function $S \rightarrow S$, like in (1.2).
anis descerplises that statements one quickly realises

[^1]successor state. This typically happens because of an infinite loop, for example in a while statement, or because of a recursive call without exit.

There are two obvious ways to incorporate such non-termination

1. Adjust the state space. In this case one extends the state space $S$ to a space $S_{\perp} \stackrel{\text { def }}{=}$ $\{\perp\} \cup S$, where $\perp$ is a new "bottom" element not occurring in $S$ that is especially used to signal non-termination. Statements then become functions:

$$
S_{\perp} \xrightarrow{\text { stat }} S_{\perp} \quad \text { with the requirement } \quad \operatorname{stat}(\perp)=\perp .
$$

The side-condition expresses the idea that once a statement hangs it will continue to hang.
The disadvantage of this approach is that the state space becomes more complicated, and that we have to make sure that all statements satisfy the side-condition, namely that they preserve the bottom element $\perp$. But the advantage is that composition of statements is just function composition.
2. Adjust the codomain. The second approach keeps the state space $S$ as it is, but adapts the codomain of statements, as in:

$$
S \xrightarrow{\text { stat }} S_{\perp} \text { where, recall, } S_{\perp}=\{\perp\} \cup S .
$$

In this representation we easily see that in each state $x \in S$ the statement can either hang, when $\operatorname{stat}(x)=\perp$, or terminate normally, namely when $\operatorname{stat}(x)=x^{\prime}$ for some uccessor state $x^{\prime} \in S$. What is good is that there are no side-conditions anymore. But composition of statements cannot be defined via function composition, because the types do not match. Thus the types force us to deal explicitly with the propagation of non-termination: for these kind of statements $s_{1}, s_{2}: S \rightarrow S_{\perp}$ the composition $s_{1} ; s_{2}$, as a function $S \rightarrow S_{\perp}$, is defined via a case distinction (or pattern match) as:

$$
s_{1} ; s_{2}=\lambda x \in S . \begin{cases}\perp & \text { if } s_{1}(x)=\perp \\ s_{2}\left(x^{\prime}\right) & \text { if } s_{1}(x)=x^{\prime}\end{cases}
$$

This definition is more difficult than function composition (as used in 1 . above), but it explicitly deals with the case distinction that is of interest, namely between nontermination and normal termination. Hence being forced to make these distinctions explicitly is maybe not so bad at all.
We push these same ideas a bit further. In many programming languages (like Java [43]) programs may not only hang, but may also terminate "abruptly" because of an exception An exception arises when some constraint is violated, such as a division by zero or an access a [i] in an array a which is a null-reference. Abrupt termination is fundamentally different from non-termination: non-termination is definitive and irrevocable, whereas a program can recover from abrupt termination via a suitable exception handler that restores normal termination. In Java this is done via a try-cat ch statement, see for instance [43, 162, 226].
Let us write $E$ for the set of exceptions that can be thrown. Then there are again two obvious representations of statements that can terminate normally or abruptly, or can hang.

1. Adjust the state space. Statements then remain endofunctions ${ }^{3}$ on an extended state space:

$$
(\{\perp\} \cup S \cup(S \times E)) \xrightarrow{\text { stat }}(\{\perp\} \cup S \cup(S \times E))
$$

${ }^{3}$ An endofunction is a function $A \rightarrow A$ from a set $A$ to itself.

The entire state space clearly becomes complicated now. But also the side-conditions are becoming non-trivial: we still want $\operatorname{stat}(\perp)=\perp$, and also $\operatorname{stat}(x, e)=(x, e)$, for $x \in S$ and $e \in E$, but the latter only for non-catch statements. Keeping track of for $x \in S$ and $e \in E$, but the latter only for non-catch statements. Keeping track of tion of statements is still function composition in this representation.
2. Adjust the codomain. The alternative approach is again to keep the state space $S$ as it is, but to adapt the codomain type of statements, namely as:

$$
\begin{equation*}
S \xrightarrow{\text { stat }}(\{\perp\} \cup S \cup(S \times E)) \tag{1.3}
\end{equation*}
$$

Now we do not have side-conditions and we can clearly distinguish the three possible termination modes of statements. This structured output type in fact forces us to make these distinctions in the definition of the composition $s_{1} ; s_{2}$ of two such statements $s_{1}, s_{2}: S \rightarrow\{\perp\} \cup S \cup(S \times E)$, as in:

$$
s_{1} ; s_{2}=\lambda x \in S . \begin{cases}\perp & \text { if } s_{1}(x)=\perp \\ s_{2}\left(x^{\prime}\right) & \text { if } s_{1}(x)=x^{\prime} \\ \left(x^{\prime}, e\right) & \text { if } s_{1}(x)=\left(x^{\prime}, e\right) .\end{cases}
$$

Thus, if $s_{1}$ hangs or terminates abruptly, then the subsequent statement $s_{2}$ is not executed. This is very clear in this second coalgebraic representation.
When such a coalgebraic representation is formalised within the typed language of a theorem prover (like in [245]), the type checker of the theorem prover will make sure hat appropriate case distinctions are made, according to the output type as in (1.3). See also [226] where Java's exception mechanism is described via such case distinc tions, closely following the official language definition [162].
These examples illustrate that coalgebras as functions with structured codomains $\quad \cdots$, like in (1.1), arise naturally, and that the structure of the codomain indicates the kind of computations that can be performed. This idea will be developed forms of computation. For instance, non-deterministic statements may be repre sented via the powerset $\mathcal{P}$ as coalgebraic state transformers $S \rightarrow \mathcal{P}(S)$ with multiple resul states. But there are many more such examples, involving for instance probability distribuions on states.
(Readers familiar with computational monads [326] may recognise similarities. Indeed, in a computational setting there is a close connection between coalgebraic and monadic representations. Briefly, the monad introduces the computational structure, like composition and extension, whereas the coalgebraic view leads to an appropriate program logic. This is elaborated for Java in [244].)

## Exercises

1.1.1. (i) Prove that the composition operation ; as defined for coalgebras $S \rightarrow\{\perp\} \cup S$ is as Prove that the composition operation ; as defined for coalgebras $S \rightarrow\{\perp\} \cup S$ is as-
sociative, $i$.e. satisfies $s_{1} ;\left(s_{2} ; s_{3}\right)=\left(s_{1} ; s_{2}\right) ; s_{3}$, for all statements $s_{1}, s_{2}, s_{3}: S \rightarrow$ $\{\perp\} \cup S$.
Define a statement skip: $S \rightarrow\{\perp\} \cup S$ which is a unit for composition ; i.e. which satisfies (skip; $s)=s=(s ;$ skip), for all $s: S \rightarrow\{\perp\} \cup S$.
(ii) Do the same for ; defined on coalgebras $S \rightarrow\{\perp\} \cup S \cup(S \times E)$.

In both cases, statements with an associative composition operation and a unit element form a monoid.]
1.1.2. Define also a composition monoid (skip,;) for coalgebras $S \rightarrow \mathcal{P}(S)$.

### 1.2 The power of the coinduction

In this section we shall look at sequences-or lists, or words, as they are also called. Se quences are basic data structures, both in mathematics and in computer science. One can distinguish finite sequences $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ and infinite $\left\langle a_{1}, a_{2}, \ldots\right\rangle$ ones. The mathematical theory of finite sequences is well-understood, and a fundamental part of computer science, used in many programs (notably in the language LISP). Definition and reasoning with finite ists is commonly done with induction. As we shall see, infinite lists require coinduction. nfinite sequences can arise in computing as the observable outcomes of a program that uns forever. Also, in functional programming, they can occur as so-called lazy lists, like in the languages Haskell [72] or Clean [350]. Modern extensions of logical programming languages have support for infinite sequences $[396,178]$.
In the remainder of this section we shall use an arbitrary but fixed set $A$, and wish to look at both finite $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ and infinite $\left\langle a_{1}, a_{2}, \ldots\right\rangle$ sequences of elements $a_{i}$ of $A$. The set $A$ may be understood as a parameter, and our sequences are thus parametrised by $A$, or, put differently, are polymorphic in $A$.
We shall develop a slightly unusual and abstract perspective on sequences. It does not This coalgebraic approach relies on the following basic fact. It turns out that the set of This finite and infinite wences enjoys certain "universa"" property, nam that it is final coalgebra (of suitable type), We shall explain what this means, and how this special property can be exploited to define various operations on sequences and to prove properties thout them. A special feature of this universality of the final coalgebra of sequences is that it avoids making the (global) distinction between finiteness and infiniteness for sequences
First some notation. We write $A^{\star}$ for the set of finite sequences $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ (or lists First some notation. We write $A_{i} \in A$, and $A^{\mathbb{N}}$ for the set of infinite ones: $\left\langle a_{1}, a_{2}, \ldots\right\rangle$. The latter may also be described as functions $a_{(-)}: \mathbb{N} \rightarrow A$, which explains the exponent notation in $A^{\mathbb{N}}$. Sometimes, the infinite sequences in $A^{\mathbb{N}}$ are called streams. Finally, the set of both finite and infinite sequences $A^{\infty}$ is then the (disjoint) union $A^{\star} \cup A^{\mathbb{N}}$.

The set of sequences $A^{\infty}$ carries a coalgebra or transition structure, which we simply call next. It tries to decompose a sequence into its head and tail, if any. Hence one may understand next as a partial function. But we describe it as a total function which possibly outputs a special element $\perp$ for undefined.

| $A^{\infty} \longrightarrow$ |  |
| ---: | :--- |
| $\sigma \longmapsto$ | next |
| $\begin{cases}\perp & \text { if } \sigma \text { is the empty sequence }\rangle \\ \left(a, \sigma^{\prime}\right) & \text { if } \sigma=a \cdot \sigma^{\prime} \text { with "head" } a \in A \text { and "tail" } \sigma^{\prime} \in A^{\infty} .\end{cases}$ |  |

The type of the coalgebra is thus $\{\perp\} \cup(A \times(-))$, like in (1.1), with $A^{\infty}$ as state space that is plugged in the hole $(-)$ in the box. The successor of a state $\sigma \in A^{\infty}$, if any, is its that is plugged in the hole $(-)$ in the box. Th
tail sequence, obtained by removing the head.
ail sequence, obtained by removing the head.
The function next captures the external view on sequences: it tells what can be observed The function next captures the external view on sequences: it tells what can be observed
about a sequence $\sigma$, namely whether or not it is empty, and if not, what its head is. By about a sequence $\sigma$, namely whether or not it is empty, and if not, what its head is. By This "observational" approach is fundamental in coalgebra.
A first point to note is that this function next is an is
As $\perp$ to the empty sequen $\left\langle\right.$ ) and a pair $(a, \tau) \in A \times \Lambda^{\infty}$, obtained by prefixing $a$ to $\tau$.
The following result describes a crucial "finality" property of sequences that can be used to identify the set $A^{\infty}$. Indeed, as we shall see later in Lemma 2.3.3, final coalgebras are unique, up-to-isomorphism.
1.2.1. Proposition (Finality of sequences). The coalgebra next: $A^{\infty} \rightarrow\{\perp\} \cup A \times A^{\infty}$ from (1.4) is final among coalgebras of this type: for an arbitrary coalgebra $c: S \rightarrow$ $\{\perp\} \cup(A \times S)$ on a set $S$ there is a unique "behaviour" function beh $: S \rightarrow A^{\infty}$ which $\pm\} \cup(A \times S)$ a set $S$ there .

- if $c(x)=\perp$, then $\operatorname{next}\left(\operatorname{beh}_{c}(x)\right)=\perp$.
- if $c(x)=\left(a, x^{\prime}\right)$, then $\operatorname{next}\left(\operatorname{beh}_{c}(x)\right)=\left(a, \operatorname{beh}_{c}\left(x^{\prime}\right)\right)$.

Both these two points can be combined in a commuting diagram, namely as,

where the function id $\cup\left(\mathrm{id} \times \mathrm{beh}_{c}\right)$ on top maps $\perp$ to $\perp$ and $(a, x)$ to $\left(a, \operatorname{beh}_{c}(x)\right)$.
In the course of this chapter we shall see that a general notion of homomorphism be tween coalgebras (of the same type) can be defined by such commuting diagrams.

Proof. The idea is to obtain the required behaviour function beh ${ }_{c}: S \rightarrow A^{\infty}$ via repeated application of the given coalgebra $c$ as follows

$$
\operatorname{beh}_{c}(x)= \begin{cases}\langle \rangle & \text { if } c(x)=\perp \\ \langle a\rangle & \text { if } c(x)=\left(a, x^{\prime}\right) \wedge c\left(x^{\prime}\right)=\perp \\ \left\langle a, a^{\prime}\right\rangle & \text { if } c(x)=\left(a, x^{\prime}\right) \wedge c\left(x^{\prime}\right)=\left(a^{\prime}, x^{\prime \prime}\right) \wedge c\left(x^{\prime \prime}\right)=\perp \\ \vdots & \end{cases}
$$

Doing this formally requires some care. We define for $n \in \mathbb{N}$ an iterated version $c^{n}: S \rightarrow$ $\{\perp\} \cup A \times S$ of $c$ as:

$$
\begin{aligned}
c^{0}(x) & =c(x) \\
c^{n+1}(x) & = \begin{cases}\perp & \text { if } c^{n}(x)=\perp \\
c(y) & \text { if } c^{n}(x)=(a, y)\end{cases}
\end{aligned}
$$

Obviously, $c^{n}(x) \neq \perp$ implies $c^{m}(x) \neq \perp$, for $m<n$. Thus we can define:

$$
\operatorname{beh}_{c}(x)= \begin{cases}\left\langle a_{0}, a_{1}, a_{2}, \ldots\right\rangle & \text { if } \forall n \in \mathbb{N} \cdot c^{n}(x) \neq \perp, \text { and } c^{i}(x)=\left(a_{i}, x_{i}\right) \\ \left\langle a_{0}, \ldots, a_{m-1}\right\rangle & \text { if } m \in \mathbb{N} \text { is the least number with } c^{m}(x)=\perp, \\ \text { and } c^{i}(x)=\left(a_{i}, x_{i}\right) \text {, for } i<m\end{cases}
$$

We check the two conditions for homomorphism from the proposition above.

- If $c(x)=\perp$, then the least $m$ with $c^{m}(x)=\perp$ is 0 , so that beh ${ }_{c}(x)=\langle \rangle$, and thus also $\operatorname{next}\left(\right.$ beh $\left._{c}(x)\right)=\perp$.
- If $c(x)=\left(a, x^{\prime}\right)$, then we distinguish two cases:
- If $\forall n \in \mathbb{N} . c^{n}(x) \neq \perp$, then $\forall n \in \mathbb{N} . c^{n}\left(x^{\prime}\right) \neq \perp$, and $c^{i+1}(x)=c^{i}\left(x^{\prime}\right)$. Let $c^{i}\left(x^{\prime}\right)=\left(a_{i}, x_{i}\right)$, then

$$
\begin{aligned}
{\operatorname{next}\left(\operatorname{beh}_{c}(x)\right)} & =\operatorname{next}\left(\left\langle a, a_{0}, a_{1}, \ldots\right\rangle\right) \\
& =\left(a,\left\langle a_{0}, a_{1}, \ldots\right\rangle\right) \\
& =\left(a, \operatorname{beh}_{c}\left(x^{\prime}\right)\right) .
\end{aligned}
$$

- If $m$ is least with $c^{m}(x)=\perp$, then $m>0$ and $m-1$ is the least $k$ with $c^{k}\left(x^{\prime}\right)=\perp$. For $i<m-1$ we have $c^{i+1}(x)=c^{i}\left(x^{\prime}\right)$, and thus by writing $c^{i}\left(x^{\prime}\right)=\left(a_{i}, x_{i}\right)$, we get as before:

$$
\begin{aligned}
&{\operatorname{next}\left(\operatorname{beh}_{c}(x)\right)}=\operatorname{next}\left(\left\langle a, a_{0}, a_{1}, \ldots, a_{m-2}\right\rangle\right) \\
&=\left(a,\left\langle a_{0}, a_{1}, \ldots, a_{m-2}\right\rangle\right) \\
&=\left(a, \operatorname{beh}_{c}\left(x^{\prime}\right)\right) .
\end{aligned}
$$

Finally, we still need to prove that this behaviour function beh ${ }_{c}$ is the unique homomorphism from $c$ to next. Thus, assume also $g: S \rightarrow A^{\infty}$ is such that $c(x)=\perp \Rightarrow$ $\operatorname{next}(g(x))=\perp$ and $c(x)=\left(a, x^{\prime}\right) \Rightarrow \operatorname{next}(g(x))=\left(a, g\left(x^{\prime}\right)\right)$. We then distinguish:

- $g(x)$ is infinite, say $\left\langle a_{0}, a_{1}, \ldots\right\rangle$. Then one shows by induction that for all $n \in \mathbb{N}$, $c^{n}(x)=\left(a_{n}, x_{n}\right)$, for some $x_{n}$. This yields beh $h_{c}(x)=\left\langle a_{0}, a_{1}, \ldots\right\rangle=g(x)$. - $g(x)$ is finite, say $\left\langle a_{0}, \ldots, a_{m-1}\right\rangle$. Then one proves that for all $n<m, c^{n}(x)=$
$\left(a_{n}, x_{n}\right)$, for some $x_{n}$, and $c^{m}(x)=\perp$. So also now, beh ${ }_{c}(x)=\left\langle a_{0}, \ldots, a_{m-1}\right\rangle=$ $g(x)$.

Before exploiting this finality result we illustrate the behaviour function.
1.2.2. Example (Decimal representations as behaviour). So far we have considered sequen ce coalgebras parametrised by an arbitrary set $A$. In this example we take a special choice, namely $A=\{0,1,2,3,4,5,6,7,8,9\}$, the set of decimal digits. We wish to define a coalgebra (or machine) which generates decimal representations of real numbers in the unit interval $[0,1) \subseteq \mathbb{R}$. Notice that this may give rise to both finite sequences ( $\frac{1}{8}$ should yield the sequence $\langle 1,2,5\rangle$, for 0.125 ) and infinite ones ( $\frac{1}{3}$ should give $\langle 3,3,3, \ldots\rangle$ for $0.333 \ldots$...
The coalgebra we are looking for computes the first decimal of a real number $r \in[0,1)$. Hence it should be of the form,

$$
[0,1) \xrightarrow{\text { nextdec }}\{\perp\} \cup(\{0,1,2,3,4,5,6,7,8,9\} \times[0,1))
$$

with state space $[0,1)$. How to define nextdec? Especially, when does it stop (i.e. return $\perp$ ), so that a finite sequence is generated? Well, a decimal representation like 0.125 may be identified with $0.12500000 \ldots$ with a tail of infinitely many zeros. Clearly, we wish to map such in 0 , 1) zeros to - . Fair enough, but it des has as consedy, we whe the number $0 \in[0,1)$
A little thought brings us to the following:
nextdec $(r)= \begin{cases}\perp & \text { if } r=0 \\ (d, 10 r-d) & \text { otherwis }\end{cases}$ function is well-defined, becane in the saco $0 r-d$ is within the interval $[0,1)$.
According to the previous proposition, this nextdec coalgebra gives rise to a behaviour function

$$
[0,1) \xrightarrow{\text { beh }_{\text {nexddec }}}(\{0,1,2,3,4,5,6,7,8,9\})^{\infty}
$$

n order to understand what it does, i.e. which sequences are generated by nextdec, we consider two examples.

Starting from $\frac{1}{8} \in[0,1)$ we get:

$$
\begin{aligned}
& \text { nextdec }\left(\frac{1}{8}\right)=\left(1, \frac{1}{4}\right) \text { because } 1 \leq \frac{10}{8}<2 \text { and } \frac{10}{8}-1=\frac{1}{4} \\
& \text { nextdec }\left(\frac{1}{4}\right)=\left(2, \frac{1}{2}\right) \text { because } 2 \leq \frac{10}{4}<3 \text { and } \frac{10}{4}-2=\frac{1}{2} \\
& \text { nextdec }\left(\frac{1}{2}\right)=(5,0) \text { because } 5 \leq \frac{10}{2}<6 \text { and } \frac{10}{2}-5=0
\end{aligned}
$$

$$
\text { nextdec }(0)=\perp .
$$

Thus the resulting nextdec-behaviour on $\frac{1}{8}$ is indeed $\langle 1,2,5\rangle$, i.e. beh $_{\text {nextdec }}\left(\frac{1}{8}\right)=\langle 1,2,5\rangle$. Indeed, in decimal notation we write $\frac{1}{8}=0.125$.

Next, when we run nextdec on $\frac{1}{9} \in[0,1)$ we see that:

$$
\text { nextdec }\left(\frac{1}{9}\right)=\left(1, \frac{1}{9}\right) \text { because } 1 \leq \frac{10}{9}<2 \text { and } \frac{10}{9}-1=\frac{1}{9} .
$$

Thus nextdec immediately loops on $\frac{1}{9}$, and we get an infinite sequence $\langle 1,1,1, \ldots\rangle$ as behaviour. This corresponds to the fact that we can identify $\frac{1}{9}$ with the infinite decimal representation 0.11111
One sees in the proof of Proposition 1.2.1 that manipulating sequences via their ele ments is cumbersome and requires us to distinguish between finite and infinite sequences However, the nice thing about the finality property of $A^{\infty}$ is that we do not have to work thi way anymore. This property states two important aspects, namely existence and uniqueness of a homomorphism $S \rightarrow A^{\infty}$ into the set of sequences, provided we have a coalgebr structure on $S$. These two aspects give us two principles:

- A coinductive definition principle. The existence aspect tells us how to obtain functions $S \rightarrow A^{\infty}$ into $A^{\infty}$. If 'recursion' is the appropriate term for definition by induction, then the existence property at hand may be called 'corecursion'
- A coinductive proof principle. The uniqueness aspect tells us how to prove that two functions $f, q: S \rightarrow A^{\infty}$ are equal, namely by showing that they are both homomorphisms from a single coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$ to the final coalgebr next: $A^{\infty} \rightarrow\{\perp\} \cup\left(A \times A^{\infty}\right)$.

Coinduction is thus the use of finality-just like induction is the use of initiality, as will be illustrated in Section 2.4 in the next Chapter. We shall see several examples of the use of these definition and proof principles for sequences in the remainder of this section.

Notation. One thing the previous proposition shows us is that coalgebras $c: S \rightarrow\{\perp\}$ $(A \times S)$ can be understood as generators of sequences, namely via the resulting behaviou function beh ${ }_{c}: S \rightarrow A^{\infty}$. Alternatively, these coalgebras can be understood as certain automata. The behaviour of a state $x \in S$ of this automaton is then the resulting sequence beh $_{c}(x) \in A^{\infty}$. These sequences beh ${ }_{c}(x)$ only show the external behaviour, and need not ell everything about states.
Given this behaviour-generating perspective on coalgebras, it will be convenient to use a transition style notation. For a state $x \in S$ of an arbitrary coalgebra $c: S \rightarrow\{\perp\} \cup$ $(A \times S)$ we shall often write

$$
\begin{equation*}
x \nrightarrow \quad \text { if } c(x)=\perp \quad \text { and } \quad x \xrightarrow{a} x^{\prime} \quad \text { if } c(x)=\left(a, x^{\prime}\right) . \tag{1.5}
\end{equation*}
$$

In the first case there is no transition starting from the state $x$ : the automaton $c$ halts imme diately at $x$. In the second case one can do a $c$-computation starting with $x$; it produces an observable element $a \in A$ and results in a successor state $x^{\prime}$
This transition notation applies in particular to the final coalgebra next: $A^{\infty} \rightarrow\{\perp\} \cup$ $\left(A \times A^{\infty}\right)$. In that case, for $\sigma \in A^{\infty}, \sigma \nrightarrow$ means that the sequence $\sigma$ is empty. In the
second case $\sigma \xrightarrow{a} \sigma^{\prime}$ expresses that the sequence $\sigma$ can do an $a$-step to $\sigma^{\prime}$, and hence that $\sigma=a \cdot \sigma^{\prime}$
Given this new notation we can reformulate the two homomorphism requirements from Proposition 1.2.1 as two implications:

$$
\begin{aligned}
& \text { - } x \nrightarrow \Longrightarrow \operatorname{beh}_{c}(x) \nrightarrow \text {; } \\
& \text { - } x \xrightarrow{a} x^{\prime} \Longrightarrow \operatorname{beh}_{c}(x) \xrightarrow{a} \operatorname{beh}_{c}\left(x^{\prime}\right) \text {. }
\end{aligned}
$$

In the tradition of operational semantics, such implications can also be formulated as rules:

$$
\begin{equation*}
\frac{x \nrightarrow}{\operatorname{beh}_{c}(x) \nrightarrow} \tag{1.6}
\end{equation*}
$$

$$
\frac{x \xrightarrow{a} x^{\prime}}{\operatorname{beh}_{c}(x) \xrightarrow{a} \operatorname{beh}_{c}\left(x^{\prime}\right)}
$$

Such rules thus describe implications: (the conjunction of) what is above the line implies hat is below.
In the remainder or this section we consider examples of the use of coinductive defini ion and proof principles for sequences.

Evenly listed elements from a sequence
Our first aim is to take a sequence $\sigma \in A^{\infty}$ and turn it into a new sequence evens $(\sigma) \in A^{\infty}$ consisting only of the elements of $\sigma$ at even positions. Step-by-step we will show how such function evens: $A^{\infty} \rightarrow A^{\infty}$ can be defined within a coalgebraic framework, using finality.

Our informal description of evens $(\sigma)$ can be turned into three requirements:

- If $\sigma \nrightarrow$ then evens $(\sigma) \nrightarrow$, i.e. if $\sigma$ is empty, then evens $(\sigma)$ should also be empty
- If $\sigma \xrightarrow{a} \sigma^{\prime}$ and $\sigma^{\prime} \rightarrow$, then evens $(\sigma) \xrightarrow{a} \sigma^{\prime}$. Thus if $\sigma$ is the singleton sequence $\langle a\rangle$, then also evens $(\sigma)=\langle a\rangle$. Notice that by the previous point we could equivalently require evens $(\sigma) \xrightarrow{a}$ evens $\left(\sigma^{\prime}\right)$ in this case
- If $\sigma \xrightarrow{a} \sigma^{\prime}$ and $\sigma^{\prime} \xrightarrow{a^{\prime}} \sigma^{\prime \prime}$, then evens $(\sigma) \xrightarrow{a} \operatorname{evens}\left(\sigma^{\prime \prime}\right)$. This means that if $\sigma$ has head $a$ and tail $\sigma^{\prime}$, which in its turn has head $a^{\prime}$ and tail $\sigma^{\prime \prime}$, i.e. if $\sigma=a \cdot a^{\prime} \cdot \sigma^{\prime \prime}$, then evens $(\sigma)$ should have head $a$ and tail evens $\left(\sigma^{\prime \prime}\right)$, i.e., then evens $(\sigma)=a$ evens $\left(\sigma^{\prime \prime}\right)$. Thus, the intermediate head at odd position is skipped. And this is repeated "coinductively": as long as needed.

Like in (1.6) above we can write these three requirements as rules

$$
\begin{equation*}
\frac{\sigma \nrightarrow}{\operatorname{evens}(\sigma) \nrightarrow} \quad \frac{\sigma \xrightarrow{a} \sigma^{\prime}}{} \sigma^{\prime} \leftrightarrow \rightarrow \quad \underset{\operatorname{evens}(\sigma) \xrightarrow{a} \operatorname{evens}\left(\sigma^{\prime}\right)}{\frac{\sigma \xrightarrow{a} \sigma^{\prime}}{\sigma^{\prime} \xrightarrow{a^{\prime}} \sigma^{\prime \prime}}} \tag{1.7}
\end{equation*}
$$

One could say that these rules give an "observational description" of the sequence evens $(\sigma)$ : they describe what we can observe about evens $(\sigma)$ in terms of what we can observe about $\sigma$. For example, if $\sigma=\left\langle a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right\rangle$ we can compute:

$$
\begin{aligned}
\operatorname{evens}(\sigma) & =a_{0} \cdot \operatorname{evens}\left(\left\langle a_{2}, a_{3}, a_{4}\right\rangle\right) \\
& =a_{0} \cdot a_{2} \cdot \operatorname{evens}\left(\left\langle a_{4}\right\rangle\right) \\
& =a_{0} \cdot a_{2} \cdot a_{4} \cdot\langle \rangle \\
& =\left\langle a_{0}, a_{2}, a_{4}\right\rangle .
\end{aligned}
$$

Now that we have a reasonably understanding of the function evens: $A^{\infty} \rightarrow A^{\infty}$ we will see how it arises within a coalgebraic setting. In order to define it coinductively,
following the finality mechanism of Proposition 1.2.1, we need to have a suitable coalgebra structure $e$ on the domain $A^{\infty}$ of the function evens, like in a diagram

That is, for $\sigma \in A^{\infty}$,

- if $e(\sigma)=\perp$, then evens $(\sigma) \rightarrow$;
- if $e(\sigma)=\left(a, \sigma^{\prime}\right)$, then evens $(\sigma) \xrightarrow{a} \operatorname{evens}\left(\sigma^{\prime}\right)$.

Combining these two points with the above three rules (1.7) we see that the coalgebra $e$ must be:

$$
e(\sigma)= \begin{cases}\perp & \text { if } \sigma \overleftrightarrow{a} \\ \left(a, \sigma^{\prime}\right) & \text { if } \sigma \xrightarrow{a} \sigma^{\prime} \text { with } \sigma^{\prime} \nrightarrow \\ \left(a, \sigma^{\prime \prime}\right) & \text { if } \sigma \xrightarrow{a} \sigma^{\prime} \wedge \sigma^{\prime} \xrightarrow{a^{\prime}} \sigma^{\prime \prime} .\end{cases}
$$

This function $e$ thus tells what can be observed immediately, if anything, and what will be used in the recursion (or co-recursion, if you like). It contains the same information as the above three rules. In the terminology used earlier: the coalgebra or automaton $e$ generates he behaviour of evens.
1.2.3. Remark. The coalgebra $e: A^{\infty} \rightarrow\{\perp\} \cup\left(A \times A^{\infty}\right)$ illustrates the difference between states and observables. Consider an arbitrary sequence $\sigma \in A^{\infty}$ and write $\sigma_{1}=$
$a \cdot a_{1} \cdot \sigma$ and $\sigma_{2}=a \cdot a_{2} \cdot \sigma$, where $a, a_{1}, a_{2} \in A$ with $a_{1} \neq a_{2}$. These $\sigma_{1}, \sigma_{2} \in A^{\infty}$ $a \cdot a_{1} \cdot \sigma$ and $\sigma_{2}=a \cdot a_{2} \cdot \sigma$, where $a, a_{1}, a_{2} \in A$ with $a_{1} \neq a_{2}$. These $\sigma_{1}, \sigma_{2} \in A^{\infty}$
are clearly different states of the coalgebra $e: A^{\infty} \rightarrow\{\perp\} \cup\left(A \times A^{\infty}\right)$, but they have the same behaviour: $\operatorname{evens}\left(\sigma_{1}\right)=a \cdot \operatorname{evens}(\sigma)=\operatorname{evens}\left(\sigma_{2}\right)$, where evens $=\operatorname{beh}_{e}$. Such observational indistinguishability of the states $\sigma_{1}, \sigma_{2}$ is called bisimilarity, written as $\sigma_{1} \leftrightarrow \sigma_{2}$, and will be studied systematically in Chapter 3 .

Oddly listed elements from a sequence
Next we would like to have a similar function odds: $A^{\infty} \rightarrow A^{\infty}$ which extracts the el ements at odd positions. We leave formulation of the appropriate rules to the reader, and ements at odd positions. We leave formulation of the appropriate rules to the reader, and gebra $o: A^{\infty} \rightarrow\{\perp\} \cup\left(A \times A^{\infty}\right)$ given by:

$$
o(\sigma)= \begin{cases}\perp & \text { if } \sigma \nrightarrow \text { or } \sigma \xrightarrow{a} \sigma^{\prime} \text { with } \sigma^{\prime} \nrightarrow  \tag{1.8}\\ \left(a^{\prime}, \sigma^{\prime \prime}\right) & \text { if } \sigma \xrightarrow{a} \sigma^{\prime} \wedge \sigma^{\prime} \xrightarrow{a^{\prime}} \sigma^{\prime \prime} .\end{cases}
$$

Thus, we take odds $=$ beh $_{o}$ to be the behaviour function resulting from $o$ following the finality principle of Proposition 1.2.1. Hence $o(\sigma)=\perp \Rightarrow \operatorname{odds}(\sigma) \nrightarrow$ and $o(\sigma)=$ $\left(a, \sigma^{\prime}\right) \Rightarrow \operatorname{odds}(\sigma) \xrightarrow{a} \operatorname{odds}\left(\sigma^{\prime}\right)$. This allows us to compute

$$
\begin{aligned}
\operatorname{odds}\left(\left\langle a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right\rangle\right)= & a_{1} \cdot \operatorname{odds}\left(\left\langle a_{2}, a_{3}, a_{4}\right\rangle\right) \\
& \quad \text { since } o\left(\left\langle a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right\rangle\right)=\left(a_{1},\left\langle a_{2}, a_{3}, a_{4}\right\rangle\right) \\
= & a_{1} \cdot a_{3} \cdot \operatorname{odds}\left(\left\langle a_{4}\right\rangle\right) \\
& \quad \text { since } o\left(\left\langle a_{2}, a_{3}, a_{4}\right\rangle\right)=\left(a_{3},\left\langle a_{4}\right\rangle\right) \\
= & a_{1} \cdot a_{3} \cdot\langle \rangle \\
& \quad \text { since } o\left(\left\langle a_{4}\right\rangle\right)=\langle \rangle \\
= & \left\langle a_{1}, a_{3}\right\rangle .
\end{aligned}
$$

At this point the reader may wonder: why not define odds via evens, using an appro priate tail function? We shall prove that this gives the same outcome, using coinduction.

### 1.2.4. Lemma. One has

$$
\text { odds }=\text { evens } \circ \text { tail, }
$$

where the function tail: $A^{\infty} \rightarrow A^{\infty}$ is given by:

$$
\operatorname{tail}(\sigma)= \begin{cases}\sigma & \text { if } \sigma \xrightarrow{a} \\ \sigma^{\prime} & \text { if } \sigma \xrightarrow{a} \sigma^{\prime} .\end{cases}
$$

Proof. In order to prove that the two functions odds, evens $\circ$ tail: $A^{\infty} \rightarrow A^{\infty}$ are equal one needs to show by Proposition 1.2.1 that they are both homomorphisms for the same coalgebra structure on $A^{\infty}$. Since odds arises by definition from the function $o$ in (1.8), it suffices to show that evens $\circ$ tail is also a homomorphism from $o$ to next. This involves two points:

- If $o(\sigma)=\perp$, there are two subcases, both yielding the same result:

$$
\text { - If } \sigma \nrightarrow \text { then evens }(\operatorname{tail}(\sigma))=\operatorname{evens}(\sigma) \nrightarrow .
$$

$$
\text { - If } \sigma \xrightarrow{a} \sigma^{\prime} \text { and } \sigma^{\prime} \nrightarrow \text {, then evens }(\operatorname{tail}(\sigma))=\operatorname{evens}\left(\sigma^{\prime}\right) \nrightarrow .
$$

- Otherwise, if $o(\sigma)=\left(a^{\prime}, \sigma^{\prime \prime}\right)$, because $\sigma \xrightarrow{a} \sigma^{\prime}$ and $\sigma^{\prime} \xrightarrow{a^{\prime}} \sigma^{\prime \prime}$, then we have evens(tail $(\sigma))=\operatorname{evens}\left(\sigma^{\prime}\right) \xrightarrow{a^{\prime}}$ evens(tail $\left.\left(\sigma^{\prime \prime}\right)\right)$ since:

$$
\text { - If } \sigma^{\prime \prime} \rightarrow, \text { then evens }\left(\sigma^{\prime}\right) \xrightarrow{a^{\prime}} \operatorname{evens}\left(\sigma^{\prime \prime}\right)=\operatorname{evens}\left(\operatorname{tail}\left(\sigma^{\prime \prime}\right)\right) .
$$

$$
\text { - And if } \sigma^{\prime \prime} \xrightarrow{a^{\prime \prime}} \sigma^{\prime \prime \prime}, \text { then evens }\left(\sigma^{\prime}\right) \xrightarrow{a^{\prime}} \operatorname{evens}\left(\sigma^{\prime \prime \prime}\right)=\operatorname{evens}\left(\text { tail }\left(\sigma^{\prime \prime}\right)\right) .
$$

Such equality proofs using uniqueness may be a bit puzzling at first. But they are very common in category theory, and in many other areas of mathematics dealing with universal properties. Later, in Section 3.4 we shall see that such proofs can also be don via bisimultions. This is a common proof technique in process theory-and in coalgebra, of course.

Merging sequences
In order to further familiarise the reader with the way the "coinductive game" is played, we consider merging two sequences, via a binary operation merge: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$. We want merge $(\sigma, \tau)$ to alternatingly take one element from $\sigma$ and from $\tau$, starting with $\sigma$. In erms of rules:
$\frac{\sigma \nrightarrow \quad \tau \nrightarrow}{\operatorname{merge}(\sigma, \tau) \nrightarrow} \quad \frac{\sigma \nrightarrow}{\operatorname{merge}(\sigma, \tau) \xrightarrow{a} \operatorname{merge}\left(\sigma, \tau^{\prime}\right)} \quad \xrightarrow{\operatorname{merge}(\sigma, \tau) \xrightarrow{a} \operatorname{merge}\left(\tau, \sigma^{\prime}\right)}$
Notice the crucial reversal of arguments in the last rule.
Thus, the function merge: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ is defined coinductively as the behaviour $\mathrm{beh}_{m}$ of the coalgebra

$$
\left(A^{\infty} \times A^{\infty}\right) \xrightarrow{m}\{\perp\} \cup\left(A \times\left(A^{\infty} \times A^{\infty}\right)\right)
$$

given by

$$
m(\sigma, \tau)= \begin{cases}\perp & \text { if } \sigma \nrightarrow \wedge \tau \rightarrow \\ \left(a,\left(\sigma, \tau^{\prime}\right)\right) & \text { if } \sigma \nrightarrow \wedge \tau \xrightarrow{a} \tau^{\prime} \\ \left(a,\left(\tau, \sigma^{\prime}\right)\right) & \text { if } \sigma \xrightarrow{a} \sigma^{\prime} .\end{cases}
$$

At this stage we can combine all of the coinductively defined functions so far in the following result. It says that the merge of the evenly listed and oddly listed elements in a sequence is equal to the original sequence. At first, this may seem obvious, but recall that our sequences may be finite or infinite, so there is some work to do. The proof is again an exercise in coinductive reasoning using uniqueness. It does not involve a global distinction between finite and infinite, but proceeds by local, single step reasoning.
1.2.5. Lemma. For each sequence $\sigma \in A^{\infty}$,

```
merge(evens}(\sigma),\operatorname{odds}(\sigma))=
```

Proof. Let us write $f: A^{\infty} \rightarrow A^{\infty}$ as short hand for $f(\sigma)=\operatorname{merge}(\operatorname{evens}(\sigma)$, odds $(\sigma))$, We need to show that $f$ is the identity function. Since the identity function $\operatorname{id}_{A^{\infty}}: A^{\infty}-$ $A^{\infty}$ is ${ }^{2}$.


- If $\sigma \nrightarrow$, then $\operatorname{evens}(\sigma) \nrightarrow \operatorname{and} \operatorname{odds}(\sigma) \nrightarrow$, so that merge $(\operatorname{evens}(\sigma), \operatorname{odds}(\sigma)) \nrightarrow$ and thus $f(\sigma) \nrightarrow$.
- If $\sigma \xrightarrow{a} \sigma^{\prime}$, then we distinguish two cases, and prove $f(\sigma) \xrightarrow{a} f\left(\sigma^{\prime}\right)$ in both, using Lemma 1.2.4.
- If $\sigma^{\prime} \rightarrow$ then evens $(\sigma) \xrightarrow{a} \operatorname{evens}\left(\sigma^{\prime}\right)$ and thus
$f(\sigma)=\operatorname{merge}(\operatorname{evens}(\sigma), \operatorname{odds}(\sigma))$
$\xrightarrow{a}$ merge(odds $(\sigma)$, evens $\left.\left(\sigma^{\prime}\right)\right)$
$=\operatorname{merge}\left(\operatorname{evens}(\operatorname{tail}(\sigma))\right.$, evens $\left.\left(\operatorname{tail}\left(\sigma^{\prime}\right)\right)\right)$
$=\operatorname{merge}\left(\operatorname{evens}\left(\sigma^{\prime}\right), \operatorname{odds}\left(\sigma^{\prime}\right)\right)$
$=f\left(\sigma^{\prime}\right)$.

We have seen sequences of elements of an arbitrary set $A$. Things become more inter esting when the set $A$ has some algebraic structure, for instance addition, or (also) multiplication. Such structure can then be transferred via coinductive definitions to final coalgebras of sequences, leading to what may be called stream calculus, see [379].
This completes our introduction to coinduction for sequences. What we have emphasised is that the coalgebraic approach using finality does not consider sequences as a whole via their elements, but concentrates on the local, one-step behaviour via head and tail (if any). This makes definitions and reasoning easier-even though the reader may need to see more examples and get more experience to fully appreciate this point. But there is already a clear analogy with induction, which also uses single steps instead of global ones. The formal analogy between induction and coinduction will appear in Section 2.4
More coinductively defined functions for sequences can be found in [202]

## Exercises

1.2.1. Compute the nextdec-behaviour of $\frac{1}{7} \in[0,1)$ like in Example 1.2.2.
1.2.2. Formulate appropriate rules for the function odds: $A^{\infty} \rightarrow A^{\infty}$ in analogy with the rules (1.7) for evens.
1.2.3. Define the empty sequence $\left\rangle \in A^{\infty}\right.$ by coinduction as a map $\left\rangle:\{\perp\} \rightarrow A^{\infty}\right.$.

Fix an element $a \in A$, and the define similarly the infinite sequence $\vec{a}:\{\dot{\perp}\} \rightarrow A^{\infty}$ Fix an element $a \in$
consisting only of $a$ 's.
1.2.4. Compute the outcome of merge $\left(\left\langle a_{0}, a_{1}, a_{2}\right\rangle,\left\langle b_{0}, b_{1}, b_{2}, b_{3}\right\rangle\right)$
1.2.5. Is merge associative, i.e. is merge $(\sigma, \operatorname{merge}(\tau, \rho))$ the same as merge $(\operatorname{merge}(\sigma, \tau), \rho)$ ? Is merge associative,, .e. is merge $\sigma$, merge $(\tau, \rho)$ the same as merge ( Give a proof or a counterexample. Is there is neutral element for merge?
1.2.6. Show how to define an alternative merge function which alternatingly takes two elements from its argument sequences.
1.2.7. (i) Define three functions $\mathrm{ex}_{i}: A^{\infty} \rightarrow A^{\infty}$, for $i=0,1,2$, which extract the elements at
(ii) Dositions $3 n+i$.
(ii) Define merge3: $A^{\infty} \times A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ with merge3(ex $(\sigma)$, ex $_{1}(\sigma)$, $\left.\mathrm{ex}_{2}(\sigma)\right)=$ $\sigma$, for all $\sigma \in A^{\infty}$.
1.2.8. Consider the sequential composition function comp: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ for sequences, described by the rules:

$$
\frac{\sigma \nrightarrow \quad \tau \nrightarrow}{\operatorname{comp}(\sigma, \tau) \nrightarrow} \quad \frac{\sigma \nrightarrow \quad \tau \xrightarrow{a} \tau^{\prime}}{\operatorname{comp}(\sigma, \tau) \xrightarrow{a} \operatorname{comp}\left(\sigma, \tau^{\prime}\right)} \quad \frac{\sigma \xrightarrow{a} \sigma^{\prime}}{\operatorname{comp}(\sigma, \tau) \xrightarrow{a} \operatorname{comp}\left(\sigma^{\prime}, \tau\right)}
$$

(i) Show by coinduction that the empty sequence $\left\rangle=\right.$ next $^{-1}(\perp) \in A^{\infty}$ is a unit element for comp, i.e. that $\operatorname{comp}(\rangle, \sigma)=\sigma=\operatorname{comp}(\sigma,\langle \rangle)$.
(ii) Prove also by coinduction that comp is associative, and thus that sequences carry a monoid structure
1.2.9. Consider two sets $A, B$ with a function $f: A \rightarrow B$ between them. Use finality to define a function $f^{\infty}: A^{\infty} \rightarrow B^{\infty}$ that applies $f$ elementwise.
 $\left(\operatorname{id}_{A}\right)^{\infty}=\operatorname{id}_{A} \infty$ and $(g \circ f)^{\infty}=g^{\infty} \circ f^{\infty}$
1.2.10. Use finality to define a map st: $A^{\infty} \times B \rightarrow(A \times B)^{\infty}$ that maps a sequence $\sigma \in A^{\infty}$ and an element $b \in B$ to a new sequence in $(A \times B)^{\infty}$ by adding this $b$ at every position in $\sigma$. This is an example of a "strength" map, see Exercise 2.5.4.]

### 1.3 Generality of temporal logic of coalgebras

This section will illustrate the important coalgebraic notion of invariant, and use it to introduce temporal operators like $\square$ for henceforth, and $\diamond$ for eventually. These operators are useful for expressing various interesting properties about states of a coalgebra. As we are useful for expressing various interesting properties about states of a coalgebra. As we
shall see later in Section 6.4, they can be defined for general coalgebras. But here we shall shall see later in Section 6.4, chey can be defined for general coalgebras. But here we shall
introduce them in more concrete situations-although we try to suggest the more general perspective. First, the sequences from the previous section 1.2 will be reconsidered, and next, the statements from the first section 1.1 will be used to form a rudimentary notion of class, with associated temporal operators $\square$ and $\diamond$ for expressing safety and liveness properties.

### 1.3.1 Temporal operators for sequences

Consider a fixed set $A$, and an arbitrary " $A$-sequence" coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$ with state space $S$. We will be interested in properties of states, expressed via predicates/subsets $P \subseteq S$. For a state $x \in S$ we shall often write $P(x)$ for $x \in P$, and hen say that the predicate $P$ holds for $x$. Such a property $P(x)$ may for instance be: "the ehaviour of $x$ is an infinite sequence".
For an arbitrary predicate $P \subseteq S$ we shall define several new predicates, namely $\bigcirc P \subseteq S$ for "nexttime" $P$, and $\square P \subseteq S$ for "henceforth" $P$, and $\diamond P \subseteq S$ for "evencoalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$ as above. In order to make this dependence on the coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$ as above. In order to make this dependence on the coalgebra $c$ explicat we could write
All these temporal operators $\bigcirc, \square, \diamond$ talk about future states obtained via transitions to successor states, i.e. via successive applications of the coalgebra. The nexttime operator
$O$ is most fundamental because it talks about single transitions. The other two, $\square$ and $\diamond$, involve multiple steps (zero or more), and are defined in terms of $\bigcirc$. For a sequence coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$ with a predicate $P \subseteq S$ on its state space we define a new predicate $\bigcirc P \subseteq S$, for "nexttime $P$ ", as:

$$
\begin{equation*}
(\bigcirc P)(x) \Longleftrightarrow \forall a \in A \cdot \forall x^{\prime} \in S . c(x)=\left(a, x^{\prime}\right) \Rightarrow P\left(x^{\prime}\right) \tag{1.9}
\end{equation*}
$$

In words:
The predicate $\bigcirc P$ holds for those states $x$, all of whose successor states $x^{\prime}$, if
any, satisfy $P$. Thus, $(\bigcirc P)(x)$ indeed means that nexttime after $x, P$ holds.
This simple operator $\bigcirc$ turns out to be fundamental. For example in defining the following notion.
1.3.1. Definition. A predicate $P$ is a (sequence) invariant if $P \subseteq \bigcirc P$.

An invariant $P$ is thus a predicate such that if $P$ holds for a state $x$, then also $\bigcirc P$ holds of $x$. The latter means that $P$ holds in successor states of $x$. Hence, if $P$ holds for $x$, it holds for successors of $x$. This means that once $P$ holds, $P$ will continue to hold, no matter which transitions are taken. Or, once inside $P$, one cannot get out.
In general, invariants are important predicates in the study of state-based systems. They often express certain safety or data integrity properties which are implicit in the design of a system, like: the pressure in a tank will not rise above a certain safety level. An important aspect of formally establishing the safety of systems is to prove that certain crucial predicates are actually invariants.
A concrete example of an invariant on the state space $A^{\infty}$ of the final sequence coalgebra next: $A^{\infty} \xrightarrow{\leftrightarrows}\{\perp\} \cup\left(A \times A^{\infty}\right)$ is the property " $\sigma$ is a finite sequence". Indeed, if $\sigma$ is finite, and $\sigma \xrightarrow{a} \sigma^{\prime}$, then also $\sigma^{\prime}$ is finite

Certain predicates $Q \subseteq S$ on the state space of a coalgebra are thus invariants. Given an arbitrary predicate $P \subseteq S$, we can consider those subsets $Q \subseteq P$ which are invariants. The greatest among these subsets plays a special role
1.3.2. Definition. Let $P \subseteq S$ be an arbitrary predicate on the state space $S$ of a sequence coalgebra.
(i) We define a new predicate $\square P \subseteq S$, for henceforth $P$, to be the greatest invarian contained in $P$. That is:

$$
(\square P)(x) \Longleftrightarrow \exists Q \subseteq S . Q \text { is an invariant } \wedge Q \subseteq P \wedge Q(x)
$$

More concretely, $(\square P)(x)$ means that all successor states of $x$ satisfy $P$.
(ii) And $\diamond P \subseteq S$, for eventually $P$, is defined as:

$$
\diamond P=\neg \square \neg P,
$$

where, for an arbitrary predicate $U \subseteq S$, the negation $\neg U \subseteq S$ is $\{x \in S \mid x \notin U\}$. Hence:

$$
(\diamond P)(x) \Longleftrightarrow \forall Q \subseteq S .(Q \text { is an invariant } \wedge Q \subseteq \neg P) \Rightarrow \neg Q(x)
$$

Thus, $(\diamond P)(x)$ says that some successor state of $x$ satisfies $P$.
The way these temporal operators $\square$ and $\diamond$ are defined may seem somewhat complicated at first, but will turn out to be at the right level of abstraction: as we shall see later
for coalgebras of different types (and not just for sequence coalgebras): the definition is "generic" or "polytypic"
In order to show that the abstract formulations in the definition indeed capture the intended meaning of $\square$ and $\diamond$ as "for all future states" and "for some future state", we prove the following result.
1.3.3. Lemma. For an arbitrary sequence coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$, consider its iterations $c^{n}: S \rightarrow\{\perp\} \cup(A \times S)$, for $n \in \mathbb{N}$, as defined in the proof of Proposition 1.2.1. Then, for $P \subseteq S$ and $x \in S$,

$$
\begin{aligned}
& (\square P)(x) \Longleftrightarrow P(x) \wedge\left(\forall n \in \mathbb{N} \cdot \forall a \in A . \forall y \in S . c^{n}(x)=(a, y) \Rightarrow P(y)\right) \\
& (\diamond P)(x) \Longleftrightarrow P(x) \vee\left(\exists n \in \mathbb{N} . \exists a \in A . \exists y \in S . c^{n}(x)=(a, y) \wedge P(y)\right) .
\end{aligned}
$$

Proof. Since the second equivalence follows by purely logical manipulations from the first one, we shall only prove the first.
$(\Rightarrow)$ Assume $(\square P)(x)$, i.e. $Q(x)$ for some invariant $Q \subseteq P$. By induction on $n \in \mathbb{N}$ one gets $c^{n}(x)=(a, y) \Rightarrow Q(y)$. But then also $P(y)$, for all such $y$ in $c^{n}(x)=(a, y)$. $(\Leftrightarrow)$ The predicate $\left\{x \in S \mid P(x) \wedge \forall n \in \mathbb{N} . \forall a \in A . \forall y \in S . c^{n}(x)=(a, y) \Rightarrow\right.$ $P(y)\}$ is an invariant contained in $P$. Hence it is contained in $\square P$.
1.3.4. Example. Consider an arbitrary sequence coalgebra $c: S \rightarrow\{\perp\} \cup(A \times S)$. We give three illustrations of the use of temporal operators $\square$ and $\diamond$ to express certain properties about states $x \in S$ of this coalgebra $c$.
(i) Recall the termination predicate $(-) \nrightarrow$ introduced in (1.5): $x \nrightarrow$ means $c(x)=\perp$. Now consider the predicate $\diamond((-) \leftrightarrow) \subseteq S$. It holds for those states which are eventually mapped to $\perp$, i.e. for those states whose behaviour is a finite sequence in $A^{\star} \subseteq A^{\infty}$
(ii) In a similar way we can express that an element $a \in A$ occurs in the behaviour of a state $x \in S$. This is done as:

$$
\begin{aligned}
\operatorname{Occ}(a) & =\diamond\left(\left\{y \in S \mid \exists y^{\prime} \in S . c(y)=\left(a, y^{\prime}\right)\right\}\right) \\
& =\diamond\left(\left\{y \in S \mid \exists y^{\prime} \in S . y \xrightarrow{a} y^{\prime}\right\}\right) .
\end{aligned}
$$

One may wish to write $a \in x$ as a more intuitive notation for $x \in \operatorname{Occ}(a)$. It means that there is a future state of $x$ which can do an $a$-step, i.e. that $a$ occurs somewhere in the behaviour sequence of the state $x$.
(iii) Now assume our set $A$ carries an order $\leq$. Consider the predicate

$$
\begin{aligned}
& \operatorname{LocOrd}(x) \\
& \Longleftrightarrow \forall a, a^{\prime} \in A . \forall x^{\prime}, x^{\prime \prime} \in S . c(x)=\left(a, x^{\prime}\right) \wedge c\left(x^{\prime}\right)=\left(a^{\prime}, x^{\prime \prime}\right) \Rightarrow a \leq a^{\prime} \\
& \Longleftrightarrow \forall a, a^{\prime} \in A . \forall x^{\prime}, x^{\prime \prime} \in S . x \xrightarrow{a} x^{\prime} \wedge x^{\prime} \xrightarrow{a^{\prime}} x^{\prime \prime} \Rightarrow a \leq a^{\prime} .
\end{aligned}
$$

Thus, LocOrd holds for $x$ if the first two elements of the behaviour of $x$, if any, are related by $\leq$. Then,

$$
\text { GlobOrd }=\square \text { LocOrd }
$$

olds for those states whose behaviour is an ordered sequence: the elements appear in increasing order.

Next we wish to illustrate how to reason with these temporal operators. We show that an element occurs in the merge of two sequences if and only if it occurs in at least one of the two sequences. Intuitively this is clear, but technically it is not entirely trivial. The proof makes essential use of invariants.
1.3.5. Lemma. Consider for an element $a \in A$ the occurrence predicate $a \in(-)=$ Occ $(a) \subseteq A^{\infty}$ from the previous example, for the final coalgebra next: $A^{\infty} \xlongequal{\cong}\{\perp\} \cup$ $\left(A \times A^{\infty}\right)$ from Proposition 1.2.1. Then, for sequences $\sigma, \tau \in A^{\infty}$,

$$
a \in \operatorname{merge}(\sigma, \tau) \Longleftrightarrow a \in \sigma \vee a \in \tau,
$$

where merge: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ is the merge operator introduced in the previous section.
Proof. $(\Rightarrow)$ Assume $a \in \operatorname{merge}(\sigma, \tau)$ but neither $a \in \sigma$ nor $a \in \tau$. The latter yields two invariants $P, Q \subseteq A^{\infty}$ with $P(\sigma), Q(\tau)$ and $P, Q \subseteq \neg\left\{\rho \mid \exists \rho^{\prime} . \rho \xrightarrow{a} \rho^{\prime}\right\}$. These inclusions mean that sequences in $P$ or $Q$ cannot do an $a$-step.

In order to derive a contradiction we form a new predicate

$$
R=\{\operatorname{merge}(\alpha, \beta) \mid \alpha, \beta \in P \cup Q\} .
$$

Clearly, $R($ merge $(\sigma, \tau))$. Note that the only transitions a sequence merge $(\alpha, \beta) \in R$ can do are:

1. $\operatorname{merge}(\alpha, \beta) \xrightarrow{b} \operatorname{merge}\left(\alpha, \beta^{\prime}\right)$ because $\alpha \nrightarrow$ and $\beta \xrightarrow{b} \beta^{\prime}$.
2. merge $(\alpha, \beta) \xrightarrow{b}$ merge $\left(\beta, \alpha^{\prime}\right)$ because $\alpha \xrightarrow{b} \alpha^{\prime}$.

In both cases the successor state is again in $R$, so that $R$ is an invariant. Also, sequences in $R$ cannot do an $a$-step. The predicate $R$ thus disproves the assumption $a \in \operatorname{merge}(\sigma, \tau)$. $(\Leftrightarrow)$ Assume, without loss of generality, $a \in \sigma$ but not $a \in \operatorname{merge}(\sigma, \tau)$. Thus there is an invariant $P \subseteq \neg\left\{\rho \mid \exists \rho^{\prime} . \rho \xrightarrow{\longrightarrow} \rho^{\prime}\right\}$ with $P(\operatorname{merge}(\sigma, \tau))$. We now take:

$$
Q=\{\alpha \mid \exists \beta . P(\operatorname{merge}(\alpha, \beta)) \vee P(\operatorname{merge}(\beta, \alpha))\} .
$$

Clearly $Q(\sigma)$. In order to show that $Q$ is an invariant, assume an element $\alpha \in Q$ with a transition $\alpha \xrightarrow{b} \alpha^{\prime}$. There are then several cases.

1. If $P(\operatorname{merge}(\alpha, \beta))$ for some $\beta$, then $\operatorname{merge}(\alpha, \beta) \xrightarrow{b} \operatorname{merge}\left(\beta, \alpha^{\prime}\right)$, so that $\alpha^{\prime} \in$ $Q$, because $P\left(\operatorname{merge}\left(\beta, \alpha^{\prime}\right)\right)$, and also $b \neq a$.
2. If $P$ (merge $(\beta, \alpha))$ for some $\beta$, then there are two further cases:
(a) If $\beta \rightarrow$, then merge $(\beta, \alpha) \xrightarrow{b} \operatorname{merge}\left(\beta, \alpha^{\prime}\right)$, so that $\alpha^{\prime} \in Q$, and $b \neq a$.
(b) If $\beta \xrightarrow{c} \beta^{\prime}$, then $\operatorname{merge}(\beta, \alpha) \xrightarrow{c} \operatorname{merge}\left(\alpha, \beta^{\prime}\right) \xrightarrow{b} \operatorname{merge}\left(\alpha^{\prime}, \beta^{\prime}\right)$. Thus $P\left(\right.$ merge $\left(\alpha^{\prime}, \beta^{\prime}\right)$ ), so that $\alpha^{\prime} \in Q$, and also $b \neq a$.

These cases also show that $Q$ is contained in $\neg\left\{\rho \mid \exists \rho^{\prime} . \rho \xrightarrow{a} \rho^{\prime}\right\}$. This contradicts the assumption that $a \in \sigma$.

This concludes our first look at temporal operators for sequences, from a coalgebraic perspective.

### 1.3.2 Temporal operators for classes

A class in an object-oriented programming language encapsulates data with associated op These data values mods in this setting. They can be used to access and manipulate the data.
methods as statements with exceptions $E$ like in Section 1.1 we can describe the operation of a class as a collection of attributes and methods, acting on a state space $S$ :

$$
\mathrm{at}_{1}: S \longrightarrow D_{1}
$$

at $_{n}: S \longrightarrow D_{n}$
meth $_{1}: S \longrightarrow\{\perp\} \cup S \cup(S \times E)$

$$
\operatorname{meth}_{m}: S \longrightarrow\{\perp\} \cup S \cup(S \times E)
$$

These attributes at ${ }_{i}$ give the data value $\mathrm{at}_{i}(x) \in D_{i}$ in each state $x \in S$. Similarly each method meth ${ }_{j}$ can produce a successor state, either normally or exceptionally, in which the attributes have possibly different values. Objects, in the sense of object-oriented programming (not of category theory), are thus identified with states.
For such classes, like for sequences, coalgebraic temporal logic provides a tailor-made nexttime operator $\bigcirc$. For a predicate $P \subseteq S$, we have $\bigcirc P \subseteq S$, defined on $x \in S$ as:

$$
\begin{aligned}
&(\bigcirc P)(x) \Longleftrightarrow \forall j \leq m \cdot\left(\forall y \in S \cdot \operatorname{meth}_{j}(x)=y \Rightarrow P(y)\right) \wedge \\
&\left(\forall y \in S \cdot \forall e \in E \cdot \operatorname{meth}_{j}(x)=(y, e) \Rightarrow P(y)\right)
\end{aligned}
$$

Thus, $(\bigcirc P)(x)$ means that $P$ holds in each possible successor state of $x$, resulting from normal or abnormal termination.
From this point on we can follow the pattern used above for sequences. A predicate $P \subseteq S$ is a class invariant if $P \subseteq \bigcirc P$. Also: $\square P$ is the greatest invariant contained in $P$, and $\diamond P=\neg \square \neg P$. Predicates of the form $\square P$ are so-called safety properties expressing that "nothing bad will happen": $P$ holds in all future states. And predicates $\diamond P$ are liveness properties saying that "something good will happen": $P$ holds in some future state.
A typical example of a safety property is: this integer field $i$ will always be non-zero A typical example of a safety property is: this integer field 1 will always be non-zero
(so that it is safe to divide by i), or: this array a will always be a non-null reference and have length greater than 1 (so that we can safely access a [0] and a [1]).
Such temporal properties are extremely useful for reasoning about classes. As we have tried to indicate, they arise quite naturally and uniformly in a coalgebraic setting.

## Exercises

1.3.1. The nextime operator $\bigcirc$ introduced in (1.9) is the so-called weak nextime. There is an associated strong nexttime, given by $\neg \bigcirc \neg$. See the difference between weak and strong nexttime for sequences.
1.3.2. Prove that the "truth" predicate that always holds is a (sequence) invariant. And, if $P_{1}$ and $P_{2}$ are invariants, then so is the intersection $P_{1} \cap P_{2}$. Finally, if $P$ is an invariant, then so is $\bigcirc P$.
1.3.3. (i) Show that $\square$ is an interior operator, i.e. satisfies: $\square P \subseteq P, \square P \subseteq \square \square P$, and $P \subseteq Q \Rightarrow \square P \subseteq \square Q$.
(ii) Prove that a predicate $P$ is an invariant if and only if $P=\square P$
1.3.4. Prove that the finite behaviour predicate $\diamond(-\rightarrow)$ from Example 1.3 .4 (i) is an invariant: $\diamond(-\infty) \subseteq \bigcirc \diamond(-\nrightarrow)$.
[Hint. For an invariant $Q$, consider the predicate $Q^{\prime}=(\neg(-) \nrightarrow) \cap(\bigcirc Q)$.]
1.3.5. Let $(A, \leq)$ be a complete lattice, i.e. a poset in which each subset $U \subseteq A$ has a join $\bigvee U \in A$. It is well-known that each subset $U \subseteq A$ then also has a meet $\bigwedge U \in A$, given by $\bigwedge U=\bigvee\{a \in A \mid \forall b \in U . a \leq b\}$.

Let $f: A \rightarrow A$ be a monotone function: $a \leq b$ implies $f(a) \leq f(b)$. Recall, e.g. from [110, Chapter 4] that such a monotone $f$ has both a least fixed point $\mu f \in A$ and a greatest fixed point $\nu f \in A$ given by the formulas

$$
\mu f=\bigwedge\{a \in A \mid f(a) \leq a\} \quad \nu f=\bigvee\{a \in A \mid a \leq f(a)\} .
$$

Now let $c: S \rightarrow\{\perp\} \cup(A \times S)$ be an arbitrary sequence coalgebra, with associated exttime operator $O$.
Prove that $O$ is a monotone function $\mathcal{P}(S) \rightarrow \mathcal{P}(S)$, i.e. that $P \subseteq Q$ implie Check $\bigcirc Q$, for all $P, Q \subseteq S$.
given by $U P P(S)$ is the greatest fixed point of the function $\mathcal{P}(S) \rightarrow \mathcal{P}(S$
Define for $P, Q \subseteq S$ a new predicate $P \mathcal{U} Q \subseteq S$, for " $P$ until $Q$ " as the least fixed point of $U \mapsto Q \cup(P \cap \neg \bigcirc \neg U)$. Check that "until" is indeed a good name for $P \mathcal{U} Q$, since it can be described explicitly as:

$$
\begin{aligned}
P \mathcal{U} Q=\{x \in S \mid \exists n & \in \mathbb{N} . \exists x_{0}, x_{1}, \ldots, x_{n} \in S . \\
x_{0} & =x \wedge\left(\forall i<n . \exists a . x_{i} \xrightarrow{a} x_{i+1}\right) \wedge Q\left(x_{n}\right) \\
& \left.\wedge \forall i<n . P\left(x_{i}\right)\right\}
\end{aligned}
$$

[Hint. Don't use the fixed point definition $\mu$, but first show that this subset is a fixed point, and then that it is contained in an arbitrary fixed point.]
These fixed point definitions are standard in temporal logic, see e.g. [119, 3.24-25]. What we describe is the "strong" until. The "weak" one does not have the negations $\neg$ in its fixed point description in (iii).]

### 1.4 Abstractness of the coalgebraic notions

In this final section of this first chapter we wish to consider the different settings in which coalgebras can be studied. Proper appreciation of the level of generality of coalgebra requires a certain familiarity with the theory of categories. Category theory is a special area that studies the fundamental structures used within mathematics. It is based on the very simple notion of an arrow between objects. Category theory is sometimes described as abstract nonsense, but it is often useful because it provides an abstract framework in which similarities between seemingly different notions become apparent. It has become a standard tool in theoretical computer science, especially in the semantics of programming languages In particular, the categorical description of fixed points, both of recursive functions and of recursive types, captures the relevant "universal" properties that are used in programming and reasoning with these constructs. This categorical approach to fixed points forms one of the starting points for the use of category theory in the study of algebras and coalgebras. For this reason we need to introduce the fundamental notions of category and functor simply because a bit of category theory helps enormously in presenting the theory of coalgebras, and in recognising the common structure underlying many examples. Readers who wish to learn more about categories may consider introductory texts like [46, 36, 104, 422 $348,57,303]$, or more advanced ones such as [315, 78, 317, 225, 406]
In the beginning of this chapter we have described a coalgebra in (1.1) as a function of the form $\alpha: S \rightarrow$ $\qquad$ with a structured output type in which the state space $S$ may occur. Here we shall describe such a result type as an expression $F(S)=\cdots S \cdots$ involving $S$. Shortly we shall see that $F$ is a functor. A coalgebra is then a map of the form $\alpha: S \rightarrow F(S)$. It can thus be described in an arrow-theoretic setting, as given by
category. category.
1.4.1. Definition. A category is a mathematical structure consisting of objects with arrows between them, that can be composed.
$\operatorname{Arr}(\mathbb{C})$ of arrows (also called maps, or morphisms). Usually we write $X \in \mathbb{C}$ for $X \in$
$\mathrm{Obj}(\mathbb{C})$. Each arrow in $\mathbb{C}$, written as $X \xrightarrow{f} Y$ or as $f: X \rightarrow Y$, has a domain object $X \in \mathbb{C}$ and a codomain object $Y \in \mathbb{C}$. These objects and arrows carry a composition structure.

1. For each pair of maps $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ there is a composition map $g \circ f: X \rightarrow Z$. This composition operation $\circ$ is associative: if $h: Z \rightarrow W$, then $h \circ(g \circ f)=(h \circ g) \circ f$.
2. For each object $X \in \mathbb{C}$ there is an identity map $\operatorname{id}_{X}: X \rightarrow X$, such that id is neutral element for composition $\circ$ : for $f: X \rightarrow Y$ one has $f \circ \operatorname{id}_{X}=f=\operatorname{id}_{Y} \circ f$. Often, the subscript $X$ in id ${ }_{X}$ is omitted when it is clear from the context. Sometimes the object $X$ itself is written for the identity map id $X_{X}$ on $X$

Ordinary sets with functions between them form an obvious example of a category, for which we shall write Sets. Although Sets is a standard example, it is important to realise hat a category may be a very different structure. In particular, an arrow in a category need not be a function.
We give several standard examples, and leave it to the reader to check that the requirements of a category hold for all of them.
4.2. Examples. (i) Consider a monoid $M$ with composition operation + and unit element $0 \in M$. This $M$ can also be described as a category with one object, say $\star$, and with arrows $\star \rightarrow \star$ given by elements $m \in M$. The identity arrow is The associativity and identity requirements required for a category are precisely the associativity and identity laws of the monoid.
(ii) Here is another degenerate example: a preorder consists of a set $D$ with a reflexive and transitive order relation $\leq$. ft corresponds to a category in which there is at most one arrow between each pair of object. Indeed, the preorder ( $D, \leq$ ) can be seen as a category with elements $d \in D$ as objects, and with an arrow $d_{1} \rightarrow d_{2}$ if and only if $d_{1} \leq d_{2}$.
(iii) Many examples of categories have certain mathematical structures as objects, and tructure preserving functions between them as morphisms. Examples are:
(1) Mon, the category of monoids with monoid homomorphisms (preserving compoition and unit).
(2) Grp, the category of groups with group homomorphisms (preserving composition and unit, and thereby also inverses).
(3) PreOrd, the category of preorders with monotone functions (preserving the order). Similarly, there is a category PoSets with posets as objects, and also with monotone unctions as morphisms.
(4) Dcpo, the category of directed complete partial orders (dcpos) with continuous unctions between them (preserving the order and directed joins $\bigvee$ ).
(5) $\mathbf{S p}$, the category of topological spaces with continuous functions (whose inverse mage preserves open subsets).
(6) Met, the category of metric spaces with non-expansive functions between them Consider two objects ( $M_{1} d_{1}$ ) and $\left(M_{2}, d_{2}\right)$ in Met where $d_{i}: M_{i} \times M_{i} \rightarrow[0, \infty)$ is distance function on the set $M_{i}$. A morphism $\left(M_{1}, d_{1}\right) \rightarrow\left(M_{2}, d_{2}\right)$ in Met is defined as a function $f: M_{1} \rightarrow M_{2}$ between the underlying sets satiffying $d_{2}(f(x), f(y)) \leq d_{1}(x, y)$, for all $x, y \in M_{1}$.
(iv) An example that we shall use now and then is the category SetsRel of sets and relations. Its objects are ordinary sets, and its morphisms $X \rightarrow Y$ are relations $R \subseteq$ composition:

The identity morphism $X \rightarrow X$ in SetsRel is the equality relation (also called diagonal or identity relation) $\operatorname{Eq}(X) \subseteq X \times X$ given by $\operatorname{Eq}(X)=\{(x, x) \mid x \in X\}$.

A category is thus a very general mathematical structure, with many possible instances. In the language of categories one can discuss standard mathematical notions, like mono epi-/iso-morphism, product, limit, etc. For example, an isomorphism in a category $\mathbb{C}$ is morphism $f: X \rightarrow Y$ for which there is a (necessarily unique) morphism $g: Y \rightarrow X$ in the opposite direction with $f \circ g=\operatorname{id}_{Y}$ and $g \circ f=\mathrm{id}_{X}$. If there is such an isomorphism, one often writes $X \cong Y$. Such general categorical definitions then have meaning in every example of a category. For instance, it yields a notion of isomorphism for groups, posets, topological spaces, etc.
In a category a morphism from an object to itself, that is, a morphism of the form $f: X \rightarrow X$ will be called an endomorphism or simply an endomap. For instance, a relation $R \subseteq X \times X$ on a single set $X$-instead of a relation $S \subseteq X \times Y$ on two sets $X, Y$-will be called an endorelation, since it forms an endomap $X \rightarrow X$ in the above SetsRel.
Categorical properties are expressed in terms of morphisms, often drawn as diagrams. Two fundamental aspects are commutation and uniqueness.

- Commutation: An equation in category theory usually has the form $f_{1} \circ \cdots \circ f_{n}=$ $g_{1} \circ \cdots \circ g_{m}$, for certain morphisms $f_{i}, g_{j}$. Such an equation can be expressed in a commuting diagram, like.


Extracting such an equation from a commuting diagram by following two paths is an example of what is called diagram chasing.

- Uniqueness: A frequently occurring formulation is: for every +++ there is a unique morphism $f: X \rightarrow Y$ satisfying ***. Such uniqueness is often expressed by writing a dashed arrow $f: X--Y$, especially in a diagram.
As we have already seen in Section 1.2 , uniqueness is a powerful reasoning principle: one can derive an equality $f_{1}=f_{2}$ for two morphisms $f_{1}, f_{2}: X \rightarrow Y$ by showing hat they both satisfy $* * *$. Often, this property $* * *$ can be established via diagram chasing, i.e. by following paths in a diagram (both for $f_{1}$ and for $f_{2}$ ).

Both commutation and uniqueness will be frequently used in the course of this book
For future use we mention two ways to construct new categories from old.

- Given a category $\mathbb{C}$, one can form what is called the opposite category $\mathbb{C}^{\text {op }}$ which has the same objects as $\mathbb{C}$, but the arrows reversed. Thus $f: X \rightarrow Y$ in $\mathbb{C}$ op if and only if $f: Y \rightarrow X$ in $\mathbb{C}$. Composition $g \circ f$ in $\mathbb{C}^{\mathrm{Op}}$ is then $f \circ g$ in $\mathbb{C}$.
- Given two categories $\mathbb{C}$ and $\mathbb{D}$, we can form the product category $\mathbb{C} \times \mathbb{D}$. Its objects are pairs of objects $(X, Y)$ with $X \in \mathbb{C}$ and $Y \in \mathbb{D}$. A morphism $(X, Y) \rightarrow$ $\left(X^{\prime}, Y^{\prime}\right)$ in $\mathbb{C} \times \mathbb{D}$ consists of a pair of morphisms $X \rightarrow X^{\prime}$ in $\mathbb{C}$ and $Y \rightarrow Y^{\prime}$ in $\mathbb{D}$ Identities and compositions are obtained componentwise.

The above example categories of monoids, groups, etc. indicate that structure preserving mappings are important in category theory. There is also a notion of such a mapping between categories, called functor. It preserves the relevant structure.
4.3. Definition. Consider two categories $\mathbb{C}$ and $\mathbb{D}$. A functor $F: \mathbb{C} \rightarrow \mathbb{D}$ consists of two mappings $\operatorname{Obj}(\mathbb{C}) \rightarrow \operatorname{Obj}(\mathbb{D})$ and $\operatorname{Arr}(\mathbb{C}) \rightarrow \operatorname{Arr}(\mathbb{D})$, both written as $F$, such that:
(i) $F$ preserves domains and codomains: if $f: X \rightarrow Y$ in $\mathbb{C}$, then $F(f): F(X) \rightarrow$ $F(Y)$ in $\mathbb{D}$.
(ii) $F$ preserves identities: $F\left(\mathrm{id}_{X}\right)=\operatorname{id}_{F(X)}$ for each $X \in \mathbb{C}$. $g: Y \rightarrow Z$ in $\mathbb{C}$

For each category $\mathbb{C}$ there is a trivial "identity" functor $\mathrm{id}_{\mathbb{C}}: \mathbb{C} \rightarrow \mathbb{C}$, mapping $X \mapsto X$ and $f \mapsto f$. Also, for each object $A \in \mathbb{C}$ there are functors which map everything to $A$ They can be defined as functors $A: \mathbb{D} \rightarrow \mathbb{C}$, for an arbitrary category $\mathbb{D}$. This constant functor maps any object $X \in \mathbb{D}$ to $A$, and any morphism $f$ in $\mathbb{D}$ to the identity map $\operatorname{id}_{A}: A \rightarrow A$.
Further, given two functors $F: \mathbb{C} \rightarrow \mathbb{D}$ and $G: \mathbb{D} \rightarrow \mathbb{E}$, there is a composite functor $G \circ F: \mathbb{C} \rightarrow \mathbb{E}$. It is given by $X \mapsto G(F(X))$ and $f \mapsto G(F(f))$. Often we simply write $G F=G \circ F$, and similarly $G F(X)=G(F(X))$.
1.4.4. Examples. (i) Consider two monoids $(M,+, 0)$ and $(N, \cdot, 1)$ as categories, like in Example 1.4.2 (i). A functor $f: M \rightarrow N$ is then the same as a monoid homomorphism: it preserves the composition operation and unit element.
(ii) Similarly, consider two preorders ( $D, \leq$ ) and ( $E, \sqsubseteq$ ) as categories, like in Example 1.4.2 (ii). A functor $f: D \rightarrow E$ is then nothing but a monotone function: $x \leq y$ implies $f(x) \sqsubseteq f(y)$.
(iii) Frequently occurring examples of functors are so-called forgetful functors. They forget part of the structure of their domain. For instance, there is a forgetful functor Mon $\rightarrow$ Sets mapping a monoid $(M,+, 0)$ to its underlying set $M$, and mapping a monoid homomorphism $f$ to $f$, considered as a function between sets. Similarly, there is a forgetful functor $\mathbf{G r p} \rightarrow$ Mon mapping groups to monoids by forgetting their inverse operation.
(iv) There is a "graph" functor Sets $\rightarrow$ SetsRel. It maps a set $X$ to $X$ itself, and a function $f: X \rightarrow Y$ to the corresponding graph relation $\operatorname{Graph}(f) \subseteq X \times Y$ given by $\operatorname{Graph}(f)=\{(x, y) \mid f(x)=y\}$.
(v) Recall from Section 1.2 that sequence coalgebras were described as functions of the form $c: S \rightarrow\{\perp\} \cup(A \times S)$. Their codomain can be described via a functor Seq: Sets $\rightarrow$ Sets. It maps a set $X$ to the set $\{\perp\} \cup(A \times X)$. And it sends a function $f: X \rightarrow Y$ to a function $\{\perp\} \cup(A \times X) \rightarrow\{\perp\} \cup(A \times Y)$ given by:

$$
\perp \longmapsto \perp \quad \text { and } \quad(a, x) \longmapsto(a, f(x)) .
$$

We leave it to the reader to check that Seq preserves compositions and identities. We do note that the requirement that the behaviour function beh ${ }_{c}: S \rightarrow A^{\infty}$ from Proposition 1.2.1 is a homomorphism of coalgebras can now be described via commutation of the following diagram.


In this book we shall be especially interested in endofunctors, i.e. in functors $\mathbb{C} \rightarrow \mathbb{C}$ from a category $\mathbb{C}$ to itself. In many cases this category $\mathbb{C}$ will simply be Sets, the category if it can be extended in a more or less obvious way to a mapping $f \mapsto G(f)$ on functions
such that $G$ becomes a functor $G$ : Sets $\rightarrow$ Sets. We shall see many examples in the next chapter.

We can now introduce coalgebras in full generality.
1.4.5. Definition. Let $\mathbb{C}$ be an arbitrary category, with an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$.
(i) An $F$-coalgebra, or just a coalgebra when $F$ is understood, consists of an object $X \in \mathbb{C}$ together with a morphism $c: X \rightarrow F(X)$. As before, we often call $X$ the state pace, or the carrier of the coalgebra, and $c$ the transition or coalgebra structure.
(ii) A homomorphism of coalgebras, or a map of coalgebras, or a coalgebra map from one coalgebra $c: X \rightarrow F(X)$ to another coalgebra $d: Y \rightarrow F(Y)$ consists of morphism $f: X \rightarrow Y$ in $\mathbb{C}$ which commutes with the structures, in the sense that the following diagram commutes.

(iii) $F$-coalgebras with homomorphisms between them form a category, which we shal write as $\operatorname{CoAlg}(F)$. It comes with a forgetful functor $\operatorname{CoAlg}(F) \rightarrow \mathbb{C}$, mapping a coalgebra $X \rightarrow F(X)$ to its state space $X$, and a coalgebra homomorphism $f$ to $f$.

The abstractness of the notion of coalgebra lies in the fact that it can be expressed in an category. So we need not only talk about coalgebras in Sets, as we have done so far, but we can also consider coalgebras in other categories. For instance, one can have coalgebras in PreOrd, the category of preorders. In that case, the state space is a preorder, and the
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- Real numbers (and also Baire and Cantor space) are described in [347, Theorem 5.1] as final coalgebras (via continued fractions, see also [335]) of an endofunctor on the category PoSets.
- So-called descriptive general frames (special models of modal logic) appear in [288] as coalgebras of the Vietoris functor on the category of Stone spaces.
- At several places in this book we shall see coalgebra of endofunctors other than sets. For instance, Exercise 1.4.6 mentions invariants as coalgebras of endofunctors on poset categories, and Example 2.3.10 and Exercise 2.3.7 describe streams with thei topology as final coalgebra in the category of topological spaces. Section 5.3 intro duces traces of suitable coalgebras via coalgebra homomorphism to a final coalgebra in the category SetsRel of sets with relations as morphisms.
In the next few chapters we shall concentrate on coalgebras in Sets, but occasionally his more abstract perspective will be useful.


## Exercises

1.4.1. $\quad$ Let $(M,+, 0)$ be a monoid, considered as a category. Check that a functor $F: M \rightarrow$ Sets can be identified with a monoid action: a set $X$ together with a function $\mu: X \times M \rightarrow X$ with $\mu(x, 0)=x$ and $\mu\left(x, m_{1}+m_{2}\right)=\mu\left(\mu\left(x, m_{2}\right), m_{1}\right)$.
1.4.2. $\quad$ Check in detail that the opposite $\mathbb{C}^{\text {op }}$ and product $\mathbb{C} \times \mathbb{D}$ are indeed categories.
1.4.3. Assume an arbitrary category $\mathbb{C}$ with an object $I \in \mathbb{C}$. We form a new category $\mathbb{C} / I$, the so-called slice category over $I$, with:
objects maps $f: X \rightarrow I$ with codomain $I$ in $\mathbb{C}$
morphisms from $X \xrightarrow{f} I$ to $Y \xrightarrow{g} I$ are morphisms $h: X \rightarrow Y$ in $\mathbb{C}$ for which the following diagram commutes.

$$
X \underset{f \searrow_{I} \swarrow g}{\xrightarrow{h}} Y
$$

Describe identities and composition in $\mathcal{C} /$, and verify that $\mathbb{C} / I$ is a category.
(ii) Check that taking domains yields a functor dom: $\mathbb{C} / I \rightarrow \mathbb{C}$.
(iii) Verify that for $\mathbb{C}=$ Sets, a map $f: X \rightarrow I$ may be identified with an $I$-indexed family of sets $\left(X_{i}\right)_{i \in I}$, namely where $X_{i}=f^{-1}(i)$. What do morphisms in $\mathbb{C} / I$ correspond to, in terms of such indexed families?
1.4.4. Recall that for an arbitrary set $A$ we write $A^{\star}$ for the set of finite sequences $\left\langle a_{0}, \ldots, a_{n}\right\rangle$ of elements $a_{i} \in A$.
(i) Check that $A^{\star}$ carries a monoid structure given by concatenation of sequences, with the empty sequence $\rangle$ as neutral element.
$A \rightarrow A^{*}$ yields a functor Sets $\rightarrow$ Mon by maping function $f: A \rightarrow B$ between sets to the function $f^{\star}: A^{\star} \rightarrow B^{\star}$ given by $\left\langle a_{0}, \ldots, a_{n}\right\rangle \mapsto$ Be aware of what needs to be checked: $f^{\star}$ must be a monoid homomorphism, and $(-)^{\star}$ must preserve composition of functions and identity functions.]
(iii) Prove that $A^{\star}$ is the free monoid on $A$ : there is the singleton-sequence insertion map $\eta: A \rightarrow A^{\star}$ which is universal among all mappings of $A$ into a monoid: for each monoid $(M, 0,+)$ and function $f: A \rightarrow M$ there is a unique monoid homomorphism $g: A^{\star} \rightarrow M$ with $g \circ \eta=f$.
145. Recall from (13) the statements with excention of the form $S \rightarrow\{\perp\} \cup S \cup(S \times E)$.

Recall from (1.3) the statements with exceptions of the form $S \rightarrow\{\perp\} \cup S \cup(S \times E)$.
(i) Prove that the assignment $X \mapsto\{\perp\} \cup X \cup(X \times E)$ is functorial, so that statements Prove that the assignment $X$
are coalgebras for this functor
(ii) Show that all the operations at $\mathrm{a}_{1}, \ldots, \mathrm{at}_{n}$, meth $_{1}, \ldots$, meth $_{m}$ of a class as in (1.10) can also be described as a single coalgebra, namely of the functor:
$X \longmapsto D_{1} \times \cdots D_{n} \times \underbrace{(\{\perp\} \cup X \cup(X \times E)) \times \cdots \times(\{\perp\} \cup X \cup(X \times E)})$

$$
m \text { times }
$$

1.4.6. Recall the nexttime operator $\bigcirc$ for a sequence coalgebra $c: S \rightarrow \operatorname{Seq}(S)=\{\perp\} \cup$ $(A \times S)$ from the previous section. Exercise 1.3 .5 (i) says that it forms a monotone function $\mathcal{P}(S) \rightarrow \mathcal{P}(S)$-with respect to the inclusion order-and thus a functor. Check that invariants are precisely the $\bigcirc$-coalgebras!

## Chapter 2

## Coalgebras of Polynomial Functors

The previous chapter has introduced several examples of coalgebras, and has illustrated basic coalgebraic notions like behaviour and invariance (for those examples). This chapter will go deeper into the study of the area of coalgebra, introducing some basic notions, definitions, and terminology. It will first discuss several fundamental set theoretic constructions, like products, coproducts, exponents and powerset in a suitably abstract (categorical) language. These constructs are used to define a collection of elementary functors, the socalled polynomial functors. As will be shown in Section 2.2, this class of functors is rich enough to capture many examples of interesting coalgebras, including deterministic and non-deterministic automata. One of the attractive features of polynomial functors is that The unique map into a final coalgebra will appear as behaviour morphism, mapping a state o its behaviour. The two lat sections of this chapter, 24 and 2.5 , provide additional back ound information, namely on algebras (as duals of colgebras) and onjuctions. The htter form a fundamental categorical notion describing back-and-forth translations that The cur throughout mathematics.

### 2.1 Constructions on sets

This section describes familiar constructions on sets, like products, coproducts (disjoint unions), exponents and powersets. It does so in order to fix notation, and also to show that these operations are functorial, i.e. give rise to functors. This latter aspect is maybe not so familiar. Functoriality is essential for properly developing the theory of coalgebras, see Definition 1.4.5.
These basic constructions on sets are instances of more general constructions in cateories. We shall give a perspective on these categorical formulations, but we do not overemstill follow the development, and readers who are quite comfortable with categories will recognise this wider perspective anyway.

Products
We recall that for two arbitrary sets $X, Y$ the product $X \times Y$ is the set of pairs

$$
X \times Y=\{(x, y) \mid x \in X \wedge y \in Y\} .
$$

There are then obvious projection functions $\pi_{1}: X \times Y \rightarrow X$ and $\pi_{2}: X \times Y \rightarrow Y$ by $\pi_{1}(x, y)=x$ and $\pi_{2}(x, y)=y$. Also, for functions $f: Z \rightarrow X$ and $g: Z \rightarrow Y$ there is a
tuple (or pairing) function $\langle f, g\rangle: Z \rightarrow X \times Y$ given by $\langle f, g\rangle(z)=(f(z), g(z)) \in X \times Y$ for $z \in Z$. Here are some basic equations which are useful in computations.

$$
\begin{align*}
\pi_{1} \circ\langle f, g\rangle & =f \\
\pi_{2} \circ\langle f, g\rangle & =g \\
\left\langle\pi_{1}, \pi_{2}\right\rangle & =\operatorname{id}_{X \times Y} \\
\langle f, g\rangle \circ h & =\langle f \circ h, g \circ h\rangle .
\end{align*}
$$

The latter equation holds for functions $h: W \rightarrow Z$.
Given these equations it is not hard to see that the product operation gives rise to bijective correspondence between pairs of functions $Z \rightarrow X, Z \rightarrow Y$ on the one hand $Z, X, Z \rightarrow Y \rightarrow X \times Y$ into the product on the other. Indeed, given two function function $Z \rightarrow X \times Y$, one can post-compose with the two projections $\tau_{1}$ and $\tau_{2}$ to get two functions $Z \rightarrow X, Z \rightarrow Y$. The above equations help to see that these operation re each other's inverses. Such a bijective correspondence is conveniently expressed by "double rule", working in two directions:

$$
\begin{equation*}
\xlongequal[Z \longrightarrow X \quad Z \longrightarrow Y]{Z \longrightarrow Y} \tag{2.2}
\end{equation*}
$$

Interestingly, the product operation $(X, Y) \mapsto X \times Y$ does not only apply to sets, but also to functions: for functions $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$ we can define a function $f \times g$ namely:

$$
\begin{equation*}
X \times Y \xrightarrow{f \times g} X^{\prime} \times Y^{\prime} \quad \text { given by }(x, y) \longmapsto(f(x), g(y)) \tag{2.3}
\end{equation*}
$$

Notice that the symbol $\times$ is overloaded: it is used both on sets and on functions. Thi product function $f \times g$ can also be described in terms of projections and pairing as $f \times g=$ $\left\langle f \circ \pi_{1}, g \circ \pi_{2}\right\rangle$. It is easily verified that the operation $\times$ on functions satisfies

$$
\operatorname{id}_{X} \times \operatorname{id}_{Y}=\operatorname{id}_{X \times Y} \quad \text { and } \quad(f \circ h) \times(g \circ k)=(f \times g) \circ(h \times k) .
$$

These equations express that the product $\times$ is functorial: it does not only apply to sets, but also to functions; and it does so in such a way that identity maps and compositions are preserved (see Definion 1.4.3). The prodet operion $\times$ is a Sets, from the product category Sets $\times$ Sets of Sets with itself, to Sets.
Products of sets form an instance of the following general notion of product in a category.
2.1.1. Definition. Let $\mathbb{C}$ be a category. The product of two objects $X, Y \in \mathbb{C}$ is a new object $X \times Y \in \mathbb{C}$ with two projection morphisms

$$
X
$$

$\square$ $X \times Y \xrightarrow{\pi_{2}} Y$
which are universal: for each pair of maps $f: Z \rightarrow X$ and $g: Z \rightarrow Y$ in $\mathbb{C}$ there is unique tuple morphism $\langle f, g\rangle: Z \rightarrow X \times Y$ in $\mathbb{C}$, making the following diagram commute


The first two equations from (2.1) clearly hold for this abstract definition of product The other two equations in (2.1)follow by using the uniqueness property of the tuple.
Products need not exist in a category, but if they exist they are determined up-tomorphism: if there is another object with projections $X \stackrel{p_{1}}{\stackrel{p_{1}}{ }} X \otimes Y \xrightarrow{p_{2}} Y$ satisfying he above universal property, then there is a unique isomorphism $X \times Y \xlongequal{\cong} X \otimes Y$ com
 section.
What we have described is the product $X \times Y$ of two sets / objects $X, Y$. For a given $X$, we shall write $X^{n}=X \times \cdots \times X$ for the $n$-fold product (also known as power). The special case where $n=0$ involves the empty product $X^{0}$, called a final or terminal object.
2.1.2. Definition. A final object in a category $\mathbb{C}$ is an object, usually written as $1 \in \mathbb{C}$, such that for each object $X \in \mathbb{C}$ there is a unique morphism $!_{X}: X \rightarrow 1$ in $\mathbb{C}$.

Not every category needs to have a final object, but Sets does. Any singleton set is final. We choose one, and write it as $1=\{*\}$. Notice then that elements of a set $X$ can be identified with functions $1 \rightarrow X$. Hence we could forget about membership $\in$ and talk only about arrows

When a category has binary products $\times$ and a final object 1 , one says that the category has finite products: for each finite list $X_{1}, \ldots, X_{n}$ of objects one can form the product $X_{1} \times \cdots \times X_{n}$. The precise bracketing in this expression is not relevant, because products are associative (up-to-isomorphism), see Exercise 2.1.8 below
One can generalise these finite products to arbitrary, set-indexed products. For an index set $I$, and a collection $\left(X_{i}\right)_{i \in I}$ of $I$-indexed objects there is a notion of $I$-indexed product. It is an object $X=\prod_{i \in I} X_{i}$ with projections $\pi_{i}: X \rightarrow X_{i}$, for $i \in I$, which are universal like in Definition 2.1.1: for an arbitrary object $Y$ and an $I$-indexed collection $f_{i}: Y \rightarrow X_{i}$ of morphisms there is a unique map $f=\left\langle f_{i}\right\rangle_{i \in I}: Y \rightarrow X$ with $\pi_{i} \circ f=f_{i}$ for each $i \in I$. In the category Sets such products exist and may be described as

$$
\begin{equation*}
\prod_{i \in I} X_{i}=\left\{t: I \rightarrow \bigcup_{i \in I} X_{i} \mid \forall i \in I . t(i) \in X_{i}\right\} . \tag{2.4}
\end{equation*}
$$

Coproducts
The next construction we consider is the coproduct (or disjoint union, or sum) +. For sets $X, Y$ we write their coproduct as $X+Y$. It is defined as:

$$
X+Y=\{(x, 1) \mid x \in X\} \cup\{(y, 2) \mid y \in Y\}
$$

The components 1 and 2 serve to force this union to be disjoint. These "tags" enables us o recognise the elements of $X$ and of $Y$ inside $X+Y$. Instead of projections as above we now have "coprojections" $\kappa_{1}: X \rightarrow X+Y$ and $\kappa_{2}: Y \rightarrow X+Y$ going in the we now have "coprojections" $\kappa_{1}: X \rightarrow X+Y$ and $\kappa_{2}: Y \rightarrow X+Y$ going in the
other direction. One puts $\kappa_{1}(x)=(x, 1)$ and $\kappa_{2}(y)=(y, 2)$. And instead of tupling we now have "cotupling" (sometimes called "source tupling"): for functions $f: X \rightarrow Z$ and $g: Y \rightarrow Z$ there is a cotuple function $[f, g]: X+Y \rightarrow Z$ going out of the coproduct, defined by case distinction:

$$
[f, g](w)= \begin{cases}f(x) & \text { if } w=(x, 1) \\ g(y) & \text { if } w=(y, 2) .\end{cases}
$$

There are standard equations for coproducts, similar to those (2.1) for products

$$
\begin{align*}
{[f, g] \circ \kappa_{1} } & =f \\
{[f, g] \circ \kappa_{2} } & =g  \tag{2.5}\\
{\left[\kappa_{1}, \kappa_{2}\right] } & =\operatorname{id}_{X+Y} \\
h \circ[f, g] & =[h \circ f, h \circ g] .
\end{align*}
$$

Earlier we described the essence of products in a bijective correspondence (2.2). There is a similar correspondence for coproducts, but with all arrows reversed:

$$
\begin{equation*}
\xrightarrow[X+Y \longrightarrow Z \quad Y \longrightarrow Z]{X \longrightarrow Z} \tag{2.6}
\end{equation*}
$$

This duality between products and coproducts can be made precise in categorical language, see Exercise 2.1.3 below
So far we have described the coproduct $X+Y$ on sets. We can extend it to functions in he following way. For $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$ there is a function $f+g: X+Y \rightarrow$ $X^{\prime}+Y^{\prime}$ by

$$
(f+g)(w)= \begin{cases}(f(x), 1) & \text { if } w=(x, 1)  \tag{2.7}\\ (g(y), 2) & \text { if } w=(y, 2)\end{cases}
$$

Equivalently, we could have defined: $f+g=\left[\kappa_{1} \circ f, \kappa_{2} \circ g\right]$. This operation + on functions preserves identities and composition:

$$
\operatorname{id}_{X}+\operatorname{id}_{Y}=\operatorname{id}_{X+Y} \quad \text { and } \quad(f \circ h)+(g \circ k)=(f+g) \circ(h+k) .
$$

Thus, coproducts yield a functor + : Sets $\times$ Sets $\rightarrow$ Sets, like products.
Coproducts in Sets satisfy some additional properties. For example, the coproduct is disjoint, in the sense that $\kappa_{1}(x) \neq \kappa_{2}(y)$, for all $x, y$. Also, the coprojections cover the coproduct: every element of a coproduct is either of the form $\kappa_{1}(x)$ or $\kappa_{1}(y)$. Further, products distribute over coproducts, see Exercise 2.1.7 below.
We should emphasise that a coproduct + is very different from ordinary union $\cup$. For example, $\cup$ is idempotent: $X \cup X=X$, but there is not even an isomorphism between $X+X$ and $X$ (if $X \neq \emptyset$ ). Union is an operation on subsets, whereas coproduct is an operation on sets.
Also the coproduct + in Sets is an instance of a more general categorical notion of coproduct.
2.1.3. Definition. The coproduct of two objects $X, Y$ in a category $\mathbb{C}$ is a new object $X+Y \in \mathbb{C}$ with two coprojection morphisms

$$
X \xrightarrow{\kappa_{1}} X+Y \stackrel{\kappa_{2}}{\longleftarrow} Y
$$

satisfying a universal property: for each pair of maps $f: X \rightarrow Z$ and $g: Y \rightarrow Z$ in $\mathbb{C}$ there is a unique cotuple morphism $[f, g]: X+Y \rightarrow Z$ in $\mathbb{C}$, making the following diagram commute.


Like for products, the equation (2.5) can be derived. Also, there is a notion of empty coproduct.
2.1.4. Definition. An initial object 0 in a category $\mathbb{C}$ has the property that for each object $X \in \mathbb{C}$ there a unique morphism ! $x: 0 \rightarrow X$ in $\mathbb{C}$.

The exclamation mark ! is often used to describe uniqueness, like in unique existence 7!. Hence we use it both to describe maps $0 \rightarrow X$ out of initial objects and maps $X \rightarrow 1$ into final objects (see Definition 2.1.2). Usually this does not lead to confusion.

In Sets the empty set 0 is initial: for each set $X$ there is precisely one function $0 \rightarrow$ $X$, namely the empty function (the function with the empty graph). In Sets one has the additional property that each function $X \rightarrow 0$ is an isomorphism. This makes $0 \in$ Sets a so-called strict initial object.
Like for products, one says that a category has finite coproducts when it has binary oproducts + together with an initial object 0 . In that case one can form coproducts $X_{1}+$ $\cdots+X_{n}$ for any finite list of objects $X_{i}$. Taking the $n$-fold coproduct of the same object $X$ yields what is called the copower, written as $n \cdot X=X+\cdots+X$. Also, a set-indexed coproduct, for a set $I$ and a collection $\left(X_{i}\right)_{i \in I}$ of $I$-indexed objects may exist. If so, it is an object $X=\coprod_{i \in I} X_{i}$ with coprojections $\kappa_{i}: X_{i} \rightarrow X$, for $i \in I$, which are universal: for an arbitrary object $Y$ and a collection of maps $f_{i}: X_{i} \rightarrow Y$ there is a unique morphism $f=\left[f_{i}\right]_{i \in I}: X \rightarrow Y$ with $f \circ \kappa_{i}=f_{i}$, for each $i \in I$. In the category Sets such coproducts are disjoint unions, like finite coproducts, but with tags from $I$, as in:

$$
\begin{equation*}
\coprod_{i \in I} X_{i}=\left\{(i, x) \mid i \in I \wedge x \in X_{i}\right\} \tag{2.8}
\end{equation*}
$$

Whereas products are very familiar, coproducts are relatively unknown. From a purely ategorical perspective, they are not more difficult than products, because they are their duals (see Exercise 2.1.3 below). But in a non-categorical setting the cotuple $[f, g]$ is a bit complicated, because it involves variable binding and pattern matching: in a term calculu one can write $[f, g](z)$ for instance as:

$$
\begin{aligned}
& \text { CASES } z \text { OF } \\
& \qquad \begin{array}{c}
\kappa_{1}(x) \longmapsto f(x) \\
\kappa_{2}(y) \longmapsto g(y)
\end{array}
\end{aligned}
$$

Notice that the variables $x$ and $y$ are bound: they are mere place-holders, and their names are not relevant. Functional programmers are quite used to such cotuple definitions by pattern matching.
Another reason why coproducts are not so standard in mathematics is probably that in many algebraic structures coproducts coincide with products; in that case one speaks of biproducts. This is for instance the case for (commutative) monoids/groups and vector spaces and complete lattices, see Exercise 2.1.6. Additionally, in many continuous struc res coproducts do not exist (like in categories of domains).
However, within the theory of coalgebras coproducts play an important role. They occur in many functors $F$ used to describe coalgebras (namely as $F$-coalgebras, see Defi-
nition 1.4 .5 ) in order to capture different output options, like normal and abnormal termination in Section 1 . But additionally one can form new coal orots. This will be illustrated fit will be our first puely catege contrion Therefore, it is elaborated in some detail.
2.1.5. Proposition. Let $\mathbb{C}$ be a category with finite coproducts $(0,+)$, and let $F$ be an arbitrary endofunctor $\mathbb{C} \rightarrow \mathbb{C}$. The category $\operatorname{CoAlg}(F)$ of $F$-coalgebras then also has finite coproducts, given by:

$$
\text { initial coalgebra: }\left(\begin{array}{c}
F(0)  \tag{2.9}\\
\uparrow! \\
0
\end{array}\right) \quad \text { coproduct coalgebra: }\binom{F(X+Y)}{X+Y}
$$

where the map $X+Y \rightarrow F(X+Y)$ on the right is the cotuple $\left[F\left(\kappa_{1}\right) \circ c, F\left(\kappa_{2}\right) \circ d\right]$, assuming coalgebras $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$.

This result generalises to arbitrary (set-indexed) coproducts $\coprod_{i \in I} X_{i}$, see Exercise 2.1.13, and also to coequalisers, see Exercise 2.1.14 (and thus to all colimits).

Proof. It is important to distinguish between reasoning in the two different categories at hand, namely $\mathbb{C}$ and $\operatorname{CoAlg}(F)$. For the above map $0 \rightarrow F(0)$ to be an initial object in $\operatorname{CoAlg}(F)$ we have to show that there is a unique map to any object in $\operatorname{CoAlg}(F)$ in $\operatorname{CoAlg}(F)$ we have to show that there is a unique map to any object in $\operatorname{CoAlg}(F)$. $\operatorname{CoAlg}(F)$ of the form:


Since this map $f$ must also be a map $0 \rightarrow X$ in $\mathbb{C}$, by initiality of $0 \in \mathbb{C}$, it can only be the unique map $f=!: 0 \rightarrow X$. We still have to show that for $f=!$ the above diagram commutes. But this follows again by initiality of 0 : there can only be a single map $0 \rightarrow F(X)$ in $\mathbb{C}$. Hence both composites $c \circ f$ and $F(f) \circ!$ must be the same.
Next, in order to see that the coalgebra on the right in (2.9) is a coproduct in $\mathrm{CoAlg}(F)$ we precisely follow Definition 2.1.3. We have to have two coprojections in $\operatorname{CoAlg}(F)$, for which we take:

It is almost immediately clear that these $\kappa_{1}, \kappa_{2}$ are indeed homomorphisms of coalgebras. Next, according to Definition 2.1.3 we must show that one can do cotupling in $\operatorname{CoAlg}(F)$. So assume two homomorphisms $f, g$ of coalgebras:


These $f, g$ are by definition also morphisms $W \rightarrow X, W \rightarrow Y$ in $\mathbb{C}$. Hence we can take their cotuple $[f, q]: X+Y \rightarrow W$ in $\mathbb{C}$, since by assumption $\mathbb{C}$ has coproducts. What we need to show is that this cotuple $[f, g]$ is also a map in $\operatorname{CoAlg}(F)$, in:

$$
\begin{aligned}
& F(X+Y) \xrightarrow{F([f, g])} F(W) \\
& {\left[F\left(\kappa_{1}\right) \circ c, F\left(\kappa_{2}\right) \circ d\right] \uparrow } \uparrow e \\
&X+Y \xrightarrow[{[f . q}]]{ } W
\end{aligned}
$$

This follows by using the coproduct equations (2.5):
$F([f, g]) \circ\left[F\left(\kappa_{1}\right) \circ c, F\left(\kappa_{2}\right) \circ d\right]$
$=\left[F([f, g]) \circ F\left(\kappa_{1}\right) \circ c, F([f, g]) \circ F\left(\kappa_{2}\right) \circ d\right] \operatorname{see}(2.5)$
$=\left[F\left([f, g] \circ \kappa_{1}\right) \circ c, F\left([f, g] \circ \kappa_{2}\right) \circ d\right] \quad$ since $F$ is a functor
$=[F(f) \circ c, F(g) \circ d]$
$=[e \circ f, e \circ g]$
$=e \circ[f, g]$
by (2.5) since $c, d$ are coalgebra maps see (2.5).

Now we know that $[f, g]$ is a map in $\operatorname{CoAlg}(F)$. Clearly it satisfies $[f, g] \circ \kappa_{1}=f$ and $[f, g] \circ \kappa_{2}=g$ in $\operatorname{CoAlg}(F)$ because composition in $\operatorname{CoAlg}(F)$ is the same as in $\mathbb{C}$. Finally, Definition 2.1.3 requires that this $[f, g]$ is the unique map in $\operatorname{CoAlg}(F)$ with this property. But this follows because $[f, g]$ is the unique such map in $\mathbb{C}$.

Thus, coproducts form an important construct in the setting of coalgebras.

## Exponents

Given two sets $X$ and $Y$ one can consider the set $Y^{X}=\{f \mid f$ is a total function $X \rightarrow Y\}$ This set $Y^{X}$ is sometimes called the function space, or exponent of $X$ and $Y$. Like products nd coproducts, it comes equipped with some basic operations. There is an evaluation function ev: $Y^{X} \times X \rightarrow Y$, which sends the pair $(f, x)$ to the function application $f(x)$. And for a function $f: Z \times X \rightarrow Y$ there is an abstraction function $\Lambda(f): Z \rightarrow Y^{X}$, which maps $z \in Z$ to the function $x \mapsto f(z, x)$ that maps $x \in X$ to $f(z, x) \in Y$. Some basic equations are:

$$
\begin{aligned}
\operatorname{ev} \circ\left(\Lambda(f) \times \operatorname{id}_{X}\right) & =f \\
\Lambda(\mathrm{ev}) & =\operatorname{id}_{Y_{X}} \\
\Lambda(f) \circ h & =\Lambda\left(f \circ\left(h \times \operatorname{id}_{X}\right)\right) .
\end{aligned}
$$

Again, the essence of this construction can be summarised concisely in the form of a bijective correspondence, sometimes called Currying.

$$
\frac{Z \times X \longrightarrow Y}{Z \longrightarrow Y^{X}}
$$

We have seen that both the product $\times$ and the coproduct + give rise to functors Sets $\times$ Sets $\rightarrow$ Sets. The situation for exponents is more subtle, because of the so-called conravariance in the first argument. This leads to an exponent functor Sets ${ }^{\mathrm{op}} \times$ Sets $\rightarrow$ Sets, travariance in the first argument. This leads to an exponent functor Sets $\times$ Sets $\rightarrow$.
involving an opposite category for its first argument. We will show how this works.
For two maps $k: X \rightarrow U$ in Sets ${ }^{\text {pp }}$ and $h: Y \rightarrow V$ in Sets we need to define a
For two maps $k: X \rightarrow U$ in Sets ${ }^{\text {op }}$ and $h: Y \rightarrow V$ in Sets we need to define a
function $h^{k}: Y^{X} \rightarrow V^{U}$ between exponents. The fact that $k: X \rightarrow U$ is a morphism in Sets ${ }^{\mathrm{op}}$ means that it really is a function $k: U \rightarrow X$. Therefore we can define $h^{k}$ on a function $f \in Y^{X}$ as

$$
\begin{equation*}
h^{k}(f)=h \circ f \circ k . \tag{2.12}
\end{equation*}
$$

This yields indeed a function in $V^{U}$. Functoriality also means that identities and compositions must be preserved. For identities this is easy

$$
\left(\mathrm{id}^{\mathrm{id}}\right)(f)=\mathrm{id} \circ f \circ \mathrm{id}=f .
$$

But for preservation of composition we have to remember that composition in an opposite category is reversed:

$$
\begin{aligned}
\left(h_{2}^{k_{2}} \circ h_{1}^{k_{1}}\right)(f)=h_{2}^{k_{2}}\left(h_{1}^{k_{1}}(f)\right) & =h_{2}^{k_{2}}\left(h_{1} \circ f \circ k_{1}\right) \\
& =h_{2} \circ h_{1} \circ f \circ k_{1} \circ k_{2} \\
& =\left(h_{2} \circ h_{1}\right)^{\left(k_{1} \circ k_{2}\right)}(f) \\
& =\left(h_{2} \circ \frac{C}{\left.\left.h_{1}\right)^{\left(k_{2} \circ\right.} \circ \circ{ }^{\circ} k_{1}\right)}(f) .\right.
\end{aligned}
$$

We conclude this discussion of exponents with the categorical formulation.
2.1.6. Definition. Let $\mathbb{C}$ be a category with products $\times$. The exponent of two objects $X, Y \in \mathbb{C}$ is a new object $Y^{X} \in \mathbb{C}$ with an evaluation morphism

$$
Y^{X} \times X \xrightarrow{\text { ev }} Y
$$

such that: for each map $f: Z \times X \rightarrow Y$ in $\mathbb{C}$ there is a unique abstraction morphism $\Lambda(f): Z \rightarrow Y^{X}$ in $\mathbb{C}$, making the following diagram commute.


The following notions are often useful. A cartesian closed category, or CCC for short, is a category with finite products and exponents. And a bicartesian closed category, or BiCCC is a CCC with finite coproducts. As we have seen, Sets is a BiCCC.

## Powersets

For a set $X$ we write $\mathcal{P}(X)=\{U \mid U \subseteq X\}$ for the set of (all) subsets of $X$. In more categorical style we shall also write $U \hookrightarrow X$ or $U \mapsto X$ for $U \subseteq X$. These subsets will also be called predicates. Therefore, we sometimes write $U(x)$ for $x \in U$, and say in that case that $U$ holds for $x$. The powerset $\mathcal{P}(X)$ is naturally ordered by inclusion: $U \subseteq V$ iff $\forall x \in X . x \in U \Rightarrow x \in V$. This yields a poset $(P(X), \subseteq)$, with (arbitrary) meets given by intersection $\bigcap_{i \in I} U_{i}=\left\{x \in X \mid \forall i \in I . x \in U_{i}\right\}$, (arbitrary) joins by unions $\bigcup_{i \in I} U_{i}=$ $\left\{x \in X \mid \exists i \in I . x \in U_{i}\right\}$, and negation by complement $\neg U=\{x \in X \mid x \notin U\}$. In brief, $(\mathcal{P}(X), \subseteq)$ is a complete Boolean algebra. Of special interest is the truth predicate $\mathrm{T}_{X}=(X \subseteq X)$ which always holds, and the falsity predicate $\perp_{X}=(\emptyset \subseteq X)$ which never holds. The 2 -element set $\{\perp, T\}$ of Booleans is thus the powerset $\mathcal{P}(1)$ of the final object 1.
Relations may be seen as special cases of predicates. For example, a (binary) relation $R$ on sets $X$ and $Y$ is a subset $R \subseteq X \times Y$ of the product set, i.e. an element of the powerset $\mathcal{P}(X \times Y)$. We shall use the following notations interchangeably:

$$
R(x, y), \quad(x, y) \in R, \quad x R y .
$$

Relations, like predicates, can be ordered by inclusion. The resulting poset $(\mathcal{P}(X \times Y), \subseteq)$ is again a complete Boolean algebra. It also contains a truth relation $T_{X \times Y} \subseteq X \times Y$ Resal
Reversal all write $R^{\dagger} \subseteq Y \times X$ for the reverse relation given by $\mu R^{\dagger} x$ iff $x R$. If w $X \times Y$ we shall wit $S \subseteq Y \times Z$ for the reverse relation givition br relations $S \circ R$ we new relation $(S \circ R) \subseteq X \times Z$ via: $x(S \circ R) z$ iff $\exists y \in Y, R(x, y) \wedge S(\mu, z)$ as already new relation $(S \circ R)$ described in (1.11).
Often we are interested in relations $R \subseteq X \times X$ on a single set $X$. Of special interest then is the equality relation $\operatorname{Eq}(X) \subseteq X \times X$ given by $\operatorname{Eq}(X)=\{(x, y) \in X \times X \mid x=$ $y\}=\{(x, x) \mid x \in X\}$. As we saw in Example 1.4.2 (iv), sets and relations form a category SetsRel, with equality relations as identity maps. The reversal operation $(-)^{\dagger}$ yields a It makes SetsRel into what is called a degger category. Such categories are used for reversible computations, like in quantum computing, see e.g. [7].

The powerset operation $X \mapsto \mathcal{P}(X)$ is also functorial. For a function $f: X \rightarrow Y$ there is a function $\mathcal{P}(f): \mathcal{P}(X) \rightarrow \mathcal{P}(Y)$ given by so-called direct image: for $U \subseteq X$,

$$
\begin{aligned}
\mathcal{P}(f)(U) & =\{f(x) \mid x \in U\} \\
& =\{y \in Y \mid \exists x \in X . f(x)=y \wedge x \in U\} .
\end{aligned}
$$

Alternative notation for this direct image is $f[U]$ or $\coprod_{f}(U)$. In this way we may describe the powerset as a functor $\mathcal{P}(-)$ : Sets $\rightarrow$ Sets.

It turns out that one can also describe powerset as a functor $\mathcal{P}(-)$ : Sets ${ }^{\text {op }} \rightarrow$ Sets with the opposite of the category of sets as domain. In that case a function $f: X \rightarrow Y$ yields a map $f^{-1}: \mathcal{P}(Y) \rightarrow \mathcal{P}(X)$, which is commonly called inverse image: for $U \subset Y$,

$$
\begin{equation*}
f^{-1}(U)=\{x \mid f(x) \in U\} . \tag{2.14}
\end{equation*}
$$

The powerset operation with this inverse image action on morphisms is sometimes called he contravariant powerset. But standardly we shall consider the "covariant"powersets with direct images, as functor Sets $\rightarrow$ Sets. We shall frequently encounter these direct $\amalg_{f}$ and inverse $f^{-1}$ images. They are related by a Galois connection

$$
\begin{equation*}
\frac{\coprod_{f}(U) \subseteq V}{\overline{U \subseteq f^{-1}(V)}} \tag{2.15}
\end{equation*}
$$

See also in Exercise 2.1.12 below
We have seen bijective correspondences characterising products, coproducts, exponents and images. There is also such a correspondence for powersets:

$$
\frac{X \longrightarrow \mathcal{P}(Y)}{\text { relations } \subseteq Y \times X}
$$

This leads to a more systematic description of a powerset as a so-called relation classifier. There is a special inhabitation $\in \subseteq Y \times \mathcal{P}(Y)$, given by $\in(y, U) \Leftrightarrow y \in U$. For any relation $R \subseteq Y \times X$ there is then a relation classifier, or characteristic function $\operatorname{char}(R): X \rightarrow \mathcal{P}(Y)$ mapping $x \in X$ to $\{y \in Y \mid R(y, x)\}$. This map $\operatorname{char}(R)$ is the unique function $f: X \rightarrow \mathcal{P}(Y)$ with $\in(y, f(x)) \Leftrightarrow R(y, x)$, i.e. with $(\mathrm{id} \times f)^{-1}(\in)=R$ This formalisation of this special property in categorical language yields so-called power objects. The presence of such objects is a key feature of "toposes". The latter are categorical set-like universes, with constructive logic. They form a topic that goes beyond the introductory material covered in this text. The interested reader is referred to the extensive literature on toposes [ $255,257,156,56,317,78$ ].
Finally, we shall often need the finte powerset $\mathcal{P}_{\text {fin }}(X)=\{U \in \mathcal{P}(X) \mid U$ is finite $\}$. It also forms a functor Sets $\rightarrow$ Sets.

Injections and surjections (in Sets)
A function $f: X \rightarrow Y$ is called injective (or an injection, or monomorphism, or just mono, for short) if $f(x)=f\left(x^{\prime}\right)$ implies $x=x^{\prime}$. In that case we often write $f: X \mapsto$ , or $f: X \hookrightarrow Y$ in case $X$ is a subset of $Y$ A surjection, (or surjective function, or
 is an $x \in X$ with $f(x)=y$. Injectivity and surjectivity can be formulated categorically, see Exercise 2.5.8 later on, and then appear as dual notions. In the category Sets these functions have some special "splitting" properties that we shall describe explicitly because they are used from time to time.
The standard formulation of the axiom of choice (AC) say that for each collection $\left(X_{i}\right)_{i \in I}$ of non-empty sets there is a choice function $c: I \rightarrow \bigcup_{i \in I} X_{i}$ with $c(i) \in X_{i}$ for
each $i \in I$. It is used for instance to see that the set-theoretic product $\prod_{i \in I} X_{i}$ from (2.4) is a non-empty set in case each $X_{i}$ is non-empty.

An equivalent, more categorical, formulation of the axiom of choice is: every surjection $f: X \rightarrow Y$ has a section (also called splitting): a function $s: Y \rightarrow X$ in the revers direction with $f \circ s=$ id. This $s$ thus chooses an element $s(y)$ in the non-empty set $f^{-1}(y)=\{x \in X \mid f(x)=y\}$. Notice that such a section is an injection.
For injections there is a comparable splitting result. Assume $f: X \hookrightarrow Y$ in Sets, where $X \neq \emptyset$. Then there is a function $g: Y \rightarrow X$ with $g \circ f=\mathrm{id}$. This $g$ is obtained a follows. Since $X \neq \emptyset$ we may assume an element $x_{0} \in X$, and use it in
$g(y)= \begin{cases}x & \text { if there is a (necessarily unique) element } x \text { with } f(x)=y \\ x_{0} & \text { otherwise. }\end{cases}$
Notice that this $g$ is a surjection $Y \rightarrow X$.
These observations will often be used in the following form.
2.1.7. Lemma. Let $F:$ Sets $\rightarrow$ Sets be an arbitrary functor.
(i) If $f: X \rightarrow Y$ is surjective, then so is $F(f): F(X) \rightarrow F(Y)$.
(ii) If $f: X \rightarrow Y$ is injective and $X$ is non-empty, then $F(f)$ is also injective

Proof. (i) If $f: X \rightarrow Y$ is surjective, then, by the axiom of choice, there is a splitting Proof. (1) If $f: X \rightarrow Y$ is surjective, then, by the axiom of choice, there is a splitting
$s: Y \rightarrow X$ with $f \circ s=\operatorname{id}_{Y}$. Hence $F(f) \circ F(s)=F(f \circ s)=F\left(\operatorname{id}_{Y}\right)=\operatorname{id}_{F(Y)}$ Thus $F(f)$ has a splitting (right inverse), and is thus surjective.
(ii) In the same way, as we have seen, for injective functions $f: X \rightarrow Y$ with $X \neq \emptyset$, there is a $g: Y \rightarrow X$ with $g \circ f=\operatorname{id}_{X}$. Thus $F(g) \circ F(f)=\operatorname{id}_{F(X)}$, so that $F(f)$ i injective.

## Exercises

2.1.1. Verify in detail the bijective correspondences (2.2), (2.6), (2.11) and (2.16).
2.1.2. Consider a poset $(D, \leq)$ as a category. Check that the product of two elements $d, e \in D$, if it exists, is the meet $d \wedge e$. And a coproduct of $d, e$, if it exists, is the join $d \vee e$ Similarly, show that a final object is a top element T (with $d \leq \mathrm{T}$, for all $d \in D$ ), and tha an initial object is a bottom element $\perp$ (with $\perp \leq d$, for all $d \in D$ ).
2.1.3. Check that a product in a category $\mathbb{C}$ is the same as a coproduct in $\mathbb{C}^{\text {op }}$
2.1.4. Fix a set $A$ and prove that assignments $X \mapsto A \times X, X \mapsto A+X$ and $X \mapsto X^{A}$ are functorial, and give rise to functors Sets $\rightarrow$ Sets.
2.1.5. Prove that the category PoSets of partially ordered sets and monotone functions is BiCCC. The definitions on the underlyins sets $X$ of poset $(X, \leq)$ are like for ordinar sets, but should be equipped with appropriate orders.
2.1.6. Consider the category Mon of monoids with monoid homomorphisms between them.
(i) Check that the singleton monoid 1 is both an initial and a final object in Mon; this is called a zero object.
Given two monoids ( $M_{1},+_{1}, 0_{1}$ ) and ( $M_{2},+_{2}, 0_{2}$ ), define a product monoid $M_{1} \times$ $M_{2}$ with componentwise addition $(x, y)+\left(x^{\prime}, y^{\prime}\right)=\left(x+1 x^{\prime}, y+2 y^{\prime}\right)$ and unit Mon with the standard projection maps $M_{1} \stackrel{\pi_{1}}{\longleftrightarrow} M_{1} \times M_{2} \xrightarrow{\pi_{2}} M_{2}$.
(iii) Note that there are also coprojections $M_{1} \xrightarrow{\kappa_{1}} M_{1} \times M_{2} \stackrel{\kappa_{2}}{\leftrightarrows} M_{2}$, given by $\kappa_{1}(x)=$ $\left(x, 0_{2}\right)$ and $\kappa_{2}(y)=\left(0_{1}, y\right)$ which are monoid homomorphisms, and which make $M_{1} \times M_{2}$ at the same time the coproduct of $M_{1}$ and $M_{2}$ in Mon (and hence a biproduct).
[Hint. Define the cotuple $[f, g]$ as $x \mapsto f(x)+g(x)$.]
2.1.7. Show that in Sets products distribute over coproducts, in the sense that the canonical maps

$$
\begin{array}{r}
(X \times Y)+(X \times Z) \xrightarrow{\left[\mathrm{id}_{X} \times \kappa_{1}, \mathrm{id}_{X} \times \kappa_{2}\right]} \\
0
\end{array} X \times(Y+Z,
$$

are isomorphisms. Categories in which this is the case are called distributive, see [93] for more information on distributive categories in general, and see [171] for an investigation of such distributivities in categories of coalgebras.
2.1.8. (i) Consider a category with finite products $(\times, 1)$. Prove that there are isomorphisms

$$
X \times Y \cong Y \times X \quad(X \times Y) \times Z \cong X \times(Y \times Z) \quad 1 \times X \cong X
$$

(ii) Similarly, show that in a category with finite coproducts $(+, 0)$ one has:

$$
X+Y \cong Y+X \quad(X+Y)+Z \cong X+(Y+Z) \quad 0+X \cong X
$$

[This means that both the finite product and coproduct structure in a category yields socalled symmetric monoidal structure. See [315, 78] for more information.]
(iii) Next, assume that our category also has exponents. Prove that:

$$
X^{0} \cong 1 \quad X^{1} \cong X \quad 1^{X} \cong 1 .
$$

And also that:

$$
Z^{X+Y} \cong Z^{X} \times Z^{Y} \quad Z^{X \times Y} \cong\left(Z^{Y}\right)^{X} \quad(X \times Y)^{Z} \cong X^{Z} \times Y^{Z}
$$

2.1.9. Check that

$$
\mathcal{P}(0) \cong 1 \quad \mathcal{P}(X+Y) \cong \mathcal{P}(X) \times \mathcal{P}(Y)
$$

And similarly for the finite powerset $\mathcal{P}_{\text {fin }}(-)$ instead of $\mathcal{P}(-)$. This property says that $\mathcal{P}()$ and $\mathcal{P}_{\text {fin }}()$ are "additive", see [102]
21.10. Show that the finite powerset also forms a functor $\mathcal{P}_{\mathrm{f}}(-):$ Sets $\rightarrow$ Set
2.1.11. Notice that a powerset $\mathcal{P}(X)$ can also be understood as exponent $2^{X}$, where $2=\{0,1\}$ Check that the exponent functoriality gives rise to the contravariant powerset Sets ${ }^{\circ \mathrm{P}} \rightarrow$ Sets.
2.1.12. Consider a function $f: X \rightarrow Y$. Prove that:
(i) the direct image $\mathcal{P}(f)=\amalg_{f}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y)$ preserves all joins, and that the inverse image $f^{-1}(-): \mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ preserves not only joins but also meets and negation $\underset{\text { image } f^{-1}(-): \mathcal{P}(Y) \rightarrow \mathcal{P}(X)}{\text { (il the Boolean structure): }}$
(ii) there is a Galois connection $\amalg_{f}(U) \subseteq V \underset{ }{\Longleftrightarrow} U \subseteq f^{-1}(V)$, as claimed in (2.15); there is a product function $\prod_{f}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y)$ given by $\prod_{f}(U)=\{y \in Y \mid \forall x \in$
$X . f(x)=y \Rightarrow x \in U\}$, with a Galois connection $f^{-1}(V) \subseteq U \Longleftrightarrow V \subseteq \Pi_{( } \subseteq$
1.13. Assume a category $\mathbb{C}$ has arbitrary, set-indexed coproducts $\amalg_{i \in I} X_{i}$. Show, like in the Assume a category $\mathbb{C}$ has arbitrary, set-indexed coproducts $\coprod_{i \in I} X_{i}$. Show, like in the
proof of Proposition 2.1.5, that the category $\operatorname{CoAlg}(F)$ of coalgebras of a functor $F: \mathbb{C} \rightarrow$ $\mathbb{C}$ then also has such coproducts.
2.1.14. For two parallel maps $f, g: X \rightarrow Y$ between objects $X, Y$ in an arbitrary category $\mathbb{C}$ a coequaliser $q: Y \rightarrow Q$ is a map in a diagram,

$$
X \xrightarrow[g]{\stackrel{f}{\longrightarrow}} Y \xrightarrow{q} Q
$$

with $q \circ f=q \circ g$ in a "universal way": for an arbitrary map $h: Y \rightarrow Z$ with $h \circ f=$ $\circ g$ there is a unique map $k: Q \rightarrow Z$ with $k \circ q=h$
An equaliser in a category $\mathbb{C}$ is a coequaliser in $\mathbb{C}^{\text {op }}$. Formulate explicitly what an equaliser of two parallel maps is.
(ii) Check that in the category Sets the set $Q$ can be defined as the quotient $Y / R$, where位 $x \in X$.
(iii) Returning to the general case, assume a category $\mathbb{C}$ has coequalisers. Prove that for an arbitrary functor $F: \mathbb{C} \rightarrow \mathbb{C}$ the associated category of coalgebras $\operatorname{CoAlg}(F)$ also arbitrary functor $F: \mathbb{C} \rightarrow \mathbb{C}$ the associated category of coalgebras $\operatorname{CoAlg}(F)$ also
has coequalisers, as in $\mathbb{C}$ : for two parallel homomorphisms $f, g: X \rightarrow Y$ between has coequalisers, as in $\mathbb{C}$ : for two parallel homomorphisms $f, g: X \rightarrow Y$ between
coalgebras $c: X \rightarrow F(X)$ and $d: Y \rightarrow F(Y)$ there is by universality an induced coalgebras $c: X \rightarrow F(X) F(Q)$ on the coequaliser $Q$ of the underlying maps $f, g$,
coalgebra structure $Q \rightarrow F$ yielding a diagram of coalgebras

$$
\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \xrightarrow[g]{f}\left(\begin{array}{c}
F(Y) \\
\uparrow \\
\uparrow \\
Y
\end{array}\right) \xrightarrow{q}\left(\begin{array}{c}
F(Q) \\
\uparrow \\
Q
\end{array}\right)
$$

with the appropriate universal property in $\operatorname{CoAlg}(F)$ : for each coalgebra $e: Z \rightarrow$ $F(Z)$ with homomorphism $h: Y \rightarrow Z$ satisfying $h \circ f=h \circ g$ there is a unique homomorphism of coalgebras $k: Q \rightarrow Z$ with $k \circ q=h$

### 2.2 Polynomial functors and their coalgebras

Earlier in Definition 1.4.5 we have seen the general notion of a coalgebra as a map $X \rightarrow$ $F(X)$ in a category $\mathbb{C}$, where $F$ is a functor $\mathbb{C} \rightarrow \mathbb{C}$. Here, in this section and in much of the rest of this text we shall concentrate on a more restricted situation: as category $\mathbb{C}$ we use the use so-called polynomial functors, like $F(X)=A+(B \times X)^{C}$. These are functors buil up inductively from certain simple basic functors, using products, coproducts, exponent and powersets for forming new functors. There are three reasons for this restriction and powersets for forming new functors. There are three reasons for this restriction to polynomial functors.

1. Polynomial functors are concrete and easy to grasp.
2. Coalgebras of polynomial functors include many of the basic examples; they suffice for the time being.
3. Polynomial functors allow definitions by induction, for many of the notions that we shall be interested in-notably relation lifting and predicate lifting in the next two chapters. These inductive definitions are easy to use, and can be introduced without any categorical machinery.
This section contains the definition of polynomial functor, and also many examples of such functors and of their coalgebras.
2.2.1. Definition. We define three collections of functors Sets $\rightarrow$ Sets, namely SPF, EPF, and KPF, for simple, exponent and Kripke polynomial functors, as in:

| SPF | EPF |
| :---: | :---: | :---: |
| functors Sets $\rightarrow$ Sets |  |
| built with identity, constants |  |
| finite products, arbitrary coproducts |  |$\quad$| additionally: |
| :---: |
| $(-)^{A}$ with |
| infinite $A$ |$\quad$| KPF |
| :---: |
| additionally: |
| powerset $\mathcal{P}$ |
| $\left(\right.$ (or $\left.\mathcal{P}_{\text {fin }}\right)$ |

## Simple polynomial $\quad \begin{gathered}\text { Exponent } \\ \text { polynomial }\end{gathered} \quad \begin{gathered}\text { Kripke } \\ \text { polynomia }\end{gathered}$

(i) The collection SPF of simple polynomial functors is the least class of functors Sets $\rightarrow$ Sets satisfying the following four clauses.
(1) The identity functor Sets $\rightarrow$ Sets is in SPF.
(2) For each set $A$, the constant functor $A$ : Sets $\rightarrow$ Sets is in SPF. Recall that it maps every set $X$ to $A$, and every function $f$ to the identity $\operatorname{id}_{A}$ on $A$.
(3) If both $F$ and $G$ are in SPF, then so is the product functor $F \times G$, defined as $X \mapsto$ $F(X) \times G(X)$. On functions it is defined as $f \mapsto F(f) \times G(f)$, see (2.3).
(4) If we have a non-empty set $I$ and an $I$-indexed collection of functors $F_{i}$ in SPF, then the set-indexed coproduct $\coprod_{i \in I} F_{i}$ is also in SPF. This new functor maps a set $X$ to the $I$-indexed coproduct $\coprod_{i \in I} F_{i}(X)=\left\{(i, u) \mid i \in I \wedge u \in F_{i}(X)\right\}$. It maps a function $f: X \rightarrow Y$ to the mapping $(i, u) \mapsto\left(i, F_{i}(f)(u)\right)$.
(ii) The collection EPF of exponent polynomial functors has the following four clauses and additionally:
(5) For each set $A$, if $F$ in SPF, then so is the "constant" exponent $F^{A}$ defined as $X \mapsto$ $F(X)^{A}$. It sends a function $f: X \rightarrow Y$ to the function $F(f)^{A}=F(f)^{\text {id } A}$ which maps $h: A \rightarrow F(X)$ to $F(f) \circ h: A \rightarrow F(Y)$, see (2.12).
(iii) The class KPF of Kripke polynomial functors is the superset of SPF defined by the above clauses (1)-(5), with 'SPF' replaced by 'KPF', plus one additional rule:
(6) If $F$ is in KPF, then so is the powerset $\mathcal{P}(F)$, defined as $X \mapsto \mathcal{P}(F(X))$ on sets, and as $f \mapsto \mathcal{P}(F(f))$ on functions, see (2.13),
ccasionally, we shall say that a functor $F$ is a finite KPF. This means that all the powersets $\mathcal{P}(-)$ occurring in $F$ are actually finite powersets $\mathcal{P}_{\text {fin }}(-)$.
We notice that exponents $(-)^{A}$ for finite sets $A$ are already included in simple polynomial functors via iterated products $F_{1} \times \cdots \times F_{n}$. The collection EPF is typically used to capture coalgebras (or automata) with infinite sets of inputs, given as exponents, see Sub cior 2.2.3 beew. Cubsection 2.4
The above clauses yield a reasonable collection of functors to start from, but we could of course have included some more constructions in our definition of polynomial functorof course have included some more constructions in our definition of polynomial functor-
like iterations via initial and final (co)algebras, see Exercise 2.3 .8 and e.g. [201, 369, 253], like iterations via initial and final (co)algebras, see Exercise 2.3 .8 and e.g. [201, 369, 253], as used in the experimental programming language Charity $[97,95,94]$. There are thus
interesting functors which are out of the "polynomial scope", see for instance the multiset interesting functors which are out of the "polynomial scope", see for instance the multiset Exercise 2.2.6. However, the above clauses suffice for many examples, for the time being. The coproducts that are used to construct simple polynomial functors are arbitrary, setndexed coproducts. Frequently we shall use binary versions $F_{1}+F_{2}$, for an index set $I=\{1,2\}$. But we like to go beyond such finite coproducts, for instance in defining the list functor $F^{\star}$, given as infinite coproduct of products:

$$
\begin{equation*}
F^{\star}=\coprod_{n \in \mathbb{N}} F^{n} \text { where } F^{n}=\underbrace{F \times \cdots \times F}_{n \text { times }} \tag{2.17}
\end{equation*}
$$

Thus, if $F$ is the identity functor, then $F^{\star}$ maps a set $X$ to the set of lists:

$$
X^{\star}=1+X+(X \times X)+(X \times X \times X)+.
$$

The collection SPF of simple polynomial functors is reasonably stable in the sense hat it can be characterised in various ways. Below we give one such alternative characerisation; the other one is formulated later on, in Theorem 4.7.8, in terms of preservation properties. The characterisation below uses "arities" as commonly used in universal algebra o capture the number of arguments in a primitive function symbol. For instance, addition + has arity 2 , and minus - has arity 1 . These arities will be used more systematically in Section 6.6 to associate a term calculus with a simple polynomial functor.
2.2.2. Definition. An arity is given by a set $I$ and a function $\#: I \rightarrow \mathbb{N}$. It determines a simple polynomial functor $F_{\#}:$ Sets $\rightarrow$ Sets, namely:

$$
\begin{aligned}
F_{\#}(X) & \stackrel{\text { def }}{=} \coprod_{i \in I} X^{\# i} \\
& =\left\{(i, \vec{x}) \mid i \in I \text { and } \vec{x} \in X^{\# i}\right\} .
\end{aligned}
$$

## We often call such an $F_{\#}$ an arity functor

In the style of universal algebra one describes the operations of a group via an index set $I=\{\mathrm{s}, \mathrm{m}, \mathrm{z}\}$, with symbols for sum, minus and zero, with obvious arities $\#(\mathrm{~s})=2$, $\#(\mathrm{~m})=1, \#(\mathrm{z})=0$. The associated functor $F_{\#}$ sends $X$ to $(X \times X)+X+1$. In general, these arity functors have a form that clearly 'polynomial'.
2.2.3. Proposition. The collections of simple polynomial functors and arity functors coincide.
Proof. By construction an arity functor $F_{\#}=\coprod_{i \in I}(-)^{\#(i)}$ is a simple polynomial funcProof. By construction an arity functor tor $^{\#}=\coprod_{i \in I}$, we concentrate on the converse. We show that each simple polynomial functor $F$ is an arity functor, with index set $F(1)$, by induction on the structure of $F$.

- If $F$ is the identity functor $X \mapsto X$ we take $I=F(1)=1$ and $\#=1: 1 \rightarrow \mathbb{N}$. Then $F_{\#}(X)=\coprod_{i \in 1} X^{\# i} \cong \coprod_{i \in 1} X^{1} \cong X=F(X)$.
If $F$ is a constant functor $X \mapsto A$, then we choose as arity the map \#: $A \rightarrow \mathbb{N}$ which is constantly 0 . Then $F_{\#}(X)=\coprod_{a \in A} X^{\# a}=\coprod_{a \in A} X^{0} \cong \coprod_{a \in A} 1 \cong A=$ $F(X)$.
- If $F$ is a product $X \mapsto F_{1}(X) \times F_{2}(X)$ we may assume arities $\#_{j}: I_{j} \rightarrow \mathbb{N}$ for $j \in\{1,2\}$. We now define $\#: I_{1} \times I_{2} \rightarrow \mathbb{N}$ as $\#\left(i_{1}, i_{2}\right)=\# \#_{1} i_{1}+\# 2 i_{2}$. Then:

$$
\begin{aligned}
F_{\#}(X) & =\coprod_{\left(i_{1}, i_{2}\right) \in I_{1} \times I_{2}} X^{\left(\# i_{1}+\# 2 i_{2}\right)} \\
& \cong \coprod_{i_{1} \in I_{1}} \amalg_{i_{2} \in I_{2}}^{\# \# i_{1}} \times X^{\# 2 i_{2}} \\
& \cong \coprod_{i_{1} \in I_{1}} X^{\# i_{1}} \times \coprod_{i_{2} \in I_{2}} X^{\# 2\left(i_{2}\right)}
\end{aligned}
$$

since $Y \times(-)$ preserves coproducts, see also Exercise 2.1.7

$$
\stackrel{(\mathrm{HH})}{=} F_{1}(X) \times F_{2}(X)
$$

$$
=F(X) .
$$

- If $F$ is a coproduct $X \mapsto \coprod_{j \in J} F_{j}(X)$ we may assume arities $\#_{j}: I_{j} \rightarrow \mathbb{N}$ by the induction hypothesis. The cotuple $\#=\left[\#_{j}\right]_{j \in J}: \coprod_{j \in j} I_{j} \rightarrow \mathbb{N}$ then does the job:

$$
\begin{aligned}
F_{\#}(X) & =\coprod_{(j, i) \in \amalg_{j \in J} I_{j}} X^{\#(j, i)} \\
& \cong \amalg_{j \in J} \coprod_{i \in I_{j}} X^{\# j(i)} \\
& \stackrel{((H))}{\cong} \coprod_{j \in J} F_{j}(X) \\
& =F(X) .
\end{aligned}
$$

$\square$
The arities \#:I $\rightarrow \mathbb{N}$ that we use here are single-sorted arities. The can be used to capture operations of the form $n \rightarrow 1$, with $n$ inputs, all of the same sort, and a single output, of this same sort. But multi-sorted (or multi-typed) operations like even: $\mathbb{N} \rightarrow$ Bool $=\{$ true, false $\}$ are out of scope. More generally, given a set of sorts/types $S$, one can also consider multi-sorted arities as functions $\#: I \rightarrow S^{+}=S^{*} \times S$. A value $\#(i)=$ $\left(\left\langle s_{1}, \ldots s_{n}\right\rangle, t\right)$ then captures a function symbol with type $s_{1} \times \cdots \times s_{n} \rightarrow t$, taking $n$ inputs of sort $s_{1}, \ldots, s_{n}$ to an output sort $t$. Notice that the (single-sorted) arities that we
use here are a special case, when the set of sorts $S$ is a singleton $1=\{0\}$, since $1^{\star} \cong \mathbb{N}$. In the remainder of this section we shall see several instances of (simple, exponent and Kripke) polynomial functors. This includes examples of fundamental mathematical structures that arise as coalgebras of such functors.

### 2.2.1 $\quad$ Statements and sequence

In the previous chapter we have used program statements (in Section 1.1) and sequences (in Section 1.2) as motivating examples for the study of coalgebras. We briefly review these examples using the latest terminology and notation.
Recall that statements were introduced as functions acting on a state space $S$, with different output types depending on whether these statements could hang or terminate abruptly because of an exception. These two representations were written as:
$S$ $\qquad$ $\{\perp\} \cup S$$\{\perp\} \cup S \cup(S \times E)$

Using the notation from the previous section we now write these as:
$S$
$\longrightarrow 1+S$
$S \longrightarrow$ $\longrightarrow 1+S+(S \times E)$

And so we recognise these statements as coalgebras

$$
\begin{equation*}
S \longrightarrow F(S) \tag{S}
\end{equation*}
$$

$\qquad$
of the simple polynomial functors:

$$
\left.\begin{array}{rlrl}
F & =1+\mathrm{id} & & G
\end{array}\right)=1+\mathrm{id}+(\mathrm{id} \times E) .
$$

Thus, these functors determine the kind of computations.
Sequence coalgebras, for a fixed set $A$, were described in Section 1.2 as functions:
ie. as coalgebras:

of the simple polynomial functor $1+(A \times \mathrm{id})$. This functor was called Seq in Example 1.4.4 (v). Again, the functor determines the kind of computations: either fail, or produce an element in $A$ together with a successor state. We could change this a bit and drop the fail-option. In that case, each state yields an element in $A$ with a successor state. Thi different kind of computation is captured by a different polynomial functor, namely by $A \times \mathrm{id}$. A coalgebra of this functor is a function:

$$
S \longrightarrow A \times S
$$

as briefly mentioned in the introduction to Chapter 1 (before Section 1.1). Its behaviour will be an infinite sequence of elements of $A$ : since there is no fail-option, these behaviour sequences do not terminate. In the next section we shall see how to formalise this as infinite sequences $A^{\mathbb{N}}$ form the final coalgebra of this functor $A \times$ id .

### 2.2.2 Trees

We shall continue this game of capturing different kinds of computation via different polynomial functors. Trees form a good illustration because they occur in various forms. Recall that in computer science trees are usually written up-side-down.
Let us start by fixing an arbitrary set $A$, elements of which will be used as labels in our trees. B coalgebras:
of the simple polynomial functor $A \times \mathrm{id} \times \mathrm{id}$. Indeed, given a state $x \in S$, a one-step computation yields a triple $\left(a_{0}, x_{1}, x_{2}\right)$ of an element $a_{0} \in A$ and two successor states $x_{1}, x_{2} \in S$. Continuing the computation with both $x_{1}$ and $x_{2}$ yields two more elements in $x_{1}, x_{2} \in S$. Continuing the computation with both $x_{1}$ and $x_{2}$ yields two more elements in
$A$, and four successor states, etc. This yields for each $x \in S$ an infinite binary tree with one label from $A$ at each node:


In a next step we could consider ternary trees as behaviours of coalgebras:

$$
S \longrightarrow A \times S \times S \times S
$$

of the simple polynomial functor $A \times \mathrm{id} \times \mathrm{id} \times \mathrm{id}$. By a similar extension one can get quaternary trees, etc. These are all instances of finitely branching trees, arising from coal gebras:

$$
S \longrightarrow A \times S^{\star}
$$

of the Kripke polynomial functor $A \times \mathrm{id}^{\star}$. Each state $x \in S$ is now mapped to an element in $A$ with a finite sequence $\left\langle x_{1}, \ldots x_{n}\right\rangle$ of successor states-with which one continues to observe the behaviour of $x$.
We can ask if the behaviour trees should always be infinitely deep. Finiteness must come from the possibility that a computation fails and yields no successor state. This can be incorporated by considering coalgebras

$$
S \longrightarrow 1+(A \times S \times S)
$$

of the simple polynomial functor $1+(A \times \mathrm{id} \times \mathrm{id})$. Notice that the resulting behaviour trees may be finite in one branch, but infinite in the other. There is nothing in the shape of the polynomial functor that will guarantee that the whole behaviour will actually be finite.

A minor variation is in replacing the set 1 for non-termination by another set $B$, in:

$$
S \longrightarrow B+(A \times S \times S)
$$

The resulting behaviour trees will have elements from $A$ at their nodes and from $B$ at the leaves.

### 2.2.3 Deterministic automata

Automata are very basic structures in computing, used in various areas: language the ory, text processing, complexity theory, parallel and distributed computing, circuit theory, etc. Their state-based, dynamical nature makes them canonical examples of coalgebras. There are many versions of automata, but here we shall concentrate on the two most basic nef [379, 418, 291, 184]. g. [37, 418, 291, 184]
f labels (or actions or letton is usually defined as consisting of a set $S$ of states, a set $A$ of labels (or actions, or letters of an alphabet), a transition function $\delta: S \times A \rightarrow S$, and a set $F \subseteq S$ of final states. Sometimes, also an initial state $x_{0} \in S$ is considered part of the structure, but here it is not. Such an automaton is called deterministic because for each
state $x \in S$, and input $a \in A$, there is precisely one successor state $x^{\prime}=\delta(x, a) \in S$. First, we shall massage these ingredients into coalgebraic shape. Via the bijective corre spondence (2.11) for exponents, the transition function $S \times A \rightarrow S$ can also be understood
as a map $S \rightarrow S^{A}$. And the subset $F \subseteq S$ of final states corresponds to a characteristic function $S \rightarrow\{0,1\}$. These two functions $S \rightarrow S^{A}$ and $S \rightarrow\{0,1\}$ can be combined to a single function,

$$
S \xrightarrow{\langle\delta, \epsilon\rangle} S^{A} \times\{0,1\}
$$

using the product correspondences (2.2). Thus, deterministic automata with $A$ as set of labels are coalgebras of the exponent polynomial functor $\operatorname{id}^{A} \times\{0,1\}$. An example of such an automaton with input set $A=\{0,1\}$ is:


The states are the numbers $0,1, \ldots, 7$ in binary notation, giving as state space:

$$
S=\{000,001,010,011,100,101,110,111\} .
$$

Using the standard convention, final states are doubly encircled. In our coalgebraic representation (2.19) this is captured by the function $\epsilon: S \rightarrow\{0,1\}$ defined by:

$$
\begin{aligned}
& \epsilon(111)=\epsilon(100)=\epsilon(101)=\epsilon(110)=1 \\
& \epsilon(000)=\epsilon(001)=\epsilon(011)=\epsilon(010)=0 .
\end{aligned}
$$

The transition function $\delta: S \rightarrow S^{\{0,1\}}$ is:

$$
\begin{array}{llll}
\delta(000)(0)=000 & \delta(001)(0)=010 & \delta(011)(0)=110 & \delta(111)(0)=110 \\
\delta(000)(1)=001 & \delta(001)(1)=011 & \delta(011)(1)=111 & \delta(111)(1)=111 \\
\delta(100)(0)=000 & \delta(010)(0)=100 & \delta(101)(0)=010 & \delta(110)(0)=111 \\
\delta(100)(1)=001 & \delta(010)(1)=101 & \delta(101)(1)=011 & \delta(110)(1)=101 .
\end{array}
$$

It is clear that the graphical representation (2.20) is more pleasant to read than these listings. hortly we discuss what this automaton does.
First we shall stretch the representation (2.19) a little bit, and replace the set $\{0,1\}$ of observable values by an arbitrary set $B$ of outputs. Thus, what shall call a deterministic automaton is a coalgebra:

$$
\begin{equation*}
S \xrightarrow{\langle\delta, \epsilon\rangle} S^{A} \times B \tag{2.21}
\end{equation*}
$$

of the exponent polynomial functor $\mathrm{id}^{A} \times B$. We recall that if the set $A$ of inputs is finite, we have a simple polynomial functor.
This kind of coalgebra, or deterministic automaton, $\langle\delta, \epsilon\rangle: S \rightarrow S^{A} \times B$ thus consists of a transition function $\delta: S \rightarrow S^{A}$, and an observation function $\epsilon: S \rightarrow B$. For such an automaton, we shall frequently use a transition notation $x \xrightarrow{a} x^{\prime}$ for $x^{\prime}=\delta(x)(a)$. Also, we introduce a notation for observation: $x \downarrow b$ stands for $\epsilon(x)=b$. Finally, a combined notation is sometimes useful: $(x \downarrow b) \xrightarrow{a}\left(x^{\prime} \downarrow b^{\prime}\right)$ means three things at the same time: $x \downarrow b$ and $x \xrightarrow{a} x^{\prime}$ and $x^{\prime} \downarrow b^{\prime}$.

Often one considers automata with a finite state space. This is not natural in a coal gebraic setting, because the state space is considered to be a black box, about which essentially nothing is known-except what can be observed via the operations. Hence, in general, we shall work with arbitrary state spaces, without assuming finiteness. But Subsection 2.2.6 illustrates how to model $n$-state systems, when the number of states is a know number $n$.
Assume we have a state $x \in S$ of such a coalgebra / deterministic automaton $\langle\delta, \epsilon\rangle: S \rightarrow$ $S^{A} \times B$. Applying the output function $\epsilon: S \rightarrow B$ to $x$ yields an immediate observation $\epsilon(x) \in B$. For each element $a_{1} \in A$ we can produce a successor state $\delta(x)\left(a_{1}\right) \in S$; it also gives rise to an immediate observation $\epsilon\left(\delta(x)\left(a_{1}\right)\right) \in B$, and for each $a_{2} \in A$ a successo state $\delta\left(\delta(x)\left(a_{1}\right)\right)\left(a_{2}\right) \in S$, etc. Thus, for each finite sequence $\left\langle a_{1}, \ldots, a_{n}\right\rangle \in A^{\star}$ we can observe an element $\epsilon\left(\delta\left(\cdots \delta(x)\left(a_{1}\right) \cdots\right)\left(a_{n}\right)\right) \in B$. Everything we can possibly observe about the state $x$ is obtained in this way, namely as a function $A^{\star} \rightarrow B$. Such behaviour will form the states of the final coalgebra, see Proposition 2.3.5 in the next section.

For future reference we shall be a bit more precise about lists of inputs. Behaviours can best be described via an iterated transition function

$$
S \times A^{\star} \xrightarrow{\delta^{*}} S \quad \text { defined as } \quad\left\{\begin{align*}
\delta^{*}(x,\langle \rangle) & =x  \tag{2.22}\\
\delta^{*}(x, a \cdot \sigma) & =\delta^{*}(\delta(x)(a), \sigma)
\end{align*}\right.
$$

This iterated transition function $\delta^{*}$ gives rise to the multiple-step transition notation: $x \xrightarrow{\sigma}$ $y$ stands for $y=\delta^{*}(x, \sigma)$, and means that $y$ is the (non-immediate) successor state of $x$ obtained by applying the inputs from the sequent $\sigma \in A^{\star}$, from left to right.

The behaviour beh $(x): A^{\star} \rightarrow B$ of a state $x \in S$ is then obtained as the function that maps a finite sequence $\sigma \in A^{\star}$ of inputs to the observable output

$$
\begin{equation*}
\operatorname{beh}(x) \stackrel{\text { def }}{=} \epsilon\left(\delta^{*}(x, \sigma)\right) \in B \tag{2.23}
\end{equation*}
$$

An element of the set $B^{A^{*}}$ of all such behaviours can be depicted as a rooted tree with elements from the set $A$ of inputs as labels, and elements from the set $B$ of outputs at nodes. For example, a function $\varphi \in B^{A^{\star}}$ can be described as an infinite tree:

where

$$
\begin{gathered}
\varphi\left(\rangle)=b_{0}\right. \\
\varphi(\langle a\rangle)=b_{1} \\
\varphi\left(\left\langle a^{\prime}\right\rangle\right)=b_{2} \\
\varphi\left(\left\langle a^{\prime}\right\rangle\right)=b_{3}
\end{gathered}
$$

$$
\begin{gathered}
\text { etc. } \\
\langle a, a\rangle)=b
\end{gathered}
$$

$$
\begin{aligned}
& \varphi(\langle a, a\rangle)=b \\
& \varphi\left(\left\langle a, a^{\prime}\right\rangle\right)=b^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& \varphi\left(\left\langle a, a, a^{\prime \prime}\right)=b^{\prime \prime}\right. \\
& \varphi\left(\left\langle a, a^{\prime}\right\rangle\right)
\end{aligned}
$$

etc.

If the behaviour beh $(x)$ of a state $x$ looks like this, then one can immediately observe $b_{0}=\epsilon(x)$, observe $b_{1}=\epsilon(\delta(x)(a))$ after input $a$, observe $b=\epsilon(\delta(\delta(x)(a))(a))=$ $\epsilon\left(\delta^{*}(x,\langle a, a\rangle)\right)$ after inputing $a$ twice, etc. Thus, there is an edge $b \xrightarrow{a} b^{\prime}$ in the tree $\underset{\text { if and only if there are successor states } y, y^{\prime} \text { of } x \text { with }(y \downarrow b) \xrightarrow{a}\left(y^{\prime} \downarrow b^{\prime}\right) \text {. In the next }}{\text { a }}$ ection we shall see (in Proposition 2.3.5) that these behaviours in $B^{A^{*}}$ themselves carry he structure of a deterministic automaton.
In the illustration (2.20) one has, for a list of inputs $\sigma \in\{0,1\}^{\star}$.

$$
\operatorname{beh}(000)(\sigma)=1 \Longleftrightarrow \sigma \text { contains a } 1 \text { in the third position from its end. }
$$

In order to see this notice that the names of the states are chosen in such a way that their bits represent the last three bits that have been consumed so far from the input string $\sigma$. In

Corollary 2.3.6 (ii) we shall see more generally that these behaviour maps beh capture the anguage accepted by the automaton.

Here is a very special way to obtain deterministic automata. A standard result (see .g. [208, 8.7]) in the theory of differential equations says that unique solutions to such equations give rise to monoid actions, see Exercises 1.4.1 and 2.2.9. Such a monoid action may be of the form $X \times \mathbb{R}_{>0} \rightarrow X$, where $X$ is the set of states and $\mathbb{R}_{>0}$ is the set of nonnegative reals with monoid structure $(+, 0)$ describing the input (which may be understood as time). In this context monoid actions are sometimes called flows, motions, solutions or rajectories, see Exercise 2.2.11 for an example
Exercise 2.2.12 below contains an account of linear dynamical systems which is very similar to the above approach to deterministic automata. It is based on the categorical nalysis by Arbib and Manes [34, 35, 38, 37, 39] of Kalman's [263] module-theoretic approach to linear systems.
Lemma 2.2.4 contains a description of what coalgebra homomorphisms are for automata as in (2.21).

### 2.2.4 Non-deterministic automata and transition systems

Deterministic automata have a transition function $\delta: S \times A \rightarrow S$. For non-deterministic automata one replaces this function by a relation. A state can then have multiple successor states-which is the key aspect of non-determinism. There are several, equivalent, ways o represent this. For example, one can replace the transition function $S \times A \rightarrow S$ by a function $S \times A \rightarrow \mathcal{P}(S)$, yielding for each state $x \in S$ and input $a \in A$ a set of successor states. Of course, this function can also be written as $S \rightarrow \mathcal{P}(S)^{A}$, using Currying. This i the same as using a transition relation, commonly written as an arrow: $\rightarrow \subseteq S \times A \times S$. Or Iternatively, one can use a function $S \rightarrow \mathcal{P}(A \times S)$. All this amounts to the same, because of the bijective correspondences from Section 2.1

$$
\xlongequal{\stackrel{S \longrightarrow \mathcal{P}(S)^{A}}{\overline{S \times A \longrightarrow \mathcal{P}(S)}}(2.11)}\left(\begin{array}{l}
\text { relations } \subseteq(S \times A) \times S \\
\hline \hline
\end{array}(2.16)\right.
$$

We have a preference for the first representation, and will thus use functions $\delta: S \rightarrow$ $\mathcal{P}(S)^{A}$ as non-deterministic transition structures.
(It should be noted that if we use the finite powerset $\mathcal{P}_{\text {fin }}(-)$ instead of the ordinary one $\mathcal{P}(-)$, then there are no such bijective correspondences, and there is then a real choice of Standardly,
Standardly, non-deterministic automata are also considered with a subset $F \subseteq S$ of inal states. As for deterministic automata, we like to generalise this subset to an observation function $S \rightarrow B$. This leads us to the following definition. A non-deterministic automaton is a coalgebra:

$$
\begin{equation*}
S \xrightarrow{\langle\delta, \epsilon\rangle} \mathcal{P}(S)^{A} \times B \tag{2.24}
\end{equation*}
$$

of a Kripke polynomial functor $\mathcal{P}(\mathrm{id})^{A} \times B$, where $A$ is the set of its inputs, and $B$ the set fits outputs or observations. Like before, the coalgebra consists of a transition function $\delta: S \rightarrow \mathcal{P}(S)^{A}$, and an observation function $\epsilon: S \rightarrow B$.
As illustration we give a non-deterministic version of the (deterministic) automaton
the case, the non-deterministic version is much simpler. We use as inputs $A=\{0,1\}$ and outputs $B=\{0,1\}$, for observing final states, in:

$$
\stackrel{\AA}{0,1} \text { wait } \xrightarrow{1} \xrightarrow{\text { try }} \xrightarrow{0,1} \xrightarrow{0,1} \xrightarrow{\text { stop }}
$$

More formally, the state space is $S=\{$ wait, try, step, stop $\}$ and $\epsilon: S \rightarrow\{0,1\}$ outputs only on the state stop. The transition function $\delta: S \rightarrow \mathcal{P}(S)^{\{0,1\}}$ is:
$\delta($ wait $)(0)=\{$ wait $\} \quad \delta($ try $)(0)=\{$ step $\} \quad \delta($ step $)(0)=\{$ stop $\} \quad \delta($ stop $)(0)=\emptyset$ $\delta($ wait $)(1)=\{$ wait, try $\} \quad \delta($ try $)(1)=\{$ step $\} \quad \delta($ step $)(1)=\{$ stop $\} \quad \delta($ stop $)(1)=\emptyset$. Clearly, we need sets of states to properly describe this automaton coalgebraically.
For non-deterministic automata (2.24) we shall use the same notation as for determin istic ones: $x \xrightarrow{a} x^{\prime}$ stands for $x^{\prime} \in \delta(x)(a)$, and $x \downarrow b$ means $\epsilon(x)=b$. New notation i $x \xrightarrow{a}$, which means $\delta(x)(a)=\emptyset$, i.e. there is no successor state $x^{\prime}$ such that $x$ can do an $a$-step $x \xrightarrow{a} x^{\prime}$ to $x^{\prime}$. In general, for a given $x$ and $a$ there may be multiple (many or no) $x^{\prime}$ with $x \xrightarrow{a} x^{\prime}$, but there is precisely one $b$ with $x \downarrow b$. Also in the non-deterministic case we use the combined notation $(x \downarrow b) \xrightarrow{a}\left(x^{\prime} \downarrow b^{\prime}\right)$ for: $x \downarrow b$ and $x \xrightarrow{a} x^{\prime}$ and $x^{\prime} \downarrow b^{\prime}$.
Like for deterministic automata we wish to define the behaviour of a state from transitions $(x \downarrow b) \xrightarrow{a}\left(x^{\prime} \downarrow b^{\prime}\right)$ by omitting the states and keeping the inputs and outputs. But in the non-deterministic case things are not so easy because there may be multiple successor states. More technically, there are no final coalgebras for functors $\mathcal{P}(\mathrm{id})^{A} \times B$ describ ing non-deterministic automata, see Proposition 2.3 .8 and the discussion in the preceding paragraph. However, if we restrict ourselves to the finite powerset $\mathcal{P}_{\text {fin }}$, final coalgebras do exist. For general non-deterministic automata (2.24), with the proper (non-finite) powerset, ne can consider other forms of behaviour, such as traces, see Section 5.3.

cases.

- An unlabelled transition system (UTS) is a non-deterministic automaton with trivial inputs and outputs: $A=1$ and $B=1$. It is thus nothing else but a relation $\rightarrow \subseteq S \times S$ on a set of states. UTSs are very basic dynamical systems, but they are important for instance as a basis for model checking: automatic state exploration fo proving or disproving properties about systems, see for instance [318, 119].
- A labelled transition system, (LTS) introduced in [352], is a non-deterministic automaton with trivial output: $B=1$. It can be identified with a relation $\rightarrow \subseteq$
$S \times A \times S$. Labelled transition systems play an important role in the theory of $S \times A \times S$. Labelled transition systems play an important role in the theory of processes, see e.g. [68].
- A Kripke structure is a non-deterministic automaton $S \longrightarrow \mathcal{P}(S) \times \mathcal{P}$ (AtProp) with trivial input ( $A=1$ ), and special output: $B=\mathcal{P}$ (AtProp), for a set AtProp of atomic propositions. The transition function $\delta: S \rightarrow \mathcal{P}(S)$ thus corresponds to an unlabelled transition system. And the observation function function $\epsilon: S \rightarrow$ $\mathcal{P}$ (AtProp) tells for each state which of the atomic propositions are true (in that
state). Such a function, when written as AtProp $\rightarrow \mathcal{P}(S)$ is often called a valuation. Kripke structures are fundamental in the semantics of modal logic, see e.g. [74] or [120]. The latter reference describes Kripke structures for "multiple agents", that is, as coalgebras $S \longrightarrow \mathcal{P}(S) \times \cdots \times \mathcal{P}(S) \times \mathcal{P}$ (AtProp) with multiple transition functions.
When we consider (non-)deterministic automata as coalgebras, we automatically get an associated notion of (coalgebra) homomorphism. As we shall see next, such a homo reader.
2.2.4. Lemma. (i) Consider two deterministic automata $X \rightarrow X^{A} \times B$ and $Y \rightarrow Y^{A} \times B$ as coalgebras. A function $f: X \rightarrow Y$ is then a homomorphism of coalgebras if and only if (1) $x \downarrow b \Longrightarrow f(x) \downarrow b$;
(2) $x \xrightarrow{a} x^{\prime} \Longrightarrow f(x) \xrightarrow{a} f\left(x^{\prime}\right)$.
(ii) Similarly, for two non-deterministic automata $X \rightarrow \mathcal{P}(X)^{A} \times B$ and $Y \rightarrow \mathcal{P}(Y)^{A} \times$
$B$ a function $f: X \rightarrow Y$ is a homomorphism of coalgebras if and only if
(1) $x \downarrow b \Longrightarrow f(x) \downarrow b$;
(2) $x \xrightarrow{a} x^{\prime} \Longrightarrow f(x) \xrightarrow{a} f\left(x^{\prime}\right)$;
(3) $f(x) \xrightarrow{a} y \Longrightarrow \exists x^{\prime} \in X . f\left(x^{\prime}\right)=y \wedge x \xrightarrow{a} x^{\prime}$.

Such a function $f$ is sometimes called a zig-zag morphism, see [64].
Note that the analogue of point (3) in (ii) trivially holds for deterministic automata.

### 2.2.5 Context-free grammars

A context free grammar is a basic tool in computer science to describe the syntax of programming languages via so-called production rules. These rules are of the form $v \longrightarrow \sigma$ where $v$ is a non-terminal symbol and $\sigma$ is a finite list of both terminal and non-terminal symbols. If we write $V$ for the set of non-terminals, and $A$ for the terminals, then a contextfree grammar (CFG) is a coalgebra

$$
V \xrightarrow{g} \mathcal{P}\left((V+A)^{\star}\right)
$$

of the polynomial functor $X \longmapsto \mathcal{P}\left((X+A)^{\star}\right)$. It sends each non-terminal $v$ to a set $g(v) \subseteq(V+A)^{\star}$ of right-hand-sides $\sigma \in g(v)$ in productions $v \longrightarrow \sigma$.

A word $\tau \in A^{\star}$-with terminals only-can be generated by a context-free grammar $g$ if there is a non-terminal $v \in V$ from which $\tau$ arises by applying rules repeatedly. The collection of all such strings is the language that is generated by the grammar.

A simple example is the grammar with $V=\{v\}, A=\{a, b\}$ and $g(v)=\{\langle \rangle, a v b\}$. It thus involves two productions $v \longrightarrow\rangle$ and $v \longrightarrow a \cdot v \cdot b$. This grammar generates the anguage of words $a^{n} b^{n}$ consisting of a number of $a$ 's followed by an equal number of $b$ 's. Such a grammar is often written in "Backus Naur Form" (BNF) as $v::=\langle \rangle \mid$ avb.
A derivation of a word imposes a structure on the word that is generated. This structure nay be recognised in an arbitrary word in a process called parsing. This is one of the very first things a compiler does (after lexical analysis), see for instance [32]. Example 5.3.2 describes the parsed language associated with a CFG via a trace semantics defined by coinduction.

### 2.2.6 Turing-style machines

Turing machines are paradigmatic models of computation that are of fundamental importance in the theory of computation (see e.g. [336]). Turing machines are special automata volving a head of computation (see e.g. [336]). Turing machines are special automata les determined by a finite state machine. Turing machines come in different flavours, with different kinds of tapes or different kinds of computation (e.g. (non)deterministic or probabilistic, or even of quantum kind). Here we give a sketch of how to describe them coalgebraically, following [235].
The coalgebraic representation requires some care because a Turing machines involves wo kinds of states, namely "register" states given by the contents of the tape, and "steerng" states in the finite state machine that controls the head. The register states may be represented as an infinite list $D^{\mathbb{N}}$ of data cells, on which certain operations (reading and
writing) may be performed. We abstract from all this and represent it simply as a coalgebra $S \rightarrow F(S)$, where $S$ is the set of register states. In case we know that there are $n$ steering states, the resulting Turing-style machine can be represented as a coalgebra:

$$
\begin{equation*}
S \longrightarrow(F(n \cdot S))^{n} \tag{2.26}
\end{equation*}
$$

Recall that $X^{n}=X \times \cdots \times X$ is the $n$-fold power and $n \cdot X=X+\cdots+X$ is the $n$ fold coproduct. This representation (2.26) gives for each steering state a separate coalgebra $\underset{\text { steering kind) }}{ }$ ) telling how the machine moves to successor states (both of register and teering kind).
We consider a concrete example of a non-deterministic Turing machine that accepts all strings $\sigma \in\{a, b, c\}^{\star}$ where $\sigma$ contains a $c$ that is preceded or followed by $a b$. It can be described diagrammatically as


As usual, the label $x y L$ means: if you read symbol $x$ at the current location then write $y$ and move left. Similarly, $x y R$ involves a move to the right.
We model such a machine with a tape with symbols from the alphabet $\Sigma=\{a, b, c\}$ The tape stretches in 2 dimension, and so we use the integers $\mathbb{Z}$ (like in walks) as index Thus the type $\mathbb{T}$ of tapes is given by $\mathbb{T}=\Sigma^{\mathbb{Z}} \times \mathbb{Z}$, consisting of pairs $(t, p)$ where $t: \mathbb{Z} \rightarrow$ $\Sigma=\{a, b, c\}$ is the tape itself and $p \in \mathbb{Z}$ the current position of the head.
Following the description (2.26) we represent the above non-deterministic Turing ma-
chine with six states as a coalgebra: chine with six states as a coalgebra:

$$
\begin{equation*}
\mathbb{T} \longrightarrow(\mathcal{P}(6 \cdot \mathbb{T}))^{6} \tag{2.27}
\end{equation*}
$$

Below we describe this coalgebra explicitly by enumerating the input cases, where the six coprojections $\kappa_{i}: \mathbb{T} \rightarrow 6 \cdot \mathbb{T}=\mathbb{T}+\mathbb{T}+\mathbb{T}+\mathbb{T}+\mathbb{T}+\mathbb{T}$ describe the successor states.

$$
(t, p) \longmapsto\left\{\begin{aligned}
1 & \longmapsto\left\{\kappa_{1}(t, p+1) \mid t(p)=a \text { or } t(p)=b\right\} \cup \\
& \left\{\kappa_{2}(t, p+1) \mid t(p)=c\right\} \cup\left\{\kappa_{3}(t, p-1) \mid t(p)=c\right\} \\
2 & \longmapsto\left\{\kappa_{4}(t, p+1) \mid t(p)=a\right\} \\
3 & \longmapsto\left\{\kappa_{5}(t, p-1) \mid t(p)=b\right\} \\
4 & \longmapsto\left\{\kappa_{6}(t, p+1) \mid t(p)=b\right\} \\
5 & \longmapsto\left\{\kappa_{6}(t, p-1) \mid t(p)=a\right\} \\
6 & \longmapsto \emptyset .
\end{aligned}\right.
$$

Notice that we need the powerset $\mathcal{P}$ to capture the non-determinism (especially at state 1 ).
Later on, in Exercise 5.1.6, we shall see that the functor $X \mapsto(\mathcal{P}(6 \cdot X))^{6}$ used (2.27) carries a monad structure that makes it possible to compose this Turing coalgebra with itself, like in Exercise 1.1.2, so that transitions can be iterated.

### 2.2.7 Non-well-founded sets

Non-well-founded sets form a source of examples of coalgebras which has been of historical importance in the development of the area. Recall that in ordinary set theory there is a
foundation axiom (see e.g. [132, Chapter II, $\S 5]$ ) stating that there are no infinite descending $\in$-chains $\cdots \in x_{2} \in x_{1} \in x_{0}$. This foundation axiom is replaced by an anti-foundation axiom in [131], and also in [8], allowing for non-well-founded sets. The second referaxiom in [131], and also in [8], allowing for non-well-founded sets. The second referhas a unique decoration. This can be reformulated easily in coalgebraic terms, stating that the universe of non-well-founded sets is a final coalgebra for the (special) powerset functor $\wp$ on the category of classes and functions:

$$
\wp(X)=\{U \subseteq X \mid U \text { is a small set }\} .
$$

Incidentally, the "initial algebra" (see Section 2.4) of this functor is the ordinary universe of well-founded sets, see [414, 412] for details.
Aczel developed his non-well-founded set theory in order to provide a semantics for Milner's theory CCS [323] of concurrent processes. An important contribution of this work is the link it established between the proof principle in process theory based on bisimulations (going back to [323, 341]), and coinduction as proof principle in the theory of oalgebras-which will be described here in Section 3.4. This work formed a source of much inspiration in the semantics of programming languages [414] and also in logic [62].

## Exercises

2.2.1. Check that a polynomial functor which does not contain the identity functor is constant.
2.2.2. Describe the kind of trees that can arise as behaviours of coalgebras:
(i) $S \longrightarrow A+(A \times S)$
(ii) $S \longrightarrow A+(A \times S)+(A \times S \times S)$
2.2.3. Check, using Exercise 2.1.9, that non-deterministic automata $X \rightarrow \mathcal{P}(X)^{A} \times 2$ can equivalently be described as transition systems $X \rightarrow \mathcal{P}(1+(A \times X))$. Work out the correspondence in detail.
2.2.4. Describe the arity $\#$ for the functors
(i) $X \mapsto B+(X \times A \times X)$
(ii) $X \mapsto A_{0} \times X^{A_{1}} \times(X \times X)^{A_{2}}$, for finite sets $A_{1}, A_{2}$.
2.2.5. Check that finite arity functors correspond to simple polynomial functors in the construction of which all constant functors $X \mapsto A$ and exponents $X^{A}$ have finite sets $A$.
2.2.6. Consider an indexed collection of sets $\left(A_{i}\right)_{i \in I}$, and define the associated "dependent" polynomial functor Sets $\rightarrow$ Sets by

$$
X \longmapsto \bigcup_{i \in I} X^{A_{i}}=\left\{(i, f) \mid i \in I \wedge f: A_{i} \rightarrow X\right\} .
$$

(i) Prove that we get a functor in this way; obviously, by Proposition 2.2.3, each polynomial functor is of this form, for a finite set $A_{i}$.
(ii) Check that all simple polynomial functors are dependent-by finding suitable collections $\left(A_{i}\right)_{i \in I}$ for each of them.
These functors are studied as "containers" in the context of so-called W-types in dependent type theory for well-founded trees, see for instance [2, 1, 338].]
2.2.7. Recall from (2.13) and (2.14) that the powerset functor $\mathcal{P}$ can be described both as a covariant functor Sets $\rightarrow$ Sets and as a contravariant one $2^{(-)}:$Sets ${ }^{\text {op }} \rightarrow$ Sets. In the definition of Kripke polynomial functors we use the powerset $\mathcal{P}$ covariantly. An interesting-not
Kripke polynomial-functor $\mathcal{N}=\mathcal{P P}$ : Sets $\rightarrow$ Sets is obtained by using the conKripke polynomial-functor $\mathcal{N}=\mathcal{P} \mathcal{P}$ : Sets $\rightarrow$ Sets is obtained by using the contravariant powerset functor twice (yielding a covariant functor). Coalgebras of this socalled neighbourhood functor are used in [389, 327] as models of a special modal logic (see also [182] for the explicitly coalgebraic view).
(ii) Try to see a coalgebra $c: X \rightarrow \mathcal{N}(X)$ as the setting of a two-player game, with the first player's move in state $x \in X$ given by a choice of a subset $U \in c(x)$ and the second player's reply by a choice of successor state $x^{\prime} \in U$.
(i) Notice that the behaviour function beh: $S \rightarrow B^{A^{\star}}$ from (2.23) for a deterministic automaton satisfies:

$$
\begin{aligned}
\operatorname{beh}(x)(\rangle) & =\epsilon(x) \\
& =b, \quad \text { where } x \downarrow b
\end{aligned}
$$

$\operatorname{beh}(x)(a \cdot \sigma)=\operatorname{beh}(\delta(x)(a))(\sigma)$

$$
=\operatorname{beh}\left(x^{\prime}\right)(\sigma), \quad \text { where } x \xrightarrow{a} x^{\prime} .
$$

(ii) Consider a homomorphism $f: X \rightarrow Y$ of coalgebras / deterministic automata from $X \rightarrow X^{A} \times B$ and $Y \rightarrow Y^{A} \times B$, and prove that for all $x \in X$,

$$
\operatorname{beh}_{2}(f(x))=\operatorname{beh}_{1}(x) \text {. }
$$

2.2.9. Check that the iterated transition function $\delta^{*}: S \times A^{*} \rightarrow S$ of a deterministic automaton is a monoid action-see Exercise 1.4.1-for the free monoid structure on $A^{\star}$ from Exercise 1.4.4.
2.2.10. Note that the function spaces $S^{S}$ carries a monoid structure given by composition. Show that the iterated transition function $\delta^{*}$ for a deterministic automaton, considered as a monoid homomorphism $A^{\star} \rightarrow S^{S}$, is actually obtained from $\delta$ by freeness of $A^{\star}$-as described in Exercise 1.4.4.
2.2.11. Consider a very simple differential equation of the form $\frac{d y}{d y}=-C f$, where $C \in \mathbb{R}$ is a fixed positive constant. The solution is usually described as $f(y)=f(0) \cdot e^{-C y}$. Check that it can be described as a monoid action $\mathbb{R} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$, namely $(x, y) \mapsto x e^{-C_{y}}$.
2.2.12. Let Vect be the category with finite-dimensional vector spaces over the real numbers $\mathbb{R}$ (or some other field) as objects, and with linear transformations between them as morphisms. This exercise describes the basics of linear dynamical systems, in analogy with determinis tic automata. It does require some basic knowledge of vector spaces.
(i) Prove that the product $V \times W$ of (the underlying sets of) two vector spaces $V$ and $W$ is at the same time a product and a coproduct in Vect-the same phenomenon as in the category of monoids, see Exercise 2.1.6. Show also that the singleton space 1 i both an initial and a final object. And notice that an element $x$ in a vector space A linear dynamical system [263] consists of
(ii) A foar dynamical system [263] consists of three vector spaces: $S$ for the state space, $G: A \rightarrow S$, a dynamics $F: S \rightarrow S$, and an output map $H: S \rightarrow B$. Note how the first two maps can be combined via cotupling into one transition function $S \times A \rightarrow S$, as used for deterministic automata. Because of the possibility of decomposing the transition function in this linear case into two maps $A \rightarrow S$ and $S \rightarrow S$, these system are called decomposable by Arbib and Manes [34].
[But this transition function $S \times A \rightarrow S$ is not bilinear (i.e. linear in each argument
separately), so it does not give rise to a map $S \rightarrow S^{A}$ to the vector space $S^{A}$ of linear separately), so it does not give rise to a map $S \rightarrow S^{A}$ to the vector space $S^{A}$ of linear
transformations from $A$ to $S$. Hence we do not have a purely coalgebraic description $S \rightarrow S^{A} \times B$ in this linear setting.]
(iii) For a vector space $A$, consider, in the notation of [34], the subset of infinite sequences:

$$
A^{\S}=\left\{\alpha \in A^{\mathbb{N}} \mid \text { only finitely many } \alpha(n) \text { are non-zero }\right\} .
$$

Equip the set $A^{3}$ with a vector space structure, such that the insertion map in: $A \rightarrow$
$A^{3}$, defined as in $(a)=(a, 0,0,0, \ldots)$, and shift map sh: $A^{\S} \rightarrow A^{3}$, given as $\operatorname{sh}(\alpha)=(0, \alpha(0), \alpha(1), \ldots)$, are linear transformations.
[This vector space $A^{\S}$ may be understood as the space of polynomials over $A$ in one variable. It can be defined as the infinite coproduct $\amalg_{n \in \mathbb{N}} A$ of $\mathbb{N}$-copies of $A$-which
is also called a copower, and written as $\mathbb{N} \cdot A$, see $[315$, III, 3]. It is the analogue in Vect of the set of finite sequences $B^{\star}$ for $B \in$ Sets. This will be made precise in Exercise 2.4.8.]
(iv) Consider a linear dynamical system $A \xrightarrow{G} S \xrightarrow{F} S \xrightarrow{H} B$ as above, and show that the analogue of the behaviour $A^{*} \rightarrow B$ for deterministic automata (see also [36, 6.3]) is the linear map $A^{\S} \rightarrow B$ defined as

$$
\left(a_{0}, a_{2}, \ldots, a_{n}, 0,0, \ldots\right) \longmapsto \sum_{i \leq n} H F^{i} G a_{i}
$$

This is the standard behaviour formula for linear dynamical systems, see e.g. [263, 37] [This behaviour map can be understood as starting from the "default" initial state $0 \in$ $S$. If one wishes to start from an arbitrary initial state $x \in S$, one gets the formula

$$
\left(a_{0}, a_{2}, \ldots, a_{n}, 0,0, \ldots\right) \longmapsto H F^{(n+1)} x+\sum_{i \leq n} H F^{i} G a_{i} .
$$

It is obtained by consecutively modifying $x$ with inputs $a_{n}, a_{n-1}, \ldots, a_{0}$.

### 2.3 Final coalgebras

In the previous chapter we have seen the special role that is played by the final coalgebra $A^{\infty} \rightarrow 1+\left(A \times A^{\infty}\right)$ of sequences, both for defining functions into sequences and for reasoning about them-with "coinduction". Here we shall define finality in general for coalgebras, and investigate this notion more closely-which leads for example to language acceptance by automata, see Corollary 2.3 .6 (ii). This general definition will allow us to use coinductive techniques for arbitrary final coalgebras. The underlying theme is that in final coalgebras there is no difference between states and their behaviours.
In system-theoretic terms, final coalgebras are of interest because they form so-called minimal representations: they are canonical realisations containing all the possible behaviours of a system. It is this idea that we have already tried to suggest in the prevo
Once we have ing andes of coalgebras of polynomial functors.
bitrary coalgebra (of the same functor) to its behaviour. This induces a useful rotion
 quivalence bet We shall start in full is bisimilarity
We shall start in full categorical generality-building on Definition 1.4.5-but we other categories--like categories of domains or of metric spaces-may be found in many places, like [134, 135, 136, 398, 4, 414, 124, 123, 205, 79], but also in Section 5.3.
2.3.1. Definition. Let $\mathbb{C}$ be an arbitrary category with an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$. A final $F$-coalgebra is simply a final object in the associated category $\operatorname{CoAlg}(F)$ of $F$ coalgebras. Thus, it is a coalgebra $\zeta: Z \rightarrow F(Z)$ such that for any coalgebra $c: X \rightarrow$ $F(X)$ there is a unique homomorphism beh $: X \rightarrow Z$ of coalgebras, as in:


The dashed notation is often used for uniqueness. What we call a behaviour map beh ${ }_{c}$ is sometimes called an unfold or a coreduce of $c$

A common mistake is to read in this definition "for any other coalgebra $c: X \rightarrow F(X)$ " instead of "for any coalgebra $c: X \rightarrow F(X)$ ". It is important that we can take $\zeta$ for this $c$; he resulting map beh ${ }_{\zeta}$ is then the it
in the proof of Lemma 2.3.3 below.

Recall from Section 1.2 the discussion (after Example 1.2.2) about the two aspects of unique existence of the homomorphism into the final coalgebra, namely (1) existence (used as coinductive/corecursive definition principle), and (2) uniqueness (used as coinductive proof principle). In the next section we shall see that ordinary induction-from a categorical perspective-also involves such a unique existence property. At this level of abstraction there is thus a perfect duality between induction and coinduction.

This unique existence is in fact all we need about final coalgebras. What these coalgebras precisely look like-what their elements are in Sets-is usually not relevant. Nevertheless, in order to become more familiar with this topic of final coalgebras, we shall describe several examples concretely. More general theory about the existence of final coalgebras is developed in Section 4.6.

But first we shall look at two general properties of final coalgebras.
2.3.2. Lemma. A final coalgebra, if it exists, is determined up to isomorphism

Proof. This is in fact a general property of final objects in a category: if 1 and $1^{\prime}$ are both a final object in the same category, then there are unique maps $f: 1 \rightarrow 1^{\prime}$ and $g: 1^{\prime} \rightarrow 1$ by finality. Thus we have two maps $1 \rightarrow 1$, namely the composition $g \circ f$ and of course the identity $\mathrm{id}_{1}$. But then they must be equal by finality of 1 . Similarly, by finality of $1^{\prime}$ we get $f \circ g=\operatorname{id}_{1^{\prime}}$. Therefore $1 \cong 1$.

In view of this result we often talk about the final coalgebra of a functor, if it exists. Earlier, in the beginning of Section 1.2 we have seen that the final coalgebra map $A^{\infty} \rightarrow 1+\left(A \times A^{\infty}\right)$ for sequences is an isomorphism. This turns out to be a gen the functor $F$. The proof of this result is a nice exercise in diagrammatic reasoning.
2.3.3. Lemma. A final coalgebra $\zeta: Z \rightarrow F(Z)$ is necessarily an isomorphism $\zeta: Z \cong$ $F(Z)$.
Proof. The first step towards constructing an inverse of $\zeta: Z \rightarrow F(Z)$ is to apply the functor $F: \mathbb{C} \rightarrow \mathbb{C}$ to the final coalgebra $\zeta: Z \rightarrow F(Z)$, which yields again a coalgebra, namely $F(\zeta): F(Z) \rightarrow F(F(Z))$. By finality we get a homomorphism $f: F(Z) \rightarrow Z$ as in:

$$
\begin{gathered}
F(F(Z))----\rightarrow F(Z) \\
F(\zeta) \prod_{\zeta} \\
F(Z)---\bar{f}-\cdots Z
\end{gathered}
$$

The aim is to show that this $f$ is the inverse of $\zeta$. We first consider the composite $f \circ$ $\zeta: Z \rightarrow Z$, and show that it is the identity. We do so by first observing that the identity $Z \rightarrow Z$ is the unique homomorphism $\zeta \rightarrow \zeta$. Therefore, it suffices to show that $f \circ \zeta$ is also a homomorphism $\zeta \rightarrow \zeta$. This follows from an easy diagram chase:


The rectangle on the right is the one defining $f$, and thus commutes by definition. And the one on the left obviously commutes. Therefore the outer rectangle commutes. This say that $f \circ \zeta$ is a homomorphism $\zeta \rightarrow \zeta$, and thus allows us to conclude that $f \circ \zeta=\operatorname{id}_{z}$.

But now we are done since the reverse equation $\zeta \circ f=\operatorname{id}_{F(Z)}$ follows from a simple omputation:

$$
\begin{aligned}
\zeta \circ f & =F(f) \circ F(\zeta) & & \text { by definition of } f \\
& =F(f \circ \zeta) & & \text { by functoriality of } F \\
& =F\left(\operatorname{id}_{Z}\right) & & \text { as we just proved } \\
& =\operatorname{id}_{F(Z)} & & \text { because } F \text { is a functor. }
\end{aligned}
$$

An immediate negative consequence of this fixed point property of final coalgebras is the following. It clearly shows that categories of coalgebras need not have a final object.
2.3.4. Corollary. The powerset functor $\mathcal{P}$ : Sets $\rightarrow$ Sets does not have a final coalgebra.

Proof. A standard result of Cantor (proved by so-called diagonalisation, see e.g. [107, Theorem 15.10] or [86, Theorem 1.10]) says that there cannot be an injection $\mathcal{P}(X) \hookrightarrow X$ for any set $X$. This excludes a final coalgebra $X \xrightarrow{\cong} \mathcal{P}(X)$.

As we shall see later in this section, the finite powerset functor does have a final coalebra. But first we shall look at some easier examples. The following result, occurring for example in [41, 366, 223], is simple but often useful. It will be used in Section 4.6 to prove more general existence results for final coalgebras.
2.3.5. Proposition. Fix two sets $A$ and $B$, and consider the polynomial functor id $^{A} \times B$ whose coalgebras are deterministic automata. The final coalgebra of this functor is given by the set of behaviour functions $B^{A}$, with structure
given by

$$
B^{A^{*}} \xrightarrow{\zeta=\left\langle\zeta_{1}, \zeta_{2}\right\rangle}\left(B^{A^{*}}\right)^{A} \times B
$$

$$
\zeta_{1}(\varphi)(a)=\lambda \sigma \in A^{\star} \cdot \varphi(a \cdot \sigma) \quad \text { and } \quad \zeta_{2}(\varphi)=\varphi(\langle \rangle) .
$$

Proof. We have to show that for an arbitrary coalgebra / deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow$ $X^{A} \times B$ there is a unique homomorphism of coalgebras $X \rightarrow B^{A^{A}}$. For this we take of course the behaviour function beh: $X \rightarrow B^{A}$ from the previous section, defined in (2.23) by beh $(x)=\lambda \sigma \in A^{\star} \cdot \epsilon\left(\delta^{*}(x, \sigma)\right)$. We have to prove that it is the unique function making the following diagram commute.


We prove commutation first. It amounts to two points, see also Lemma 2.2.4 (i).
$\left(\zeta_{1} \circ \operatorname{beh}\right)(x)(a)=\zeta_{1}(\operatorname{beh}(x))(a)$

$$
=\lambda \sigma \cdot \operatorname{beh}(x)(a \cdot \sigma)
$$

$$
\begin{aligned}
& =\lambda \sigma \cdot \operatorname{ben}(x)(a \cdot \sigma) \\
& =\lambda \sigma \cdot \operatorname{beh}(\delta(x)(a))(\sigma) \text { see Exercise } 2.2 .8 \text { (i) }
\end{aligned}
$$

$$
=\operatorname{beh}(\delta(x)(a))
$$

$$
=\operatorname{beh}^{\operatorname{id}_{A}}(\delta(x))(a)
$$

$$
=\left(\operatorname{beh}^{\mathrm{id}_{A}} \circ \delta\right)(x)(a)
$$

$\left(\zeta_{2} \circ\right.$ beh $)(x)=\operatorname{beh}(x)(\langle \rangle)$

$$
=\epsilon\left(\delta^{*}(x,\langle \rangle)\right)
$$

$$
=\epsilon(x)
$$

Next we have to prove uniqueness. Assume that $f: X \rightarrow B^{A^{*}}$ is also a homomorphism of coalgebras. Then one can show, by induction on $\sigma \in A^{\star}$, that for all $x \in X$ one has $f(x)(\sigma)=\operatorname{beh}(x)(\sigma):$

$$
\begin{aligned}
f(x)(\rangle) & =\zeta_{2}(f(x)) \\
& =\epsilon(x) \\
& =\operatorname{beh}(x)(\langle \rangle) \\
f(x)(a \cdot \sigma) & =\zeta_{1}(f(x))(a)(\sigma) \\
& =f(\delta(x)(a))(\sigma) \quad \text { since } f \text { is a homomorphism } \\
& =\operatorname{beh}(\delta(x)(a))(\sigma) \\
& \text { by induction hypothesis } \\
& =\operatorname{beh}(x)(a \cdot \sigma) \quad \text { see Exercise 2.2.8 (i). }
\end{aligned}
$$

There are two special cases of this general result that are worth mentioning explicitly. 2.3.6. Corollary. Consider the above final coalgebra $B^{A^{*}} \xrightarrow{\cong}\left(B^{A^{*}}\right)^{A} \times B$ of the deterministic automata functor $\mathrm{id}^{A} \times B$.
(i) When $A=1$, so that $A^{\star}=\mathbb{N}$, the resulting functor id $\times B$ captures stream coalebras $X \rightarrow X \times B$. Its final coalgebra is the set $B^{\mathbb{N}}$ of infinite sequences (streams) of elements of B, with (tail, head) structure,

$$
B^{\mathbb{N}} \longrightarrow \cong B^{\mathbb{N}} \times B \quad \text { given by } \quad \varphi \longmapsto(\lambda n \in \mathbb{N} . \varphi(n+1), \varphi(0))
$$

as described briefly towards the end of the introduction to Chapter 1 .
(ii) When $B=2=\{0,1\}$ describing final states of the automaton, the final coalgebra $B^{A^{\star}}$ is the set $\mathcal{P}\left(A^{\star}\right)$ of languages over the alphabet $A$, with structure

$$
\mathcal{P}\left(A^{\star}\right) \xrightarrow{\cong} \mathcal{P}\left(A^{\star}\right)^{A} \times\{0,1\}
$$

given by:

$$
L \longmapsto\left(\lambda a \in A . L_{a}, \text { if }\rangle \in L \text { then } 1 \text { else } 0),\right.
$$

where $L_{a}$ is the so-called a-derivative, introduced by Brzozowski [83], and defined as:

$$
L_{a}=\left\{\sigma \in A^{\star} \mid a \cdot \sigma \in L\right\} .
$$

Given an arbitrary automaton $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times\{0,1\}$ of this type, the resulting behaviour map beh $_{\langle\delta, \epsilon)}: X \rightarrow \mathcal{P}\left(A^{\star}\right)$ thus describes the language $\operatorname{beh}_{\langle\delta, \epsilon\rangle}(x) \subseteq A^{*}$ accepted by this automaton with $x \in X$ considered as initial state.
Both these final coalgebras $A^{\mathbb{N}}$ and $\mathcal{P}\left(A^{\star}\right)$ are studied extensively by Rutten, see [377, 379, 380], see also Example 3.4.5 later on.
2.3.7. Example. The special case of (i) in the previous result is worth mentioning, where $B$ is the set $\mathbb{R}$ of real numbers (and $A=1$ ). We then get a final coalgebra $\mathbb{R}^{\mathbb{N}} \xlongequal{\leftrightarrows}\left(\mathbb{R}^{\mathbb{N}}\right)^{\mathbb{N}} \times \mathbb{R}$ is the set $\mathbb{R}$ of real numbers (and $A=1$. We then get a final coalgebra $\mathbb{R}$ N $\Longrightarrow\left(\mathbb{R}^{N}\right) \times \mathbb{R}$
of streams of real numbers. Recall that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called analytic if it of streams of real numbers. Recall that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called analytic if it
possesses derivatives of all orders and agrees with its Taylor series in the neighbourhood of every point. Let us write $\mathcal{A}$ for the set of such analytic functions. It carries a coalgebra structure:

$$
\mathcal{A} \longrightarrow \underset{f}{l} \mathcal{A} \times \mathbb{R}
$$

Here we write $f^{\prime}$ for the derivative of $f$. The induced coalgebra homomorphism beh $_{d}: \mathcal{A} \rightarrow$ $\mathbb{R}^{\mathbb{N}}$ maps an analytic function $f$ to the stream of derivatives at 0 , i.e. to $\operatorname{Taylor}(f)=$
beh $_{d}(f)=\left(f(0), f^{\prime}(0), f^{\prime \prime}(0), \ldots, f^{(n)}(0), \ldots\right)$. The output values (in $\left.\mathbb{R}\right)$ in this stream are of course the coefficients in the Taylor series expansion of $f$ in:

$$
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^{n} .
$$

This shows that beh ${ }_{d}$ is an isomorphism-and thus that $\mathcal{A}$ can also be considered as the final coalgebra of the functor $(-) \times \mathbb{R}$.
The source of this "coinductive view on calculus" is [345]. It contains a further elaboration of these ideas. Other coalgebraic "next" or "tail" operations are also studied as derivatives in [379, 380], with the familiar derivative notation $(-)^{\prime}$ to describe for instance the tail of streams. We may then write $\operatorname{Taylor}(f)^{\prime}=\operatorname{Taylor}\left(f^{\prime}\right)$, so that taking Taylor series commutes with derivatives.

Corollary 2.3.4 implies that there is no final coalgebra for the non-deterministic automata functor $\mathcal{P}(\mathrm{id})^{A} \times B$. However if we restrict ourselves to the finite powerset functor $\mathcal{P}_{\text {fin }}(-)$ there is a final coalgebra. At this stage we shall be very brief, basically limiting urselves to the relevant statement. It is a special case of Theorem 2.3.9, the proof of which will be given later, in Section 4.6.
2.3.8. Proposition (After [55]). Let A and B be arbitrary sets. Consider the finite Kripke polynomial functor $\mathcal{P}_{\text {fin }}(\mathrm{id})^{A} \times B$ whose coalgebras are image finite non-deterministic automata. This functor has a final coalgebra.
So far in this section we have seen several examples of final coalgebras. One might wonder which polynomial functors possess a coalgebra. The following result gives an answer. Its proof will be postponed until later in Section 4.6, because it requires some notions that have not been introduced yet.
2.3.9. Theorem. Each finite Kripke polynomial functor $\operatorname{Sets} \rightarrow$ Sets has a final coalgebra.

As argued before, one does not need to know what a final coalgebra looks like in order As argued before, one does not need to know what a final coalgebra looks like in order
to work with it. Its states coincide with its behaviours, so a purely behaviouristic view is justified: unique existence properties are sufficiently strong to use it as a black box. See for instance Exercise 2.3.4 below,
A good question raised explicitly in [378] is: which kind of functions can be defined with coinduction? Put another way: is there in analogy with the collection of recursively defined functions (on the natural numbers), a reasonable collection of corecursively defined functions? This question is still largely open.

### 2.3.1 Beyond sets

So far we have concentrated on functors $F$ : Sets $\rightarrow$ Sets on the category of sets and unctions. Indeed, most of the examples in this book will arise from such functors. It is mportant however to keep the broader (categorical) perspective in mind, and realise that coalgebras are also of interest in other universes. Good examples appear in Section 5.3 where traces of suitable coalgebras are described via coalgebras in the category SetsRel of sets with relations as morphisms. At this stage we shall consider a single example in the category $\mathbf{S p}$ of topological spaces and continuous functions between them.
2.3.10. Example. The set $2^{\mathbb{N}}=\mathcal{P}(\mathbb{N})$, for $2=\{0,1\}$, of infinite sequences of bits (or subsets of $\mathbb{N}$ ) carries a topology yielding the well-known "Cantor space", see [397, Subsection 2.3]. Alternatively, this space can be represented as the intersection of a descending chain of intervals ( $2^{n+1}$ separate pieces at stage $n$ ) of the real interval $[0,1]$, see below, (or any textbook on topology, for instance [80]).
$\qquad$
Starting from the unit interval $[0,1]$ one keeps in step one the left and right thirds, given by the closed subintervals $\left[0, \frac{1}{3}\right]$ and $\left[\frac{2}{3}, 1\right]$. These can be described as 'left' and 'right', or as 0 ' and ' 1 '. In a next step one again keeps the left and right thirds, giving us four closed intervals $\left[0, \frac{1}{9}\right],\left[\frac{2}{9}, \frac{1}{3}\right],\left[\frac{2}{3}, \frac{7}{9}\right]$ and $\left[\frac{8}{9}, 1\right]$; they can be referred to via the two-bit words 00,01 , 10, 11 respectively. Etcetera. The Cantor set is then defined as the (countable) intersection of all these intervals. It is a closed subspace of $[0,1]$, obtained as intersection of closed subspaces. It is also totally disconnected.
Elements of the Cantor set can be identified with infinite streams $2^{\mathbb{N}}$, seen as consecutive 'left' or 'right' choices. The basic opens of $2^{\mathbb{N}}$ are the subsets $\uparrow \sigma=\left\{\sigma \cdot \tau \mid \tau \in 2^{\mathbb{N}}\right\}$ of infinite sequences starting with $\sigma$, for $\sigma \in 2^{\star}$ a finite sequence.
Recall that $\mathbf{S p}$ is the category of topological spaces with continuous maps between them. This category has coproducts, give as in Sets, with topology induced by the copro jections. In particular, for an arbitrary topological space $X$ the coproduct $X+X$ carries a
topology in which subsets $U \subseteq X+X$ are open if and only if both $\kappa_{1}^{-1}(U)$ and $\kappa_{2}^{-1}(U)$ topology in which subsets $U \subseteq X+X$ are open if and only if both $\kappa_{1}^{-1}(U)$ and $\kappa_{2}^{-1}(U)$ are open in $X$. The Cantor space can then ncif $X \rightarrow X+X$ on Sp
A brief argument goes as follows. Corollary 2.3 .6 (i) tells that the set of streams $2^{\mathbb{N}}$ is the final coalgebra of the endofunctor $X \mapsto X \times 2$ on Sets. There is an obvious isomorphism $X \times 2 \cong X+X$ of sets (see Exercise 2.1.7), which is actually also an isomorphism of topological spaces if one considers the set 2 with the discrete topology (i which every subset is open), see Exercise 2.3.7 for more details.
But one can of course also check the finality property explicitly in the category $\mathbf{S p}$ of topological spaces. The final coalgebra $\zeta: 2^{\mathbb{N}} \xlongequal{\Longrightarrow} 2^{\mathbb{N}}+2^{\mathbb{N}}$ is given on $\sigma \in 2^{\mathbb{N}}$ by:

$$
\zeta(\sigma)= \begin{cases}\kappa_{1} \operatorname{tail}(\sigma) & \text { if head }(\sigma)=0 \\ \kappa_{2} \operatorname{tail}(\sigma) & \text { if head }(\sigma)=1\end{cases}
$$

It is not hard to see that both $\zeta$ and $\zeta^{-1}$ are continuous. For an arbitrary coalgebra $c: X \rightarrow$ $X+X$ in $\mathbf{S p}$ we can describe the unique homomorphism of coalgebra beh $h_{c}: X \rightarrow 2^{\mathbb{N}}$ on $x \in X$ and $n \in \mathbb{N}$ as:

$$
\operatorname{beh}_{c}(x)(n)=\left\{\begin{array}{rr}
0 & \text { if } \exists y \cdot c\left(([i d, i d] \circ c)^{n}(x)\right)=\kappa_{1} y \\
1 & \text { if } \exists y \cdot c\left(([i d, \mathrm{id}] \circ c)^{n}(x)\right)=\kappa_{2} y .
\end{array}\right.
$$

Again, this map is continuous. More examples and theory about coalgebras and such fractal-like structure may be found in [304] and [192].

## Exercises

2.3.1. Check that a final coalgebra of a monotone endofunction $f: X \rightarrow X$ on a poset $X$, con sidered as a functor, is nothing but a greatest fixed point. (See also Exercise 1.3.5).
2.3.2. For arbitrary sets $A, B$, consider the (simple polynomial) functor $X \mapsto(X \times B)^{A}$. Coal For arbitrary sets $A, B$, consider the (simple polynomial) functor $X \mapsto\left(X \times(X \times B)^{A}\right.$ of this functor are often called Mealy machines.
gebras $X \rightarrow(X \times$.
gebras $X \rightarrow(X \times B)^{A}$ of this functor are often called Mealy machines.
(i) Check that Mealy machines can equivalently be described as deterministic automata
$X \rightarrow X^{A} \times B^{A}$, and that the final Mealy machine is $B^{A^{+}}$, by Proposition 2.3.5 where $A^{+} \hookrightarrow A^{\star}$ is the subset of non-empty finite sequences. Describe the final coalgebra structure $B^{A^{+}} \rightarrow\left(B^{A^{+}} \times B\right)^{A}$ explicitly.
(ii) Consider the set $Z$ of so-called causal stream functions, given by:
$Z=\left\{\psi: A^{\mathbb{N}} \rightarrow B^{\mathbb{N}} \mid \forall n \in \mathbb{N} . \forall \alpha, \alpha^{\prime} \in A^{\mathbb{N}}\right.$.
$\left.\left(\forall i \leq n . \alpha(i)=\alpha^{\prime}(i)\right) \Rightarrow \psi(\alpha)(n)=\psi\left(\alpha^{\prime}\right)(n)\right\}$

For such a causal stream function $\psi$, the output $\psi(\alpha)(n) \in B$ is thus determined by the first $n+1$ elements $\alpha(0), \alpha(n) \in A$. Prove that $Z$ yields an altermative description of the final Mealy automaton, via the structure map $\zeta: Z \rightarrow(Z \times B)^{A}$ given by:

$$
\zeta(\psi)(a)=\left\langle\lambda \alpha \in A^{\mathbb{N}} \cdot \lambda n \cdot \psi(a \cdot \alpha)(n+1), \psi(\lambda n \in \mathbb{N} \cdot a)(0)\right\rangle
$$

where $a \cdot \alpha$ is prefixing, to $\alpha \in A^{\mathbb{N}}$, considered as infinite sequence. For more information on Mealy machines, see [77, 183].
2.3.3. Assume a category $\mathbb{C}$ with a final object $1 \in \mathbb{C}$. Call a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ affine if it peserves the final object: the map $F(1) \rightarrow 1$ cand isomorphism $m: \mathbb{C}$ this map is the final $F$-coalgebra, i.e. the final object in the category $\operatorname{CoAlg}(F$
IOnly a few of the functors $F$ that we consider are affine; examples are the identity functor, the non-empty powerset functor, or the distribution functor $\mathcal{D}$ from Section 4.1.]
2.3.4. Let $Z$ be the (state space of the) final coalgebra of the binary tree functor $X \mapsto 1+(A \times$ $X \times X$ ). Define by coinduction a mirror function mir: $Z \rightarrow Z$ which (deeply) exchanges the subtrees. Prove, again by coinduction that mir $\circ \mathrm{mir}=\mathrm{id}_{Z}$. Can you tell what the elements of $Z$ are?
2.3.5. Recall the decimal representation coalgebra nextdec: $[0,1) \rightarrow 1+(\{0,1, \ldots, 9\} \times[0,1))$ from Example 1.2.2, with its behaviour map beh ${ }_{\text {nextdec }}:[0,1) \rightarrow\{0,1, \ldots, 9\}^{\infty}$. Prove that this behaviour map is a split mono: there is a map $e$ in the reverse direction with $e \circ$ beh $_{\text {nextdec }}=\operatorname{id}_{[0,1)}$.
The behaviour map is not an isomorphism, because both 5 and $49999 \cdots$, considered as equences in $\{0,1, \ldots, 9\}^{\infty}$, represent $\frac{1}{2} \in[0,1)$. See other representations as continued actions in [347] or [335] which do yield isomorphisms.]
23.6. This exercise is based on [223, Lemma 5.4].
(i) Fix three sets $A, B, C$, and consider the simple polynomial functor

$$
X \longmapsto(C+(X \times B))^{A} .
$$

Show that its final coalgebra can be described as the set of functions:

$$
Z=\left\{\varphi \in(C+B)^{A^{+}} \mid \forall \sigma \in A^{+} . \forall c \in C . \varphi(\sigma)=\kappa_{1}(c) \Rightarrow\right.
$$

$$
\left.\forall \tau \in A^{*} \cdot \varphi(\sigma \cdot \tau)=\kappa_{1}(c)\right\} .
$$

Once such functions $\varphi \in Z$ hit $C$, they keep this value in $C$. Here we write $A^{+}$for the subset of $A^{*}$ of non-empty finite sequences. The associated coalgebra structure $\zeta: Z \stackrel{ }{\Longrightarrow}(C+(Z \times B))^{A}$ is given by:

$$
\zeta(\varphi)(a)= \begin{cases}\kappa_{1}(c) & \text { if } \varphi(\langle a\rangle)=\kappa_{1}(c) \\ \kappa_{2}\left(b, \varphi^{\prime}\right) & \text { if } \varphi(\langle a\rangle)=\kappa_{2}(b),\end{cases}
$$

Check that the fact that coalgebra of the functor $X \mapsto 1+(X \times B)$ is a special case of this.
(iii) Generalise the result in (i) to functors of the form:

$$
X \longmapsto\left(C_{1}+\left(X \times B_{1}\right)\right)^{A_{1}} \times \cdots \times\left(C_{n}+\left(X \times B_{n}\right)\right)^{A_{n}}
$$

using this time as state space of the final coalgebra the set

$$
\begin{aligned}
& \left\{\varphi \in(C+B)^{A^{+}} \mid \forall \sigma \in A^{*} \cdot \forall i \leq n .\right. \\
& \quad \forall a \in A_{i} \cdot \varphi\left(\sigma \cdot \kappa_{i}(a)\right) \in \kappa_{1}\left[\kappa_{i}\left[C_{i}\right]\right] \vee \varphi\left(\sigma \cdot \kappa_{i}(a)\right) \in \kappa_{2}\left[\kappa_{i}\left[B_{i}\right]\right] \\
& \quad \wedge \forall c \in C_{i} \cdot \sigma \neq\langle \rangle \wedge \varphi(\sigma)=\kappa_{1}\left(\kappa_{i}(c)\right) \\
& \left.\quad \Rightarrow \forall \tau \in A^{*} \cdot \varphi(\sigma \cdot \tau)=\kappa_{1}\left(\kappa_{i}(c)\right)\right\}
\end{aligned}
$$

[^2](iv) Show how classes like in (1.10) fit into this last result.
[Hint. Use that $S+(S \times E) \cong(S \times 1)+(S \times E) \cong S \times(1+E)$, using distributivity Hint. Use that $S+(S$
from Exercise 2.1.7.]
2.3.7. For a topological space $A$ consider the set $A^{\mathbb{N}}$ of streams with the product topology (the least one that makes the projections $\pi_{n}: A^{\mathbb{N}} \rightarrow A$ continuous).
(ii) Prove won
(iii) Show that in the special case where $A$ carries the discrete topology (
subset is open) the product topology on $A^{\mathbb{N}}$ is given by basic opens $\uparrow \sigma=\{\sigma \cdot \tau \mid \tau$ $\left.A^{\wedge}\right\}$, for $\sigma \in A^{\star}$ like in Example 2.3.10.
2.3.8. (i) Note that the assignment $A \mapsto A^{\mathbb{N}}$ yields a functor Sets $\rightarrow$ Sets.
(ii) Prove the general result: consider a category $\mathbb{C}$ with a functor $F: \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ in two (i) Prove the general result: consider a category $\mathbb{C}$ with a functor $F: \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ in two
variables. Assume that for each object $A \in \mathbb{C}$, the functor $F(A,-): \mathbb{C} \rightarrow \mathbb{C}$ has a final coalgebra $Z_{A} \xrightarrow{\rightrightarrows} F\left(A, Z_{A}\right)$. Prove that the mapping $A \mapsto Z_{A}$ extends to a functor $\mathbb{C} \rightarrow \mathbb{C}$.

### 2.4 Algebras

So far we have talked much about coalgebras. One way to introduce coalgebras is as duals of algebras. We shall do this the other way around, and introduce algebras (in categorical formulation) as duals of coalgebras. This reflects of course the emphasis in this text.

There are many similarities (or dualities) between algebras and coalgebras which are of en useful as guiding principles. But one should keep in mind that there are also significant differences between algebra and coalgebra. For example, in a computer science setting algebra is mainly of interest for dealing with finite data elements-such as finite lists or trees-using induction as main definition and proof principle. A key feature of coalgebra is that it deals with potentially infinite data elements, and with appropriate state-based notions and techniques for handling these objects. Thus, algebra is about construction, hereas coalgebra is about deconstruction-understood as observation and modification. This section will introduce the categorical definition of algebras for a functor, in anal-
gy with coalgebras of a functor in Definition 1.4.5. It will briefly discuss initiality for algebras, as dual of finality, and will illustrate that it amounts to ordinary induction. Also, it will mention several possible ways of combining algebras and coalgebras. A systematic approach to such combinations using distributive laws will appear in Chapter 5.
We start with the abstract categorical definition of algebras, which is completely dual (i.e. with reversed arrows) to what we have seen for coalgebras.
2.4.1. Definition. Let $\mathbb{C}$ be an arbitrary category, with an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$.
(i) An $F$-algebra, or just algebra for $F$, consists of a "carrier" object $X \in \mathbb{C}$ together with a morphism $a: F(X) \rightarrow X$, often called the constructor, or operation.
(ii) A homomorphism of algebras, or a map of algebras, or an algebra map, from one algebra $a: F(X) \rightarrow X$ to another coalgebra $b: F(Y) \rightarrow Y$ consists of a morphism $f: X \rightarrow Y$ in $\mathbb{C}$ which preserves the operations:


This yields a category, for which we shall write $\operatorname{Alg}(F)$.
(iii) An initial $F$-algebra is an initial object in $\operatorname{Alg}(F)$ : it is an algebra $\alpha: F(A) \rightarrow A$ such that for any $F$-algebra $b: F(X) \rightarrow X$ there is a unique homomorphism of algebras
$\operatorname{int}_{b}$ from $\alpha$ to $b$ in:

We call this map int $_{b}$ an interpretation map for the algebra $b$; sometimes it is also called a fold or a reduce of $b$.

Certain maps can be seen both as algebra and as coalgebra. For example, a map $S \times$ $A \rightarrow S$ is an algebra-of the functor $X \mapsto X \times A$-but can also be regarded as a coalgebra $S \rightarrow S^{A}$, after Currying (2.11). But for other maps there is more clarity: maps $A \rightarrow S$ are algebras, which can be used to construct elements in $S$ from elements in $A$. And maps $S \rightarrow A$ are coalgebras, which provide observations in $A$ about elements in $S$.
The functor $F$ in the above definition corresponds to what is traditionally called a signature. In simple form a (single-sorted) signature consists of a number of operations $\mathrm{op}_{i}$, say for $1 \leq i \leq n$, each with their own arity $k_{i} \in \mathbb{N}$. An algebra for such a signature is then a set $S$ with interpretations $\llbracket \mathrm{op}_{i} \rrbracket: S^{k_{i}} \rightarrow S$. Using the coproduct correspondence (2.6), they may be combined to a single cotuple operation,

$$
S^{k_{1}}+\cdots+S^{k_{n}} \xrightarrow{\left[\llbracket \mathrm{op}_{i} \rrbracket, \ldots, \llbracket \mathrm{op}_{i} \rrbracket\right]} S
$$

forming an algebra of the simple polynomial functor $X \mapsto X^{k_{1}}+\cdots+X^{k_{n}}$. This functor thus captures the number and types of the operations-that is, the signature. In fact, we have already seen the more general description of signatures via arities $\#: I \rightarrow \mathbb{N}$ and the associated simple polynomial functor $F_{\#}$, namely in Definition 2.2.2.
A rule of thumb is: data types are algebras, and state-based systems are coalgebras But this does not always give a clear-cut distinction. For instance, is a stack a data type or does it have a state? In many cases however, this rule of thumb works: natural numbers are algebras (as we are about to see), and machines are coalgebras. Indeed, the latter have a tate that can be observed and modified.
Initial algebras are special, just like final coalgebras. Initial algebras (in Sets) can be built as so-called term models: they contain everything that can be built from the operations hemselves, and nothing more. Similarly, we saw that final coalgebras consist of observations only. The importance of initial algebras in computer science was first emphasised in [155]. For example, if $F$ is the signature functor for some programming language, the initial algebra $F(P) \rightarrow P$ may be considered as the set of programs, and arbitrary algebras $F(D) \rightarrow D$ may be seen as denotational models. Indeed, the resulting unique homomor phism int $=\llbracket-\rrbracket: P \rightarrow D$ is the semantical interpretation function. It is compositional by construction, because it commutes with the operations of the programming language.
2.4.2. Example. In mathematics many algebraic structure are single-sorted (or singletyped). Examples are monoids, groups, rings, etc. In these structures there is only one carrier set involved. Some structures, like vector spaces, involve two sorts, namely scalars and vectors. In this case one speaks of a multi-sorted or typed algebra. Still, in mathematic vector spaces are often described as single-sorted, by keeping the field involved fixed.
In computer science most of the examples are multi-sorted. For instance, a specification of some data structure, say a queue, involves several sorts (or types): the type $D$ of data on the queue, the type $Q$ of the queue itself, and possibly some other types like $\mathbb{N}$ for the calculi for types and terms.

Most programming languages are typed, involving various types like nat, int, float bool, and possibly also additional user-definable types. We shall describe a toy typed programming language and show how its signature can be described via a functor. Interestprogramming language and show how its signature can be described via a functor. Interestingly, this will not be a functor on the standard category Sets, but a functor on the product
category Sets ${ }^{3}=$ Sets $\times$ Sets $\times$ Sets. The 3 -fold product Sets ${ }^{3}$ is used because our category Sets $^{3}=$ Sets $\times$ Sets $\times$ Sets. The 3 -fold product Sets $^{3}$ is used because our
toy language contains only three types, namely $N$ for numbers, $B$ for booleans (true and false), and $S$ for program statements.

We assume that our programming language involves the following operations on numbers and booleans.

$$
\begin{array}{ccl}
\mathrm{n}: N \text { for } 0 \leq \mathrm{n}<2^{16} & \text { true, false }: B & \text { truth values } \\
\mathrm{v}: N \text { for variables } \mathrm{v} \in V & \wedge: B \times B \rightarrow B & \text { for conjunction } \\
+: N \times N \rightarrow N & \text { for addition } & =: B \rightarrow B \text { for negation } \\
*: N \times N \rightarrow N & \text { for multiplication } & \leq: N \times N \rightarrow B
\end{array}
$$

Here we use a (fixed) set $V$ of variables. Note that the two operations $=$ and $\leq$ involve both types $N$ and $B$. Also statements involve multiple types:
skip: $S$ the program that does nothing
;: $S \times S \rightarrow S$ sequential program composition

- := - $: V \times N \rightarrow S$ for assignment
if - then - else - fi: $B \times S \times S \rightarrow S$ for the conditional statement

$$
\text { while - do - od: } B \times S \rightarrow S \text { for repetition. }
$$

Following the (single-sorted) signature description as in (2.29) we could capture the con stants n , sum + and product $*$ via a functor $X \mapsto 2^{16}+(X \times X)+(X \times X)$. But we need to capture all operations at the same time. Thus we use a functor $F$ : Sets $\rightarrow$ Sets ${ }^{3}$ in three variables, where the first one, written as $X$, will be used for the type of naturals, the second one $Y$ for booleans, and the third one $Z$ for program statements. The functor $F$ is then given by the following expression.

$$
\begin{aligned}
F(X, Y, Z)=\left(2^{16}+\right. & V+(X \times X)+(X \times X) \\
& (X \times X)+(X \times X)+2+(Y \times Y)+Y \\
& 1+(Z \times Z)+(V \times X)+(Y \times Z \times Z)+(Y \times Z))
\end{aligned}
$$

An algebra $F(A, B, C) \rightarrow(A, B, C)$ in Sets ${ }^{3}$ for this functor is given by a triple of sets $(A, B, C) \in$ Sets $^{3}$ interpreting naturals, booleans and statements, and a triple of functions $(a, b, c): F(A, B, C) \rightarrow(A, B, C)$ giving interpretations of the operations. For instance the function $b$ in the middle is given by a 5 -cotuple of the form:

$$
(A \times A)+(A \times A)+2+(B \times B)+B \xrightarrow{b=\left[b_{1}, b_{2}, b_{3}, b_{4}, b_{5}\right]} B
$$

where $b_{3}: 2 \rightarrow B$ interprets the two booleans (since $2=1+1=\{0,1\}$ ) and $b_{5}: B \rightarrow B$ interprets negation. Similarly for the maps $a, c$ in this algebra.

The initial $F$-algebra is given by three sets containing all syntactically constructed expressions for naturals, booleans and statements, using the above operations. This will not be proven, but the examples below illustrate how initial algebras consist of terms

In this context of program language semantics, a final coalgebra is also understood as a canonical operational model of behaviours. The unique homomorphism to the final
coalgebra may be seen as an operational interpretation function which is fully abstract, in the sense that objects have the same interpretation if and only if they are observationally indistinguishable. This relies on Theorem 3.4.1, see [414, 412, 413] for more information. indistinguishable. This relies on Theorem 3.4.1, see [414, 412, 413] for more information.
Compositionality for such models in final coalgebras is an important issue, see Section 5.5
Because of the duality in the definitions of algebras and coalgebras, certain results Because of the duality in the definitions of algebras and coalgebras, certain results
an be dualised as well. For example, Lambek's fixed point result for final coalgebras Lemma 2.3.3) also holds for initial algebras. The proof is the same, but with arrows reversed.
2.4.3. Lemma. An initial algebra $F(A) \rightarrow A$ of a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ is an isomorphism $F(A) \xrightarrow{\cong} A$ in $\mathbb{C}$.

The unique existence in the definition of initiality (again) has two aspects, namely exisence corresponding to recursion, or definition by induction, and uniqueness, corresponding to proof by induction. This will be illustrated in two examples.
The natural numbers $\mathbb{N}$ form a trivial, but important example of an initial algebra. We shall consider it in some detail, relating the familiar description of induction to the categorical one based on initiality.
2.4.4. Example (Natural numbers). According to Peano, the most basic operations on the natural numbers $\mathbb{N}$ are zero $0 \in \mathbb{N}$ and successor $\mathrm{S}: \mathbb{N} \rightarrow \mathbb{N}$. Using that an element of $\mathbb{N}$ can be described as an arrow $1 \rightarrow \mathbb{N}$, together with the coproduct correspondence (2.6), these two maps can be combined into an algebra

$$
1+\mathbb{N} \xrightarrow{[0, \mathrm{~S}]} \mathbb{N}
$$

of the simple polynomial function $F(X)=1+X$. This functor adds a new point $* \in 1$ to an arbitrary set $X$. It is easy to see that the algebra $[0, \mathrm{~S}]$ is an isomorphism, because each natural number is either zero or a successor. The isomorphism $[0, \mathrm{~S}]: 1+\mathbb{N} \xrightarrow{\cong} \mathbb{N}$ is in fact the initial algebra of the functor $F(X)=1+X$. Indeed, for an arbitrary $F$-algebra $[a, g]: 1+X \rightarrow X$ with carrier $X$, consisting of functions $a: 1 \rightarrow X$ and $g: X \rightarrow X$ there is a unique homomorphism of algebras $f=\operatorname{int}_{[a, g]}: \mathbb{N} \rightarrow X$ with:

In ordinary mathematical language, this says that $f$ is the unique function with $f(0)=a$ and $f(n+1)=g(f(n))$. This indeed determines $f$ completely, by induction. Thus, ordinary natural number induction implies initiality. We shall illustrate the reverse implication. The initiality property of $[0, S]: 1+\mathbb{N} \xrightarrow{\cong} \mathbb{N}$ is strong enough to prove all of Peano's ioms. This was first shown in [133], see also [316] or [156] where the initiality is xioms. This "wo induction rule: for a predicate $P \subseteq \mathbb{N}$,

$$
\frac{P(0) \quad \forall n \in \mathbb{N} . P(n) \Longrightarrow P(n+1)}{\forall n \in \mathbb{N} . P(n)}
$$

In order to show how the validity of this induction rule follows from initiality, let us write $i$ for the inclusion function $P \hookrightarrow \mathbb{N}$. We then note that the assumptions of the induction rule
state that the zero and successor functions restrict to $P$, as in:


Thus, the subset $P$ itself carries an algebra structure $[0, \mathrm{~S}]: 1+P \rightarrow P$. Therefore, by initiality of $\mathbb{N}$ we get a unique homomorphism $j: \mathbb{N} \rightarrow P$. Then we can show $i \circ j=\operatorname{id}_{\mathbb{N}}$, by uniqueness


The rectangle on the left commutes by definition of $j$, and the one of the right by the previous two diagrams. The fact that $i \circ j=\operatorname{id}_{\mathbb{N}}$ now yields $P(n)$, for all $n \in \mathbb{N}$.
2.4.5. Example (Binary trees). Fix a set $A$ of labels. A signature for $A$-labelled binary trees may be given with two operations:

## nil for the empty tree,

node $\left(b_{1}, a, b_{2}\right)$ for the tree constructed from subtrees $b_{1}, b_{2}$ and label $a \in A$.
Thus, the associated signature functor is $T(X)=1+(X \times A \times X)$. The initial algebra will be written as $\operatorname{BinTree}(A)$, with operation:

$$
1+(\operatorname{BinTree}(A) \times A \times \operatorname{BinTree}(A)) \xrightarrow[{[\text { nil, node }}]]{\cong} \operatorname{BinTree}(A)
$$

This carrier set $\operatorname{BinTree}(A)$ can be obtained by considering all terms that can be formed from the constructor nil via repeated application of the node operation node(nil, $a$, nil), node(nil, $a^{\prime}$, node(nil, $a$, nil)), etc. We do not describe it in too much detail because we wish to use it abstractly. Our aim is to traverse such binary trees, and collect their label in a list. We consider two obvious ways to do this-commonly called inorder traversal and preorder traversal-resulting in two functions iotrv, potrv: $\operatorname{Bin} \operatorname{Tree}(A) \rightarrow A^{\star}$. These functions can be defined inductively as:

$$
\text { iotrv(nil) }=\langle \rangle
$$

$\operatorname{iotrv}\left(\operatorname{node}\left(b_{1}, a, b_{2}\right)\right)=\operatorname{iotrv}\left(b_{1}\right) \cdot a \cdot \operatorname{iotrv}\left(b_{2}\right)$ $\operatorname{potrv}($ nil $)=\langle \rangle$

$$
\operatorname{potrv}\left(\operatorname{node}\left(b_{1}, a, b_{2}\right)\right)=a \cdot \operatorname{potrv}\left(b_{1}\right) \cdot \operatorname{potrv}\left(b_{2}\right) .
$$

They can be defined formally via initiality, by putting two different $T$-algebra structures on the set $A^{\star}$ of sequences: the inorder transversal function arises in:

where the function $g: A^{\star} \times A \times A^{\star} \rightarrow A^{\star}$ is defined by $g(\sigma, a, \tau)=\sigma \cdot a \cdot \tau$. Similarly, the function $h(\sigma, a, \tau)=a \cdot \sigma \cdot \tau$ is used in the definition of preorder traversal:
$1+(\operatorname{BinTree}(A) \times A \times \operatorname{BinTree}(A)) \stackrel{\operatorname{id}_{1}+\left(\text { potrv } \times \operatorname{id}_{A} \times \text { potrv }\right)}{-} 1+\left(A^{\star} \times A \times A^{\star}\right)$


What we see is that the familiar pattern matching in inductive definitions fits perfectly in he initiality scheme, where the way the various patterns are handled corresponds to the
It structure on the codomain of the function that is being defined.
It urns oul niqueness one can establish various properties about these programs. This has developed into an area its own which is usually referred to as the Bird-Meertens formalism-with formalism-with

In Example 2.4.2 we have seen how functors on different categories than Sets can be useful, namely for describing multi-sorted signatures. The next example is another illustration of the usefulness of descriptions in terms of functors.
24.6. Example (Refinement types). For a fixed set $A$ we can form the functor $F(X)=$ 2.4.6. Example (Refinement types). For a fixed set $A$ we can form the functor $F(X)=$
$1+(A \times X)$. The initial algebra of this functor is the set $A^{\star}$ of finite lists of elements of $1+(A \times X)$. The initial algebra of this functor is the set $A^{\star}$ of finite lists of element
$A$, with algebra structure given by the empty list nil and the prefix operation cons in:

$$
1+\left(A \times A^{\star}\right) \xrightarrow{[\text { nil, cons }]} A^{\star}
$$

Via this initiality one can define for instance the length function len: $A^{\star} \rightarrow \mathbb{Z}$. For some pecial reasons we take the integers $\mathbb{Z}$, instead of the natural numbers $\mathbb{N}$, as codomain type (as is common in computer science); the reasons will become clear later on. A definition of length by initiality requires that the set $\mathbb{Z}$ be equipped with an appropriate $F$-coalgebra structure


Commutation of this diagram corresponds to the expected defining equations for list-length:

$$
\operatorname{len}(\text { nil })=0 \quad \text { and } \quad \operatorname{len}(\operatorname{cons}(a, \sigma))=\mathrm{S}(\operatorname{len}(\sigma))=1+\operatorname{len}(\sigma) .
$$

One can also define an append map app: $A^{\star} \times A^{\star} \rightarrow A^{\star}$ that concatenates two lists producing a new one, but this requires some care: by initiality one can define only maps of the form $A^{\star} \rightarrow X$, when $X$ carries an $F$-algebra structure. The easiest way out is to fix a list $\tau \in A^{\star}$ and to define $\operatorname{app}(-, \tau): A^{\star} \rightarrow A^{\star}$ by initiality in

$$
\begin{aligned}
& \quad 1+A \times A^{\star}-\operatorname{id}_{1}+\operatorname{id}_{A} \times \operatorname{app}(-, \tau) \\
& \text { [nil, cons] } \mid \underset{A^{\star}}{ } \cong
\end{aligned}
$$

Alternatively, one can define the append map app via Currying, namely as map $A^{\star} \rightarrow$
$\left(A^{\star}\right)^{A^{\star}}$. This will be left to the interested reader. But one can also use the stronger principle of "induction with parameters", see Exercise 2.5.5.
Now assume the set $A$ carries a binary operation $+: A \times A \rightarrow A$. We would like to use it to define an operation sum on lists, namely as

$$
\operatorname{sum}\left(\left\langle a_{1}, \ldots, a_{n}\right\rangle,\left\langle b_{1}, \ldots, b_{n}\right\rangle\right)=\left\langle a_{1}+b_{1}, \ldots, a_{n}+b_{n}\right\rangle .
$$

But this works only for lists of the same length!
Hence what we would like to have is a special type of lists of a certain length $n$. It can be formed as inverse image:

$$
\operatorname{len}^{-1}(\{n\})=\left\{\sigma \in A^{\star} \mid \operatorname{len}(\sigma)=n\right\}= \begin{cases}A^{n} & \text { if } n \geq 0 \\ \emptyset & \text { otherwise }\end{cases}
$$

The type of the function sum can now be described accurately as $A^{n} \times A^{n} \rightarrow A^{n}$. We now consider the map len: $A^{\star} \rightarrow \mathbb{Z}$ as a map in a slice category Sets $/ \mathbb{Z}$. Recall from Exercise 1.4.3 that this map len: $A^{\star} \rightarrow \mathbb{Z}$ can be identified with the indexed collection $\left(\text { len }^{-1}(\{n\})\right)_{n \in \mathbb{Z}}$ given by inverse images. An interesting question is: can we also define such maps like sum on dependent types like len ${ }^{-1}(\{n\})$ by initiality? This is relevant for dependently typed programming languages like Agda ${ }^{1}$.
In [45] a solution is given. We sketch the essentials, in quite general terms. Let $F: \mathbb{C} \rightarrow$ In [45] a solution is given. We sketch the essentials, in quite general terms. Let $F: \mathbb{C} \rightarrow$
$\mathbb{C}$ be an arbitrary functor on a category $\mathbb{C}$. Assume an $F$-algebra $b: F(B) \rightarrow B$; it plays $\mathbb{C}$ be an arbitrary functor on a category $\mathbb{C}$. Assume an $F$-algebra $b: F(B) \rightarrow B$; it plays
the role of $\mathbb{Z}$ above and the elements $x \in B$ are used to form a refinement of $F$,s initial the role of $\mathbb{Z}$ above and the elements $x \in B$ are used to form a refinement of $F$ 's initial
algebra. But first we transform $F$ from an endofunctor on $\mathbb{C}$ into an endofunctor on the algebra. But first we transform $F$ from an endofunctor on $\mathbb{C}$ into an endofunctor on the
slice category $\mathbb{C} / B$. Intuitively this slice category contains objects of $\mathbb{C}$ indexed by $B$, see Exercise 1.4.3. Recall that objects of $\mathbb{C} / B$ are arrows with codomain $B$, and morphisms are commuting triangles.

We now define a functor $F^{b}: \mathbb{C} / B \rightarrow \mathbb{C} / B$ by:

$$
\begin{aligned}
(X \xrightarrow{f} B) & \longmapsto(F(X) \xrightarrow{F(f)} F(B) \xrightarrow{b} B) \\
\left(\begin{array}{c}
X \xrightarrow{h} Y \\
f \bigsqcup_{B} L^{\prime} \\
B
\end{array}\right) & \longmapsto\left(\begin{array}{c}
F(X) \xrightarrow{F(h)} F(Y) \\
F(f) \searrow \\
F(B)=F(B) \\
b^{\swarrow}{ }_{B} \swarrow_{b}
\end{array}\right)
\end{aligned}
$$

Next we assume an initial $F$-algebra $\alpha: F(A) \xlongequal{\cong} A$. The algebra $b$ gives rise to a homomorphism int $_{b}: A \rightarrow B$ by initiality. This map is an object in the slice category $\mathbb{C} / B$. I can be understood as what is called a refinement type since it corresponds to an indexed family $\left(A_{x}\right)_{x \in B}$, where $A_{x}=\operatorname{int}_{b}^{-1}(\{x\})=\left\{a \in A \mid \operatorname{int}_{b}(a)=x\right\}$. In fact, this type is also an initial algebra, but in a slice category, as observed in [45]
Claim. The refinement type int $t_{b}: A \rightarrow B$ in $\mathbb{C} / B$ carries the initial algebra of the functor $F^{b}: \mathbb{C} / B \rightarrow \mathbb{C} / B$ defined above

The truth of this claim is not hard to see but requires that we carefully keep track of the category that we work in (namely $\mathbb{C}$ or $\mathbb{C} / B$ ). We first have to produce an algebra structure $F^{b}\left(\right.$ int $\left._{b}\right) \rightarrow$ int $_{b}$ in the slice category $\mathbb{C} / B$. When we work out what it can be we see that

[^3]the map $\alpha: F(A) \xlongequal{\leftrightharpoons} A$ is the obvious candidate, on the left in:


Next, if we have an arbitrary $F^{b}$-coalgebra, say given by a map $h: F^{b}(X \xrightarrow{f} B) \longrightarrow$ $(X \xrightarrow{f} B)$ in the slice category $\mathbb{C} / B$, then this $h$ is a map $h: F(X) \rightarrow X$ in $\mathbb{C}$ satisfying $f \circ h=b \circ F(h)$. By initiality we get an algebra homomorphism int $h_{h}: A \rightarrow X$ as on the ght above. We claim that the resulting inepres int $_{b} \rightarrow f$ in
argument in:

$\mathrm{int}_{b}$
What we finally need to show is that we have a commuting diagram in $\mathbb{C} / B$ of the form:


Commutation of this square in $\mathbb{C} / B$ amounts to commutation of the corresponding diagram Commutation of this square in $\mathbb{C} / B$ amounts to commutation of the corresponding diagram
in $\mathbb{C}$, which is the case by definition of int ${ }_{h}$. The proof of uniqueness of this homomorphism of $F^{b}$-algebras int ${ }_{b} \rightarrow f$ is left to the reader.
At this stage we return to the length map len: $A^{\star} \rightarrow \mathbb{Z}$ defined in the beginning of his example. We now use initiality in the slice category Sets $/ \mathbb{Z}$ to define a 'reverse cons' operation snoc. $A n \times A \rightarrow A$, he berore, by feed to a pome with $A$ and ons $F=1+(4 \times-)$ The claim above says that len: $A^{\star} \rightarrow \mathbb{Z}$ is the initial $F^{\text {len }}$-lgebra
$=1+(A \times-)$. The claim above says that len: $A^{*} \rightarrow \mathbb{Z}$ is the initial $F^{\text {en }}$-algebra.
As carer he naturals. The algebra map $F^{\mathrm{len}}\left(\mathrm{len}^{\prime}\right) \rightarrow \mathrm{len}$ ' we use is:


Here we use $\langle a\rangle=$ cons ( $a$, nil) for the singleton list. The triangle commutes because:

$$
\operatorname{len}^{\prime}(\langle a\rangle)=\operatorname{len}(\langle a\rangle)-1=1-1=0
$$

$\operatorname{len}^{\prime}(\operatorname{cons}(a, \sigma))=\operatorname{len}(\operatorname{cons}(a, \sigma))-1=\operatorname{len}(\sigma)+1-1$

$$
=\operatorname{len}(\sigma)-1+1=\mathrm{S}\left(\operatorname{len}^{\prime}(\sigma)\right)=\left(\mathrm{S} \circ \pi_{2} \circ\left(A \times \ln ^{\prime}\right)\right)(a, \sigma)
$$

Hence by initiality of the map len: $A^{\star} \rightarrow \mathbb{Z}$ there is unique algebra homomorphism $\operatorname{snoc}(-, a):$ len $\rightarrow \operatorname{len}^{\prime}$ in Sets $/ \mathbb{Z}$. This means: $\operatorname{len}^{\prime} \circ \operatorname{snoc}(-, a)=$ len. Thus, for each $\sigma \in A^{\star}$,

$$
\operatorname{len}(\sigma)=\operatorname{len}^{\prime}(\operatorname{snoc}(a, \sigma))=\operatorname{len}(\operatorname{snoc}(a, \sigma))-1
$$

i.e. $\quad \operatorname{len}(\operatorname{snoc}(\sigma, a))=\operatorname{len}(\sigma)+1$.

Alternatively, for each $n \in \mathbb{N}$ one has a typing:

$$
A^{n}=\operatorname{len}^{-1}(\{n\}) \xrightarrow{\text { snoc }} \operatorname{len}^{-1}(\{n+1\})=A^{n+1}
$$

This concludes our refinement types example.
As we have seen in Example 2.4.4, an inductive definition of a function $f: \mathbb{N} \rightarrow X$ on the natural numbers requires two functions $a: 1 \rightarrow X$ and $g: X \rightarrow X$. A recursive definition allows for an additional parameter, via a function $h: X \times \mathbb{N} \rightarrow X$, determining definition allows for an additional parameter, via a function $h: X \times \mathbb{N} \rightarrow X$, determining
$f(n+1)=h(f(n), n)$. The next result shows that recursion can be obtained via induction $f(n+1)=h(f(n), n)$. The next result shows that recursion can be obtained via induction.
A more general approach via comonads may be found in [416]. An alternative way to add parameters to induction occurs in Exercise 2.5.5.
2.4.7. Proposition (Recursion). An arbitrary initial algebra $\alpha: F(A) \stackrel{\cong}{\Longrightarrow} A$ satisfies the 2.4.7. Proposition (Recursion). An arbitrary initial algebra $\alpha: F(A) \xrightarrow{\rightrightarrows}$ A satisfies the
following recursion property: for each map $h: F(X \times A) \rightarrow X$ there is a unique ma $f: A \rightarrow X$ making the following diagram commute.


Proof. We first turn $h: F(X \times A) \rightarrow X$ into an algebra on $X \times A$, namely by taking Proof. We first turn $h: F(X \times A) \rightarrow X$ into an algebra on $X \times A$, namely by taking $h=\left\langle h, \alpha \circ F\left(\pi_{2}\right)\right\rangle: F(X \times A) \rightarrow X \times A$. It gives by initiality rise to a unique map
$k: A \rightarrow X \times A$ with $k \circ \alpha=h^{\prime} \circ F(k)$. Then $\pi_{2} \circ k=$ id by uniqueness of algebrat maps $\alpha \rightarrow \alpha$ :

$$
\begin{aligned}
\pi_{2} \circ k \circ \alpha & =\pi_{2} \circ h^{\prime} \circ F(k) \\
& =\alpha \circ F\left(\pi_{2}\right) \circ F(k) \\
& =\alpha \circ F\left(\pi_{2} \circ k\right) .
\end{aligned}
$$

Hence we take $f=\pi_{1} \circ k$
Adding parameters to the formulation of induction gives another strengthening, see Exercise 2.5.5.
So far we have only seen algebras of functors describing fairly elementary datatypes. We briefly mention some other less trivial applications.

- Joyal and Moerdijk [262] introduce the notion of a Zermelo-Fraenkel algebra, or ZF algebra, with two operations for union and singleton. The usual system of ZermeloFraenkel set theory can then be characterised as the free ZF-algebra. Such a characterisation can be extended to ordinals.
- Fiore, Plotkin and Turi [127] describe how variable binding-such as $\lambda x . M$ in the lambda calculus-can also be captured via initial algebras, namely of suitable functors on categories of presheaves. An alternative approach, also via initiality, is described by Gabbay and Pitts [139], using set theory with atoms (or urelements).
- $\pi$-calculus models by Fiore and Turi [128] and others [89, 320, 400]. Such "namepassing" systems like the $\pi$-calculus are also modelled as coalgebras for endofunctors on categories of presheaves.
In the remainder of this section we shall survey several ways to combine algebras and coalgebras. Such combinations are needed in descriptions of more complicated systems involving data as well as behaviour. Later on, in Section 5.5, we shall study bialgebras more systematically, for operational semantics
Additionally, so-called "binary methods" are problematic in a coalgebraic setting. These are (algebraic) operations like $X \times X \rightarrow X$ in which the state space $X$ occurs multiple times (positively) in the domain. The name "binary method" comes from object-oriented programming, where the status of such methods is controversial, due to the typing problems they can cause, see [81]. They are also problematic in coalgebra, because they cannot be described as a coalgebra $X \rightarrow F(X)$. However, one may ask whether it makes sense in system theory to have an operation acting on two states, so that the problematic character of their representation need not worry us very much. But see Exercise 2.4.10 for a possible way to handle binary methods in a coalgebraic manner.


### 2.4.1 Bialgebras

A bialgebra consists of an algebra-coalgebra pair $F(X) \rightarrow X \rightarrow G(X)$ on a common A bialgebra consists of an algebra-coalgebra pair $F(X) \rightarrow X \rightarrow G(X)$ on a common
state space $X$, where $F, G: \mathbb{C} \rightarrow \mathbb{C}$ are two endofunctors on the same category $\mathbb{C}$. We shall investigate them more closely in Section 5.5 using so-called distributive laws, following the pproach of [413, 412, 59, 274]
Such structures are used in [70] to distinguish certain observer operations as coalgebraic operations within algebraic specification, and to use these in a duality between reachability and observability (following the result of Kalman, see Exercise 2.5.15).

### 2.4.2 Bialgebras

A bialgebra consist of a mapping $F(X) \rightarrow G(X)$ where $F$ and $G$ are two functors $\mathbb{C} \rightarrow$ C. This notion generalises both algebras (for $G=\mathrm{id}$ ) and coalgebras (for $F=\mathrm{id}$ ). It was introduced in [180], and further studied for example in [129] in combination with laws" as a general concept of equation. In [359] a collection of such bialgebras $F_{i}(X) \rightarrow$ $G_{i}(X)$ is studied, in order to investigate the commonalities between algebra and coalgebra, especially related to invariants and bisimulations.

### 2.4.3 Hidden algebras

Hidden algebra is introduced in [154] as the "theory of everything" in software engineering, combining the paradigms of object-oriented, logic, constraint and functional programming. A hidden algebra does not formally combine algebras and coalgebras, like in bi-di-algebras, but it uses an algebraic syntax to handle essentially coalgebraic concepts, like behaviour and observational equivalence. A key feature of the syntax is the partition of sorts (or types) into visible and hidden ones. Typically, data structures are visible, and tates are hidden. Elements of the visible sorts are directly observable and comparable, but observations about elements of the hidden sorts can only be made via the visible ones, This yields a notion of behavioural equivalence-first introduced by Reichel-expressed in erms of equality of contexts of visible sort. This is in fact bisimilarity, from a coalgebraic perspective, see [311, 90].

Because of the algebraic syntax of hidden algebras one cannot represent typically coal gebraic operations. But one can mimic them via subsorts. For instance, a coalgebraic operation $X \longrightarrow 1+X$ can be represented as a "partial" function $S \longrightarrow X$ for a subsort operation $X \longrightarrow 1+X$ can be represented as a "partial" function $S \longrightarrow X$ for a subsort
$S \subseteq X$. Similarly, an operation $X \longrightarrow X+X$ can be represented via two operations $S \subseteq X$. Similarly, an operation $X \longrightarrow X+X$ can be represented via two operations
$S_{1} \longrightarrow X$ and $S_{2} \longrightarrow X$ for subsorts $S_{1}, S_{2} \subseteq X$ with $S_{1} \cup S_{2}=X$ and $S_{1} \cap S_{2}=\emptyset$ This quickly gets out of hand for more complicated operations, like the methods meth from (1.10), so that the naturality of coalgebraic representations is entirely lost. On the positive side, hidden algebras can handle binary methods without problems-see also Exercise 2.4.10.

### 2.4.4 Coalgebras as algebras

In general, there is reasonable familiarity with algebra, but not (yet) with coalgebra. There fore, people like to understand coalgebras as if they were algebras. Indeed, there are many connections. For example, in [55] it is shown that quite often the final coalgebra $Z \xrightarrow{\Longrightarrow} F(Z)$ of a functor $F$ can be understood as a suitable form of completion of the initial algebra $F(A) \stackrel{\cong}{\Longrightarrow} A$ of the same functor. Examples are the extended natural numbers $\mathbb{N} \cup\{\infty\}$ from Exercise 2.4.1 below, as completion of the initial algebra $\mathbb{N}$ of the functor $X \mapsto 1+X$. And the set $A^{\infty}$ of finite and infinite sequences as completion of the initial algebra $A^{\star}$ with finite sequences only, of the functor $X \mapsto 1+(A \times X)$.
Also, since a final coalgebra $\zeta: Z \xrightarrow{\cong} F(Z)$ is an isomorphism, one can consider its inverse $\zeta^{-1}: F(Z) \xrightarrow{\leadsto} Z$ as an algebra. This happens for example in the formalisation of "coinductive types" (final coalgebras) in the theorem prover $\operatorname{Coq}$ [58] (and used for instance in $[103,211])$. However, this may lead to rather complicated formulations of coinduction, distracting from the coalgebraic essentials. Therefore we like to treat coalgebra as a fiel of its own, and not in an artificial way as part of algebra.

## Exercises

2.4.1. Check that the set $\mathbb{N} \cup\{\infty\}$ of extended natural numbers is the final coalgebra of the functor $X \mapsto 1+X$, as a special case of finality of $A^{\infty}$ for $X \mapsto 1+(A \times X)$. Use this fact to define appropriate addition and multiplication operations $(\mathbb{N} \cup\{\infty\}) \times(\mathbb{N} \cup$ $\{\infty\}) \rightarrow \mathbb{N} \cup\{\infty\}$, see [378].
2.4.2. $\quad$ Define an appropriate size function $\operatorname{Bin} \operatorname{Tree}(A) \rightarrow \mathbb{N}$ by initiality.
2.4.3. Consider the obvious functions even, odd: $\mathbb{N} \rightarrow 2=\{0,1\}$.
(i) Describe the two algebra structures $1+2 \rightarrow 2$ for the functor $F(X)=1+X$ that define even and odd by initiality.
(ii) Define a single algebra $1+(2 \times 2) \rightarrow 2 \times 2$ that defines the pair 〈even, odd〉 by mutual recursion, that is via $\operatorname{even}(n+1)=\operatorname{odd}(n)$.
2.4.4. Show, dually to Proposition 2.1 .5 , that finite products $(1, \times)$ in a category $\mathbb{C}$ give rise to finite products in a category $\operatorname{Alg}(F)$ of algebras of a functor $F: \mathbb{C} \rightarrow \mathbb{C}$.
2.4.5. Define addition $+: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$, multiplication :: $\mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ and exponentiation $(-)^{(-)}: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ by initiality.
$\left[\right.$ Hint Use the correspondence (2.11) and define these operations as function $\mathbb{N} \rightarrow \mathbb{N}^{\mathbb{N}}$. Alternatively, one can use Exercise 2.5 .5 from the next section.]
2.4.6. Complete the proof of Proposition 2.4.7.
2.4.7. ("Rolling Lemma") Assume two endofunctors $F, G: \mathbb{C} \rightarrow \mathbb{C}$ on the same category. Let the composite $F G: \mathbb{C} \rightarrow \mathbb{C}$ have an initial algebra $\alpha: F G(A) \xrightarrow{\leftrightarrows} A$.
composite $F G: \mathbb{C} \rightarrow \mathbb{C}$ have an initial algebra $\alpha: F G(A) \Longrightarrow A$.
(i) Prove that also the functor $G F: \mathbb{C} \rightarrow \mathbb{C}$ has an initial algebra, with $G(A)$ as carrier. (ii) Formulate and prove a dual result, for final coalgebras.
2.4.8. This exercise illustrates the analogy between the set $A^{\star}$ of finite sequences in Sets and the vector space $A^{\S}$ in Vect, following Exercise 2.2.12. Recall from Example 2.4.6 that the
set $A^{\star}$ of finite lists of elements of $A$ is the initial algebra of the functor $X \mapsto 1+(A \times X)$.
(i) For an arbitrary vector space $A$, this same functor $1+(A \times \mathrm{id})$, but considered as an endofunctor on Vect, can be rewritten as:

$$
\begin{aligned}
1+(A \times X) & \cong A \times X \text { because } 1 \in \text { Vect is initial object } \\
& \cong A+X \text { because } \times \text { and }+ \text { are the same in Vect }
\end{aligned}
$$

Prove that the initial algebra of the resulting functor $A+$ id : Vect $\rightarrow$ Vect is the vector space $A^{\S}$ with insertion and shift maps in: $A \rightarrow A^{\S}$ and sh: $A^{\S} \rightarrow A^{\S}$ defined in Exercise 2.2.12 (iii).
(ii) Check that the behaviour formula from Exercise 2.2.12 (iv) for a system $A \xrightarrow{F} X \xrightarrow{G}$ $X \xrightarrow{H} B$ is obtained as $H \circ \operatorname{int}_{[F, G, G}: A^{\S} \rightarrow B$ using initiality.
(iii) $X$ Sinn A A

Exercise 2.3.8.]
2.4.9. Use Exercise 2.1.9 to show that there is a commuting diagram of isomorphisms:

$$
\begin{aligned}
& \mathcal{P}\left(A^{\star}\right)^{A} \times 2 \xrightarrow{2} \cong \mathcal{P}\left(1+\left(A \times A^{\star}\right)\right) \\
& \langle D, E\rangle \mathcal{P}_{\left(A^{*}\right)} \underset{\mathcal{P}(\text { [nil, cons }])}{ }
\end{aligned}
$$

where the coalgebra $\langle D, E\rangle$ is the final Brzozowski deterministic automaton structure from Corollary 2.3 .6 (ii), and [nil, cons] is the initial list algebra (from Example 2.4.6).
2.4.10. Suppose we have a "binary method", say of the form $m: X \times X \times A \longrightarrow 1+(X \times B)$, namely by separating positive and negative occurrences. This leads to a functor of the form $F: \mathbb{C}^{\text {op }} \times \mathbb{C} \rightarrow \mathbb{C}$, which in this case would be $(Y, X) \mapsto(1+(X \times B))^{Y \times A}$ In general, for a functor $F: \mathbb{C}^{\mathrm{op}} \times \mathbb{C} \rightarrow \mathbb{C}$ define an $F$-coalgebra to be a map of the form $c: X \rightarrow F(X, X)$. A homomorphism from $c: X \rightarrow F(X, X)$ to $d: Y \rightarrow F(Y, Y)$ is then a map $f: X \rightarrow Y$ in $\mathbb{C}$ making the following pentagon commute

(i) Elaborate what this means for the above example $(Y, X) \mapsto(1+(X \times B))^{Y \times A}$.
(ii) Prove that these coalgebras and their homomorphisms form a category.
[Such generalised coalgebras are studied systematically in [407].]

### 2.5 Adjunctions, cofree coalgebras, behaviour-realisation

The concept of an adjunction may be considered as one of the basic contributions of the theory of categories. It consists of a pair of functors going in opposite direction,

satisfying certain properties. An adjunction is a fundamental notion, occurring in many, many situations. Identifying an adjunction is useful, because it captures much information, nd yields additional insights such as: the "left" adjoint functor preserves coproducts, and the "right" adjoint preserves products. This is the good news. The bad news is that the
notion of adjunction is considered to be a difficult one. It certainly requires some work and experience to fully appreciate its usefulness. Much of this text can be read without knowledge of adjunctions. However, there are certain results which can best be organised in terms of adjunctions. Therefore we include an introduction to adjunctions, and apply it to three standard examples in the theory of coalgebras and algebras, namely behaviour realisation, cofree coalgebras, and liftings of adjunctions to categories of (co)algebras.
We start with "baby-adjunctions", namely Galois connections. Consider two posets $C$ and $D$ as categories, with monotone functions $f: C \rightarrow D$ and $g: D \rightarrow C$ between hem, in opposite direction. They can be regarded as functors by Example 1.4.4 (ii). These functions form a Galois connection if for each $x \in C$ and $y \in D$ one has $f(x) \leq y$ in $D$ if and only if $x \leq g(y)$ in $C$. We like to write this as a bijective correspondence:

$$
\frac{f(x) \leq y}{\overline{x \leq g(y)}}
$$

In this situation one calls $f$ the left or lower adjoint, and $g$ the right or upper adjoint
With these ocrrespondences it is easy to show that the left adjoint $f$ preserves ; that exist in $C$, i.e. that $f\left(x_{1} \vee x_{2}\right)=f\left(x_{1}\right) \vee f\left(x_{2}\right)$ This is done by showing that $f\left(x_{1} \vee x_{2}\right)$ is the least upperbound in $D$ of $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ : for any $y \in D$,

$$
\begin{aligned}
& \xlongequal[x_{1} \vee x_{2}<g(y)]{f\left(x_{1} \vee x_{2}\right) \leq y} \\
& \begin{array}{ll}
\overline{\overline{x_{1} \leq g(y)}} & \xlongequal{x_{2} \leq g(y)} \\
\hline\left(x_{1}\right)<y
\end{array}
\end{aligned}
$$

This says that $f\left(x_{1} \vee x_{2}\right) \leq y$ if and only if both $f\left(x_{1}\right) \leq y$ and $f\left(x_{2}\right) \leq y$, and thus that $f\left(x_{1} \vee x_{2}\right)$ is the join of $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$.
The notion of adjunction is defined more generally for functors between categories. It involves a bijective correspondence like above, together with certain technical naturality conditions. These side-conditions make the definition a bit complicated, but are usually rivial in concrete examples. Therefore, the bijective correspondence is what should be kept in mind.
2.5.1. Definition. Consider two categories $\mathbb{C}$ and $\mathbb{D}$ with functors $F: \mathbb{C} \rightarrow \mathbb{D}$ and $G: \mathbb{D} \rightarrow$ C between them. These functors form an adjunction, written as $F \dashv G$, if for all objects $X \in \mathbb{C}$ and $Y \in \mathbb{D}$ there are bijective correspondences between morphisms

$$
\xlongequal[X \longrightarrow G(Y)]{F(X) \longrightarrow Y} \quad \begin{aligned}
& \text { in } \mathbb{D} \\
& \text { in } \mathbb{C}
\end{aligned}
$$

which are "natural" in $X$ and $Y$. In this case one says that $F$ is the left adjoint, and $G$ the right adjoint. The map $X \rightarrow G(Y)$ corresponding to $F(X) \rightarrow Y$ (and vice-versa) is sometimes called the transpose
Let us write this correspondences as functions $\psi: \mathbb{D}(F(X), Y) \xrightarrow{\cong} \mathbb{C}(X, G(Y))$. The naturality requirement then says that for morphisms $f: X^{\prime} \rightarrow X$ in $\mathbb{C}$ and $g: Y \rightarrow Y^{\prime}$ in $\mathbb{D}$ one has, for $h: F(X) \rightarrow Y$

$$
G(g) \circ \psi(h) \circ f=\psi(g \circ h \circ F(f)) .
$$

Since morphisms in poset categories are so trivial, the naturality requirement disappear in the definition of a Galois connection.
There are several equivalent ways to formulate the concept of an adjunction, using for ness (for right adjoints). We shall describe one alternative, namely the unit-and-counit
formulation, in Exercise 2.5.7, and refer the interested reader to [315, Chapter IV] for more information. At this stage we are mainly interested in a workable formulation.

We continue with an elementary example. It illustrates that adjunctions involve canoncal translations back and forth, which can be understood as minimal (or, more technically: free) constructions, for left adjoints, and as maximal (or cofree) for right adjoints. Earlier Exercise 1.4.4 described the set of finite sequences $A^{\star}$ as free monoid on a set $A$. Below in Exercise 2.5.1 this will be rephrased in terms of an adjunction; it gives a similar minimality phenomenon.
2.5.2. Example (From sets to preorders). Recall from Example 1.4 .2 (iii) the definition of he category PreOrd with preorders $(X, \leq)$ as objects-where $\leq$ is a reflexive and transitive order on $X$-and monotone functions between them as morphisms. There is the an obvious forgetful functor $U$ : PreOrd $\rightarrow$ Sets, given by $(X, \leq) \mapsto X$. It maps a preorder to its underlying set and forgets about the order. This example shows that the forgetful functor $U$ has both a left and a right adjoint.
The left adjoint $D:$ Sets $\rightarrow$ PreOrd sends an arbitrary set $A$ to the "discrete" pre order $D(A)=(A, \mathrm{Eq}(A))$ obtained by equipping $A$ with the equality relation $\mathrm{Eq}(A)=$ $\{(a, a) \mid a \in A\}$. A key observation is that for a preorder $(X, \leq)$ any function $f: A \rightarrow X$ is automatically a monotone function $(A, \operatorname{Eq}(A)) \rightarrow(X, \leq)$. This means that there is trivial (identity) bijective correspondence:

$$
\begin{aligned}
& D(A)=(A, \operatorname{Eq}(A)) \xrightarrow{f}(X, \leq) \\
& A \xrightarrow[f]{\longrightarrow} X=U(X, \leq) \\
& \text { in PreOrd }
\end{aligned}
$$

his yields an adjunction $D \dashv U$.
The forgetful functor $U:$ PreOrd $\rightarrow$ Sets not only has a left adjoint, via the discrete, minimal order $=$, but also a right adjoint, involving the indiscrete, maximal order: there is a functor $I$ : Sets $\rightarrow$ PreOrd that equips a set $A$ with the indiscrete preorder $I(A)=$ $\left(A, \top_{A \times A}\right)$ with "truth" relation $\top_{A \times A}=\left\{\left(a, a^{\prime}\right) \mid a, a^{\prime} \in A\right\}=(A \times A \subseteq A \times A)$ in which all elements of $A$ are related. Then, for a preorder $(X, \leq)$, any function $X \rightarrow A$ is automatically a monotone function $(X, \leq) \rightarrow(A, \top, \times A)$. Hence we again have trivial correspondences:

$$
\xlongequal[U(X, \leq)=X \underset{f}{(X, \leq)} \stackrel{f}{\longrightarrow}\left(A, \top_{A \times A}\right)=I(A)]{\xlongequal{\longrightarrow}}
$$

Sets

## in PreOrd

yielding an adjunction $U \dashv I$.
This situation "discrete $\dashv$ forgetful $\dashv$ indiscrete" is typical, see Exercise 2.5 .6 below.
Next we shall consider examples of adjunctions in the context of coalgebras. The firs esult describes "cofree" coalgebras: it gives a canonical construction of a coalgebra from n arbitrary set. Its proof relies on Theorem 2.3.9, which is as yet unproven. The proo hows that actually checking that one has an adjunction can be quite a bit of work. Indeed, e ntion of dinction combines much information.
2.5.3. Proposition. For a finite Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets, the forgetful functor $U: \operatorname{CoAlg}(F) \rightarrow$ Sets has a right adjoint. It is sends a set A to the carrier of the final coalgebra of the functor $A \times F(-)$.

Proof. Given $F$, consider the functor $F^{\prime}$ : Sets $\rightarrow$ Sets given by $A \mapsto A \times F(-)$ Then $F^{\prime}$ is also a finite Kripke polynomial functor. Hence, by Theorem 2.3.9 it has a final
coalgebra $\zeta^{A}=\left\langle\zeta_{1}^{A}, \zeta_{2}^{A}\right\rangle: \widehat{A} \xrightarrow{\cong} A \times F(\widehat{A})$, which we use to define an $F$-coalgebra:

$$
G(A) \stackrel{\text { def }}{=}\left(\widehat{A} \xrightarrow{\zeta_{2}^{A}} F(\widehat{A})\right)
$$

We first show that $G$ extends to a functor Sets $\rightarrow \mathbf{C o A l g}(F)$. Let $f: A \rightarrow B$ therefore be an arbitrary function. We define $G$ on $f$ as a function $G(f): \widehat{A} \rightarrow \widehat{B}$ by finality, in:


Clearly, $\zeta_{2}^{B} \circ G(f)=F(G(f)) \circ \zeta_{2}^{A}$, so that $G(f)$ is a homomorphism of coalgebras $G(A) \rightarrow G(B)$, as required. By uniqueness one shows that $G$ preserves identities an compositions. This requires a bit of work but is not really difficult.
The adjunction $U \dashv G$ that we want requires a (natural) bijective correspondence:

$$
\begin{aligned}
& U\left(\begin{array}{c}
\left(\begin{array}{c}
F(X) \\
c \uparrow \\
X
\end{array}\right)=X \longrightarrow g \\
\left(\begin{array}{c}
F(X) \\
c \uparrow \\
X
\end{array}\right) \longrightarrow \xrightarrow[h]{ }\left(\begin{array}{c}
F(\widehat{A}) \\
\uparrow \varsigma_{2}^{A} \\
A
\end{array}\right)
\end{array}=G(A)\right. \\
& \text { in Sets }
\end{aligned}
$$

That is:

It is obtained as follows.

- Given a function $g: X \rightarrow A$, we can define $\bar{g}: X \rightarrow \widehat{A}$ by finality:

Then $\zeta_{2}^{A} \circ \bar{g}=F(\bar{g}) \circ c$, so that $\bar{g}$ is a homomorphism of coalgebras $c \rightarrow G(A)$.

- Conversely, given a homomorphism $h: c \rightarrow G(A)$, take $\bar{h}=\zeta_{1}^{A} \circ h: X \rightarrow A$.

In order to complete the proof we still have to show bijectivity (i.e. $\overline{\bar{g}}=g$ and $\overline{\bar{h}}=h$ ) and naturality. The latter is left to the interested reader, but:

$$
\overline{\bar{g}}=\zeta_{1}^{A} \circ \bar{g}=\pi_{1} \circ \zeta^{A} \circ \bar{g}=\pi_{1} \circ\left(\operatorname{id}_{A} \times F(\bar{g})\right) \circ\langle g, c\rangle=\pi_{1} \circ\langle g, c\rangle=g .
$$

The second equation $\overline{\bar{h}}=h$ follows by uniqueness: $\overline{\bar{h}}$ is by construction the unique homomorphism $k$ with $\zeta^{A} \circ k=\left(\operatorname{id}_{A} \times F(k)\right) \circ\langle\bar{h}, c\rangle$, i.e. with $\zeta^{A} \circ k=\left(\operatorname{id}_{A} \times F(k)\right) \circ$ morphism $k$ with $\zeta^{A} \circ k=\left(\operatorname{id}_{A} \times F(k)\right) \circ\langle h, c\rangle$, i.e. with $\zeta^{A} \circ k=\left(\mathrm{id}_{A} \times F(k)\right) \circ$
$\left\langle\zeta_{1}^{A} \circ h, c\right\rangle$. Since $h$ is by assumption a homomorphism of coalgebras $c \rightarrow G(A)$, it also $\left\langle\zeta_{1} \circ h, c\right\rangle$. Since $h$ is by assumption a homomorphism of coalgebras $c \rightarrow G(A)$, it also
satisfies this condition.

Dual to this result it makes sense to consider for algebras the left adjoint to a forgetful functor $\mathbf{A l g}(F) \rightarrow$ Sets. This gives so-called free algebras. They can be understood as erm algebras built on top of a given collection of variables.
Since an adjunction $F \dashv G$ involves two translations $X \mapsto F(X)$ and $Y \mapsto G(Y)$ in opposite directions, one can translate objects "forth-and-back", namely as $X \mapsto G F(X)$ and $Y \mapsto F G(Y)$. There are then canonical "comparison" maps $\eta: X \rightarrow G F(X)$, called unit, and $\varepsilon: F G(Y) \rightarrow Y$ called counit.
In the context of the adjunction from the previous theorem, the unit $\eta$ is a homomorphism from a coalgebra $X \rightarrow F(X)$ to the cofree coalgebra $\widehat{X} \rightarrow F(\widehat{X})$ on its carrier. It is obtained by finality. And the counit $\varepsilon$ maps the carrier $\widehat{A}$ of a cofree coalgebra back to the original set $A$. It is $\zeta_{1}^{A}$ in the notation of the proof.
Using the notation $\psi: \mathbb{D}(F(X), Y) \xrightarrow{\cong} \mathbb{C}(X, G(Y))$ from Definition 2.5.1, the unit $\eta_{X}: X \rightarrow G F(X)$ and $\varepsilon_{Y}: F G(Y) \rightarrow Y$ maps can be defined as:

$$
\eta_{X}=\psi\left(\operatorname{id}_{F(X)}\right) \quad \varepsilon_{Y}=\psi^{-1}\left(\operatorname{id}_{G(Y)}\right) .
$$

Using the naturality of $\psi$ one easily checks that for arbitrary $f: X \rightarrow X^{\prime}$ in $\mathbb{C}$ and $g: Y \rightarrow$ $Y^{\prime}$ in $\mathbb{D}$, the following diagrams commute.


This leads to the following fundamental notion in category theory: a natural transformation. It is a mapping between functors.
2.5.4. Definition. Let $\mathbb{C}, \mathbb{D}$ be two categories, with two (parallel) functors $H, K: \mathbb{C} \rightarrow \mathbb{D}$ between them. A natural transformation $\alpha$ from $H$ to $K$ consists of a collection of morphisms $\alpha_{X}: H(X) \rightarrow K(X)$ in $\mathbb{D}$, indexed by objects $X \in \mathbb{C}$ satisfying the naturality requirement: for each morphism $f: X \rightarrow Y$ in $\mathbb{C}$, the following rectangle commutes.


In this case one often write $\alpha: H \Rightarrow K$ with double arrow.
The next basic result illustrates the relevance of natural transformations in the theory of algebras and coalgebras.
2.5.5. Proposition. Consider a natural transformation $\alpha: H \Rightarrow K$ as defined above, for wo endofunctors $H, K: \mathbb{C} \rightarrow \mathbb{C}$. This $\alpha$ induces translation functors between the corresponding categories of algebras and coalgebras, in commuting triangles:
$\operatorname{Alg}(K) \longrightarrow \operatorname{Alg}(H)$
CoAlg(H)
$\xrightarrow[C]{ }$

These (horizontal) functors are given on objects by pre- and post-composition:

$$
\left(\begin{array}{c}
K(X) \\
\downarrow b \\
X
\end{array}\right) \longmapsto\left(\begin{array}{c}
H(X) \\
\downarrow b \circ \alpha_{X} \\
X
\end{array}\right) \quad\left(\begin{array}{c}
H(X) \\
\uparrow c \\
X
\end{array}\right) \longmapsto\left(\begin{array}{c}
K(X) \\
\uparrow \alpha_{x} \circ c \\
X
\end{array}\right)
$$

On morphisms these functors are simply $f \mapsto f$.
Proof. We shall write $F: \operatorname{Alg}(K) \rightarrow \mathbf{A l g}(H)$ for the mapping defined above. It is a well-defined functor, since if $f: X \rightarrow X$ is a map of $K$-algebras $b \rightarrow b$, then $f$ is also a map of $H$-algebras $F(b) \rightarrow F(b)$, since:

$$
\begin{aligned}
F(b) \circ H(f) & =b \circ \alpha_{X} \circ H(f) & & \\
& =b \circ K(f) \circ \alpha_{X} & & \text { by naturality } \\
& =f \circ b \circ \alpha_{X} & & \text { since } f \text { is a map of } K \text {-algebras } \\
& =f \circ F(b) . & &
\end{aligned}
$$

$\square$
For each set $X$ there is an obvious map $\rho_{X}: X^{\star} \rightarrow \mathcal{P}_{\text {fin }}(X)$ mapping a sequence $\left\langle x_{1}, \ldots, x_{n}\right\rangle$ to the set $\left\{x_{1}, \ldots, x_{n}\right\}$ of elements involved-which may have size less than $n$ in case duplicate elements occur. This operation is "natural", also in a technical sense for a function $f: X \rightarrow Y$ one has $\mathcal{P}_{\text {fin }}(f) \circ \rho_{X}=\rho_{Y} \circ f^{\star}$, since:

$$
\begin{aligned}
\left(\rho_{Y} \circ f^{\star}\right)\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right) & =\rho_{Y}\left(\left\langle f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\rangle\right) \\
& =\left\{f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\} \\
& =\mathcal{P}_{\text {fin }}(f)\left(\left\{x_{1}, \ldots, x_{n}\right\}\right) \\
& =\left(\mathcal{P}_{\text {fin }}(f) \circ \rho_{X}\right)\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right) .
\end{aligned}
$$

In the reverse direction $\mathcal{P}_{\text {fin }}(X) \rightarrow X^{\star}$ one can always choose a way to turn a finite set into a list, but there is no natural way to do this. More examples and non-examples are de scribed at the end of Section 4.1. The idea is that natural transformations describe uniform mappings, such given for instance by terms, see Exercise 2.5.17.
With this definition and notation we can write the unit and counit of an adjunction as natural transformations $\eta: \operatorname{id}_{\mathbb{C}} \Rightarrow G F$ and $\varepsilon: F G \Rightarrow \operatorname{id}_{\mathbb{D}}$. The closely related notion of equivalence of categories is sometimes useful. It is an adjunction in which both the uni
and counit are isomorphisms. This is a weaker notion than isomorphism of categories.
We shall consider another example of an adjunction which is typical in a coalgebraic setting, namely a so-called behaviour-realisation adjunction. Such adjunctions were first recognised in the categorical analysis of mathematical system theory, see [150, 151, 152] Here we give a simple version ung determistic aum. 1 ) hoduced in Section 2.2 . his requ initial states.
2.5.6. Definition. We write DA for a category of deterministic automata. It has:
morphisms $\quad$ from $\left\langle X \xrightarrow{\langle\delta, \epsilon\rangle} X^{A} \times B, x_{0} \in X\right\rangle$ to $\left\langle Y \xrightarrow{\left\langle\delta^{\prime}, \epsilon^{\prime}\right\rangle} Y^{C} \times D, y_{0} \in Y\right\rangle$ consist of a triple of functions:

$$
A \stackrel{f}{\longleftrightarrow} C \quad B \xrightarrow{g} D \quad X \xrightarrow{h} Y
$$

with for all $x \in X$ and $c \in C$,

$$
\begin{aligned}
\delta^{\prime}(h(x))(c) & =h(\delta(x)(f(c))) \\
\epsilon^{\prime}(h(x)) & =g(\epsilon(x))
\end{aligned}
$$

$$
h\left(x_{0}\right)=y_{0} .
$$

The identity morphisms in DA are of the form (id, id, id). The composition of ( $f_{1}, g_{1}, h_{1}$ ) followed by $\left(f_{2}, g_{2}, h_{2}\right)$ is $\left(f_{1} \circ f_{2}, g_{2} \circ g_{1}, h_{2} \circ h_{1}\right)$. Note the reversed order in the first component.
The first two equations express that $h$ is a coalgebra homomorphism from the automa The first two equations express that $h$ is a coalgebra homomorphism from the automa-
ton $\left\langle\operatorname{id}_{X}^{f} \circ \delta, g \circ \epsilon\right\rangle: X \rightarrow X^{C} \times D$, translated via $(f, g)$, to the automaton $\left\langle\delta^{\prime}, \epsilon^{\prime}\right\rangle: X \rightarrow$ $X^{C} \times D$. Here we use the exponent notation $\operatorname{id}_{X}^{f}$ for functions from (2.12). The third $X^{C} \times D$. Here we use the exponent notation $\operatorname{id}_{X}{ }^{\prime} \mathrm{fo}$
We also introduce a category of deterministic behaviours. Its objects are elements of the final coalgebras for deterministic automata, see Proposition 2.3.5.

### 2.5.7. Definition. Form the category DB with

objects functions of the form $\varphi: A^{\star} \rightarrow B$
morphisms $\quad$ from $A^{\star} \xrightarrow{\varphi} B$ to $C^{\star} \xrightarrow{\psi} D$ are pairs of functions

$$
A \stackrel{f}{\longleftarrow} C \quad B \xrightarrow{g} D
$$

with for $\sigma \in C^{\star}$,

$$
g\left(\varphi\left(f^{\star}(\sigma)\right)\right)=\psi(\sigma)
$$

That is, for all $\left\langle c_{1}, \ldots, c_{n}\right\rangle \in C^{\star}$

$$
g\left(\varphi\left(\left\langle f\left(c_{1}\right), \ldots, f\left(c_{n}\right)\right\rangle\right)\right)=\psi\left(\left\langle c_{1}, \ldots, c_{n}\right\rangle\right)
$$

The maps (id, id) are identities in DB. And composition in DB is given by: $\left(f_{2}, g_{2}\right) \circ$ $\left(f_{1}, g_{1}\right)=\left(f_{1} \circ f_{2}, g_{2} \circ g_{1}\right)$.

The behaviour-realisation adjunction for deterministic automata gives a canonical way to translate back-and-forth between deterministic automata and behaviours. It looks as follows.
2.5.8. Proposition. There are a behaviour functor $\mathcal{B}$ and a realisation functor $\mathcal{R}$ in an adjunction:

$$
\mathcal{B}\left(\begin{array}{c}
-1 \\
- \\
\text { DB }
\end{array}\right)_{\mathcal{D}}^{\text {DA }}
$$

Proof. We sketch the main lines, and leave many details to the interested reader. The behaviour functor $\mathcal{B}: \mathbf{D A} \rightarrow \mathbf{D B}$ maps an automaton $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$ with initial state $x_{0} \in X$ to the behaviour beh $\langle\delta, \epsilon\rangle\left(x_{0}\right) \in B^{A^{*}}$ of this initial state, see Proposition 2.3.5 $x_{0} \in X$ to the behaviour beh $\langle\delta, \epsilon\rangle$
On morphisms, it is $\mathcal{B}(f, g, h) \stackrel{x^{A}}{=}$ of this initial state, see Proposition 2.3.5 On morphisms, it is $\mathcal{B}(f, g, h)=(f, g)$. This
beh $^{\prime}(h(x))$, as is checked easily by induction.

Conversely, the realisation functor $\mathcal{R}: \mathbf{D B} \rightarrow \mathbf{D A}$ sends a behaviour $\psi: C^{\star} \rightarrow D$ to the final deterministic automaton $\zeta: D^{C^{\star}} \xrightarrow{\cong}\left(D^{C^{*}}\right)^{C} \times D$ described in Proposition 2.3.5, with $\psi$ as initial state. The associated behaviour function $\operatorname{beh}_{\zeta}$ is then given by $\operatorname{beh}_{\zeta}(\varphi)=$ $\varphi$. On morphisms, $\mathcal{R}$ it is defined as $\mathcal{R}(f, g)=\left(f, g, g^{f^{*}}\right)$.

The adjunction $\mathcal{B} \dashv \mathcal{R}$ is established by the bijective correspondence:

$$
\frac{\mathcal{B}\left(X \xrightarrow{\langle\delta, \epsilon\rangle} X^{A} \times B, x_{0} \in X\right) \xrightarrow{(f, g)}\left(C^{\star} \xrightarrow{\psi} D\right)}{\left(X \xrightarrow{\langle\delta, \epsilon\rangle} X^{A} \times B, x_{0} \in X\right) \xrightarrow[(f, g, h)]{\longrightarrow} \mathcal{R}\left(C^{\star} \xrightarrow{\psi} D\right)}
$$

This correspondence exists because the function $h$ below the double line is uniquely determined by finality in the following diagram.


It satisfies $h\left(x_{0}\right)=\psi$ if and only if $g \circ \operatorname{beh}_{\langle\delta, \epsilon\rangle}\left(x_{0}\right) \circ f^{\star}=\psi$.
Several alternative versions of this behaviour-realisation adjunction for deterministic automata are described in the exercises below. Such adjunctions have also been studied in more abstract settings, see for example [48] and [265].
One which adjunction is that it provides a set ing in which to (categorically) study various process operators. For instance, one can
 $\left\langle X_{i} \xrightarrow{\left\langle\delta_{i}, \varepsilon_{i}\right\rangle} X_{i}^{A_{i}} \times B_{i}, x_{i} \in X\right\rangle$, one can define new automata:
$M_{1} \mid M_{2}=\left\langle X_{1} \times X_{2} \xrightarrow{\left\langle\delta_{\mid}, \epsilon_{\mid}\right\rangle}\left(X_{1} \times X_{2}\right)^{A_{1}+A_{2}} \times\left(B_{1} \times B_{2}\right),\left(x_{0}, x_{1}\right)\right\rangle$
where $\delta_{\mid}\left(y_{1}, y_{2}\right)\left(\kappa_{1}(a)\right)=\left(\delta_{1}\left(y_{1}\right)(a), y_{2}\right)$
$\delta_{1}\left(y_{1}, y_{2}\right)\left(\kappa_{2}(a)\right)=\left(y_{1}, \delta_{2}\left(y_{2}\right)(a)\right)$
$\epsilon_{\mid}\left(y_{1}, y_{2}\right)=\left(\epsilon_{1}\left(y_{1}\right), \epsilon_{2}\left(y_{2}\right)\right)$
$M_{1} \otimes M_{2}=\left\langle X_{1} \times X_{2} \xrightarrow{\left\langle\delta_{\otimes}, \epsilon_{\otimes}\right\rangle}\left(X_{1} \times X_{2}\right)^{A_{1} \times A_{2}} \times\left(B_{1} \times B_{2}\right),\left(x_{0}, x_{1}\right)\right\rangle$
where $\delta_{\otimes}\left(y_{1}, y_{2}\right)\left(a_{1}, a_{2}\right)=\left(\delta_{1}\left(y_{1}\right)(a), \delta_{2}\left(y_{2}\right)(a)\right)$

$$
\epsilon_{\otimes}\left(y_{1}, y_{2}\right)=\left(\epsilon_{1}\left(y_{1}\right), \epsilon_{2}\left(y_{2}\right)\right)
$$

The first composition of automata involves transitions in each component automaton separately, whereas the second composition combines transitions.
Both these definitions yield a so-called symmetric monoidal structure on the category DA of deterministic automata. Similar structure can be defined on the associated category DB of behaviours, in such a way that the behaviour functor $\mathcal{B}: \mathrm{DA} \rightarrow \mathrm{DB}$ preserves
his structure. Thus, complex behaviour can be obtained from more elementary building blocks.
There is a line of research studying such "process categories" with operations that re commonly used in process calculi as appropriate categorical structure, see for instance [203, 266, 199, 383, 286, 428, 53, 194, 189, 191]
This section concludes with a result about lifting adjunctions to categories of algebras, see [205, Theorem 2.14]. It is purely categorical abstract nonsense, and does not talk about concrete categories or functors. In dual form it yields a lifting to categories of coalgebras.
2.5.9. Theorem. Consider a natural transformation $\alpha: S F \Rightarrow F T$ in a situation:

It induces a lifting of $F$ to a functor $\mathbf{A l g}(F)$ in:

$$
\begin{gathered}
\operatorname{Alg}(T) \xrightarrow{\operatorname{Alg}(F)} \\
(T(X) \xrightarrow{a} X) \longmapsto \\
\mathbf{A l g}(S) \\
\left(S F(X) \xrightarrow{\alpha_{X}} F T(X) \xrightarrow{F(a)} F(X)\right)
\end{gathered}
$$

If $\alpha$ is an isomorphism, then a right adjoint $G$ to $F$ induces a right adjoint $\operatorname{Alg}(G)$ to $\operatorname{Alg}(F)$ in:
where the $U$ 's are forgetful functors. The functor $\mathbf{A l g}(G)$ arises from $\beta: T G \Rightarrow G S$, the adjoint transpose of $F T G \cong S F G \xlongequal{S \varepsilon} S$.

Proof. Of course the functor $\operatorname{Alg}(F)$ is defined on morphisms as $f \mapsto F(f)$. We check hat this well-defined: for a homomorphism $(T(X) \xrightarrow{a} X) \xrightarrow{f}(T(Y) \xrightarrow{b} Y)$ of $T$ algebras we obtain that $F(f)$ is a homomorphism between the corresponding $S$-algebras in:


The upper square commutes by naturality of $\alpha$, and the lower square because $f$ is a homomorphism of $T$-algebras
Next we assume that $\alpha$ is an isomorphism, and write $\beta_{Y}$, where $Y \in \mathbb{A}$, for the following map in $\mathbb{B}$

$$
\beta_{Y}=\left(T G(Y) \xrightarrow{\eta_{T G(Y)}} G F T G(Y) \xrightarrow{G\left(\alpha_{G(Y)}^{-1}\right)} G S F G(Y) \xrightarrow{G S\left(\varepsilon_{Y}\right)} G S(Y)\right)
$$

Following the construction of the functor $\operatorname{Alg}(F)$, this natural transformation $\beta$ induces a functor $\mathbf{A l g}(G): \mathbf{A l g}(S) \rightarrow \mathbf{A l g}(S)$ by:

$$
(S(Y) \xrightarrow{b} Y) \longmapsto\left(T G(Y) \xrightarrow{\beta_{\gamma}} G S(Y) \xrightarrow{G(b)} G(Y)\right) .
$$

Now we have to establish the bijective correspondence for $\operatorname{Alg}(F) \dashv \mathbf{A l g}(G)$. It takes the form:


This correspondence is the one of the adjunction $F \dashv G$. We only need to check that the transposes are again homomorphisms of algebras. We shall do so for the map $f$ above the lines, and leave the other case (for $g$ ) to the interested reader.
Assume therefore that $f$ is a homomorphism of $S$-algebras as indicated above the lines. This means that $b \circ S f=f \circ F(a) \circ \alpha_{X}$. The transpose $\bar{f}=G(f) \circ \eta_{X}: X \rightarrow G(Y)$ is then a homomorphism of $T$-algebras:
$\left(G(b) \circ \beta_{Y}\right) \circ T(\bar{f})$
$=G(b) \circ G S\left(\varepsilon_{Y}\right) \circ G\left(\alpha_{G(Y)}^{-1}\right) \circ \eta_{T G(Y)} \circ T G(f) \circ T\left(\eta_{X}\right)$
$=G(b) \circ G S\left(\varepsilon_{Y}\right) \circ G\left(\alpha_{G(Y)}^{-1}\right) \circ G F T G(f) \circ G F T\left(\eta_{X}\right) \circ \eta_{T(X)}$
by naturality of $\eta$
$=G(b) \circ G S\left(\varepsilon_{Y}\right) \circ G S F G(f) \circ G S F\left(\eta_{X}\right) \circ G\left(\alpha_{X}^{-1}\right) \circ \eta_{T(X)}$
by naturality of $\alpha$ (and thus also of $\alpha^{-1}$ )
$=G(b) \circ G S f \circ G S\left(\varepsilon_{F(X)}\right) \circ G S F\left(\eta_{X}\right) \circ G\left(\alpha_{X}^{-1}\right) \circ \eta_{T(X)}$
by naturality of $\varepsilon$
$=G(b) \circ G S f \circ G\left(\alpha_{X}^{-1}\right) \circ \eta_{T(X)}$
by one of the triangular identities, see Exercise 2.5.7
$=G(f) \circ G F(a) \circ \eta_{T(X)}$
by assumption about $f$
$=G(f) \circ \eta_{X} \circ a$
by naturality of $\eta$
$=\bar{f} \circ a$.
$\square$
Those readers in search of even more abstraction may want to check that the above pair of functors $(S, T)$ with the natural transformations $(\alpha, \beta)$ forms a "map of adjunctions" $F \dashv G) \rightarrow(F \dashv G)$, see $[315, \mathrm{IV}, 7]$ for the definition of this notion. The construction
$\mathbf{A l g}(F) \dashv \operatorname{Alg}(G)$ may then be understood as algebra of this endomorphism (of adjunctions), in a suitably abstract sense.

This section concludes with a relatively long series of exercises, mostly because adjunctions offer a perspective that leads to many more results. In a particular situation they can concisely capture the essentials of back-and-forth translations.

## Exercises

2.5.1. Recall from Exercise 1.4 .4 that the assignment $A \mapsto A^{\star}$ gives a functor $(-)^{\star}$ : Sets $\rightarrow$ Mon from sets to monoids. Show that this functor is left adjoint to the forgetful functor Mon $\rightarrow$ Sets which maps a monoid $(M,+, 0)$ to its underlying set $M$ and forgets the $\xrightarrow{\text { Mon }} \rightarrow$ Sets
2.5.2. Check that the bijective correspondences
induced by the correspondence (2.16) gives rise to an adjunction Sets ${ }^{\text {op }} \leftrightarrows$ Sets.
2.5.3. The intention of this exercise is to show that the mapping $\# \mapsto F_{\#}$ from arities to functors is functorial. This requires some notation and terminology. Let Endo(Sets) be the category wis endofunctors $F:$ Sets $\rightarrow$ Sets ab obects and natural transformations between
as Prove that mapping \# $\rightarrow F_{\#}$ from (2.18) yields a functor Sets $/ \mathbb{N} \rightarrow$ Endo(Sets)
[In [3, Theorem 3.4] it is shown how the functor Sets $/ \mathbb{N} \rightarrow$ Endo(Sets) restricts to a "full [In $[3$, Theorem 3.4] it is shown how the functor Sets $\mathbb{N} \rightarrow$ Endo(Sets) restricts to a "full
and faithful" functor via a suitable restriction of the category Endo(Sets). This means that morphisms $F_{\#_{1}} \rightarrow F_{\# 2}$ in this restricted category are in one-to-one correspondence with morphisms of arities $\#_{1} \rightarrow \#_{2}$.
2.5.4. This exercise describes "strength" for endofunctors on Sets. In general, this is a useful notion in the theory of datatypes [96, 97] and of computations [326], see Section 5.2 for a systematic description.
Let $F$ : Sets $\rightarrow$ Sets be an arbitrary functor. Consider for sets $X, Y$ the strength map

$$
\begin{equation*}
F(X) \times Y \xrightarrow{\text { st } X, Y} F(X \times Y) \quad \text { given by } \quad(u, y) \mapsto F(\lambda x \in X .(x, y))(u) \tag{2.31}
\end{equation*}
$$

(i) Prove that this yields a natural transformation $F(-) \times(-) \xrightarrow{\text { st }} F((-) \times(-))$, where both the domain and codomain are functors Sets $\times$ Sets $\rightarrow$ Sets.
(ii) Describe this strength map for the list functor $(-)^{x}$ and for the powerset functor $\mathcal{P}$.
2.5.5. The following strengthening of induction is sometimes called "induction with parameters" It is different from recursion, which also involves an additional parameter, see Proposition 2.4.7.
with initial algebb $F$ with a strength natural transformation as in the previous exercise, and for each map $h: F(X) \times P \cong$. Let $P$ be a set (or object) for parameters. Prove that diagram commute.

[Hint. First turn $h$ into a suitable algebra $h^{\prime}: F\left(X^{P}\right) \rightarrow X^{P}$.]
Use this mechanism to define the append map app: $A^{\star} \times A^{\star} \rightarrow A^{\star}$ from Example 2.4.6.
2.5.6. Show that the forgetful functor $U: \mathbf{S p} \rightarrow$ Sets from topological spaces to sets has both a left adjoint (via the discrete topology on a set, in which every subset is open) and a right opens).
2.5.7. Assume two functors $F: \mathbb{C} \rightarrow \mathbb{D}$ and $G: \mathbb{D} \rightarrow \mathbb{C}$ in opposite directions, with natural Assume two functors $F: \mathbb{C} \rightarrow \mathbb{D}$ and $G: \mathbb{D} \rightarrow \mathbb{C}$ in opposite directions, with natural
transformations $\eta:$ id $\mathcal{C} \Rightarrow G F$ and $\varepsilon: F G \Rightarrow \operatorname{id} \mathbb{D}$. Define functions $\psi: \mathbb{D}(F(X), Y) \longrightarrow$ transformations $\eta:$ id $\mathrm{C} \Rightarrow G F$ and $\varepsilon$ :
$\mathbb{C}\left(X, G(Y)\right.$ by $\psi(f)=G(f) \circ \eta_{x}$.
(i) Check that such $\psi$ 's are natural.
(ii) Prove that these $\psi$ 's are isomorphisms if and only if the following triangular identities hold.
$G(\varepsilon) \circ \eta G=\mathrm{id}$
$\varepsilon F \circ F(\eta)=$ id.
2.5.8. A morphism $m: X^{\prime} \rightarrow X$ in a category $\mathbb{D}$ is called a monomorphism, (or mono, for short) written as $m: X^{\prime} \leftrightarrow X$, if for each parallel pair of arrows $f, g: Y \rightarrow X^{\prime}, m \circ f=m \circ$ implies $f=g$.
(i) Prove that the monomorphisms in Sets are precisely the injective functions.
(ii) Let $G: \mathbb{D} \rightarrow \mathbb{C}$ be a right adjoint. Show that if $m$ is a monomorphism in $\mathbb{D}$, then so is $G(m)$ in $\mathbb{C}$.
Dually, an epimorphism (or epi, for short) in $\mathbb{C}$ is an arrow written as $e: X^{\prime} \rightarrow X$ such
Dualy, an epimorphism (or epi, for short) in $\mathbb{C}$ is an arrow
that for all maps $f, g: X \rightarrow Y$, if $e \circ f=e \circ g$, then $f=g$.
(iii) Show that the epimorphism in Sets are the surjective functions.
[Hint. For an epi $X \rightarrow Y$, choose two appropriate maps $Y \rightarrow 1+Y]$
[Hint. For an epi $X \rightarrow Y$, choose two appropri
(iv) Prove that left adjoints preserve epimorphism.
2.5.9. Notice that the existence of final coalgebras for finite polynomial functors (Theorem 2.3.9) that is used in the proof of Proposition 2.5 .3 is actually a special case of this proposition. [Hint. Consider the right adjoint at the final set 1.]
2.5.10. Assume an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$. Prove that there are natural transformations:
$\operatorname{CoAlg}(F) \xrightarrow[{\underset{F}{2}}^{\Downarrow}]{\stackrel{U}{\Downarrow}} \mathbb{C}$
and
$\operatorname{Alg}(F) \underset{\underbrace{\Downarrow}_{U}}{\stackrel{F U}{\Downarrow}} \mathbb{C}$
where $U$ is the forgefful functor.
[In 2-categorical terminology these maps form inserters, see e.g. [205, Appendix].]
2.5.11. (Hughes) Let $\mathbb{C}$ be an arbitrary category with products $\times$, and let $F, H: \mathbb{C} \rightarrow \mathbb{C}$ be two endofunctors on $\mathbb{C}$. Assume that cofree $F$-coalgebras exist, i.e. that the forgetful functor $U: \operatorname{CoAlg}(F) \rightarrow \mathbb{C}$ has a right adjoint $G$-like in Proposition 2.5.3. Prove then that there is an isomorphism of categories of coalgebras:

$$
\operatorname{CoAlg}(F \times H) \xrightarrow{\cong} \operatorname{CoAlg}(G H U)
$$

where $\operatorname{CoAlg}(G H U)$ is a category of coalgebras on coalgebras, for the functor composition $G H U: \operatorname{CoAlg}(F) \rightarrow \mathbb{C} \rightarrow \mathbb{C} \rightarrow \operatorname{CoAlg}(F)$.

$$
F G_{\mathbb{C}} \mathbb{C}_{\mathbb{R}} \quad \text { with } \quad F \dashv G
$$

Prove that we then get an isomorphism of categories:

$$
\operatorname{Alg}(F) \xrightarrow{\cong} \operatorname{CoAlg}(G)
$$

between the associated categories of algebras and coalgebras.
Remark: as noted in [35, Theorem 5.7], when $\mathbb{C}=$ Sets the only such adjunctions $F \dashv G$ are product-exponent adjunctions $X \times(-) \dashv(-)^{X}$ as in (2.11). The argument goes as
follows. In Sets, each object $A$ can be written as coproduct $I I_{1} 1$ of singletons. A left follows. In Sets, each object $A$ can be written as coproduct $\coprod_{a \in A} 1$ of singletons. A left
adjoint $F$ must preserve such coproducts, so that $F(A) \cong \coprod_{a \in A} F(1) \cong F(1) \times A$. But then $G(-) \cong F(1) \Rightarrow(-)$, by uniqueness of adjoints.]
2.5.13. Theorem 2.5 .9 deals with lifting adjunctions to categories of algebras. Check that its "dual" version for coalgebras is (see [205]):

For functors $T: \mathbb{B} \rightarrow \mathbb{B}, G: \mathbb{B} \rightarrow \mathbb{A}, S: \mathbb{A} \rightarrow \mathbb{A}$, a natural transformation $\alpha: G S \Rightarrow T G$ induces a functor $\operatorname{CoAlg}(G): \operatorname{CoAlg}(S) \rightarrow \operatorname{CoAlg}(T)$ Furthermore, if $\alpha$ is an isomorphism, then, a left adjoint $F \dashv G$ induces a left adjoint $\mathbf{C o A l g}(F) \dashv \mathbf{C o A l g}(G)$.
Does it require a new proof?
A deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$ is called observable if its behaviour function beh $=\lambda x . \lambda \sigma \cdot \epsilon\left(\delta^{*}(x, \sigma)\right): X \rightarrow B^{A^{*}}$ from Proposition 2.3.5 is injective. Later, in Corollary 3.4 .3 we shall see that this means that bisimilar states are equal

If this automaton comes equipped with an initial state $x_{0} \in X$ one calls the automaton reachable if the function $\delta^{*}\left(x_{0},-\right): A^{\star} \rightarrow X$ from Section 2.2 is surjective. This means that every state can be reached from the initial state $x_{0}$ via a suitable sequence of inputs. that every state can be reached from the inital state $x_{0}$ via a suitable se
The automaton is called minimal if it is both observable and reachable.
The realisation construction $\mathcal{R}: D B \rightarrow$ DA from Proposition 2.5 .8 clearly yields an observable automaton since the resulting behaviour function is the identity. An alternative construction, the so-called Nerode realisation, gives a minimal automaton. It is obtained from a behaviour $\psi: C^{\star} \rightarrow D$ as follows. Consider the equivalence relation $\equiv_{\psi} \subset C^{\star} \times C^{\star}$ defined by:

$$
\sigma \equiv_{\psi} \sigma^{\prime} \Longleftrightarrow \forall \tau \in C^{\star} \cdot \psi(\sigma \cdot \tau)=\psi\left(\sigma^{\prime} \cdot \tau\right) .
$$

We take the quotient $C^{\star} / \equiv \psi$ as state space; it is defined as factorisation:

$$
C^{\star} \underset{\substack{C^{\star} / \equiv_{\psi}}}{\sigma \longmapsto \lambda \tau \cdot \psi(\sigma \cdot \tau)} D^{C^{\star}}
$$

It carries an automaton structure with transition function $\delta_{\psi}:\left(C^{\star} / \equiv_{\psi}\right) \rightarrow\left(C^{\star} / \equiv_{\psi}\right.$ $)^{C}$ given by $\delta_{\psi}([\sigma])(c)=[\sigma \cdot c]$, observation function $\epsilon_{\psi}:\left(C^{\star} / \equiv \psi\right) \rightarrow D$ defined as $[\sigma])=\psi(\sigma)$, and initial state $\left[\rangle] \in C^{*} / \equiv \psi\right.$.
(i) Check that this Nerode realisation $\mathcal{N}\left(C^{\star} \xrightarrow{4} D\right)$ is indeed a minimal automaton, forming a subautomaton (or subcoalgebra) $C^{\star} / \equiv \psi \rightarrow D^{C^{*}}$ of the final coalgebra. Write RDA for the "subcategory" of DA with reachable automata as objects, and mor larly, let RDB be the subcategory of DB with the same objects but with morphisms $(f, g)$ where $f$ is surjective.
(ii) Check that the behaviour functor $\mathcal{B}: \mathbf{D A} \rightarrow \mathbf{D B}$ from Proposition 2.5 .8 restricts to a functor $\mathcal{B}:$ RDA $\rightarrow$ RDB, and show that it has Nerode realisation $\mathcal{N}$ yields a functor RDA $\rightarrow$ RDB in the opposite direction.
(iii) Prove that there is an adjunction $\mathcal{B} \dashv \mathcal{N}$
(iv) Let MDA be the "subcategory" of RDA with minimal automata as objects. Check that the adjunction in the previous point restricts to an equivalence of categories MDA $\simeq$ RDB. Thus, (states of) minimal automata are in fact (elements of) final coalgebras. [This result comes from [151, 152], see also [13].]
2.5.15. This exercise and the next one continue the description of linear dynamical systems from Exercise 2.2.12. Here we look at the duality between reachability and observability. First a preliminary result.
(i) Let $B$ be an arbitrary vector space. Prove that the final coalgebra in Vect of the functor $X \mapsto B \times X$ is the set of infinite sequences $B^{\mathbb{N}}$, with obvious vector space structure, and with coalgebra structure (hd t$): B^{\mathrm{N}} \xlongequal{\text { n }}, B \times B^{\mathrm{N}}$ given by head and
tail tail.
Call a linear dynamical system $A \xrightarrow{F} X \xrightarrow{G} X \xrightarrow{H} B$ reachable if the induced function



Similarly, call this system observable if the induced map beh $\langle H, G\rangle: X \rightarrow B^{\mathbb{N}}$ on the right is injective (equivalently, a monomorphism in Vect). And call the system minimal if it is
(ii) Prove that $A \xrightarrow{F} X \xrightarrow{G} X \xrightarrow{H} B$ is reachable in Vect if and only if $B \xrightarrow{H} X \xrightarrow{G} X \xrightarrow{F}$ $A$ is observable in Vect ${ }^{\text {op }}$.

Kalman's duality result [263, Chapter 2] is now an easy consequence in finite dimensional
Kalman's duality result [263, Chapter 2] is now an easy consequence in finite dimensioncl $V^{*}$ is of course the "dual" vector space of linear maps to the underlying field. This result says that $A \xrightarrow{F} X \xrightarrow{G} X \xrightarrow{H} B$ is reachable if and only if $B^{*} \xrightarrow{H^{*}} X^{*} \xrightarrow{G^{*}} X^{*} \xrightarrow{F^{*}} A^{*}$ is observable. See also [35]. There is also a duality result for bialgebras in [70]].]
2.5.16. This exercise sketches an adjunction capturing Kalman's minimal realisation [263, ChapThis exercise sketches an adjunction capturing Kalman's minimal realisation [263, Chap-
ter 10] for linear dynamical systems, in analogy with the Nerode realisation, described in er 10 for linear dynamical systems, in analogy with the Ner
Exercise 2.5 .14 . This categorical version is based on [34, 35].
Exercise 2.5 .14 . This categorical version is based on $[34,35]$.
Form the category RLDS of reachable linear dynamical systems. Its objects are such reachable systems $A \xrightarrow{F} X \xrightarrow{G} X \xrightarrow{H} B$ in Vect. And its morphisms from $A \xrightarrow{F} X \xrightarrow{G}$ $X \xrightarrow{H} B$ to $C \xrightarrow{F^{\prime}} Y \xrightarrow{G^{\prime}} Y \xrightarrow{H^{\prime}} D$ are triples of functions $C \xrightarrow{f} A, B \xrightarrow{g} D$ and $X \xrightarrow{h} Y$ with


Note that $f$ is required to be a surjection/epimorphism.
Also, there is a category RLB with linear maps $\varphi: A^{\S} \rightarrow B$ as objects. A morphism $\left(A^{\S} \rightarrow B\right) \longrightarrow\left(C^{j} \rightarrow D\right)$ is a pair of linear maps $f: C \rightarrow A$ and $g: B \rightarrow D$ with $g$ $\varphi \circ f^{\S}=\psi$-where $f^{\S}$ results from the functoriality of $(-)^{\S}$, see Exercise 2.4.8 (iv).
(i) Show that the behaviour formula from Exercises 2.2 .12 (iv) and 2.4 .8 (iii) yields a behaviour functor $\mathcal{B}:$ RLDS $\rightarrow$ RLB, given by $(F, G, H) \longmapsto H \circ$ int $_{[F, G]}$.
(ii) Construct a functor $\mathcal{K}:$ RLB $\rightarrow$ RLDS in the reverse direction in the following way Assume a behaviour $\psi: C^{\S} \rightarrow D$, and form the behaviour map $b=\operatorname{beh}_{\langle\psi, \text { sh })}: C^{\S} \rightarrow$ $D^{\mathbb{N}}$ below, using the finality from the previous exercise:

$$
b
$$

The image $\operatorname{Im}(b)$ of this behaviour map can be written as:

$$
\left(C^{\S} \xrightarrow{\text { beh }_{\langle\psi, \text { sh }\rangle}} D^{\mathbb{N}}\right)=\left(C^{\S} \xrightarrow{e} \operatorname{Im}(b) \xrightarrow{m} D^{\mathbb{N}}\right)
$$

It is not hard to see that the tail function $\mathrm{tt}: B^{\mathbb{N}} \rightarrow B^{\mathbb{N}}$ restricts to $\mathrm{t} \mathrm{t}^{\prime}: \operatorname{Im}(b) \rightarrow \operatorname{Im}(b)$ via diagonal fill-in:

Hence one can define a linear dynamical system as:

$$
\mathcal{K}\left(C^{\S} \xrightarrow{\psi} D\right) \stackrel{\text { def }}{=}\left(C \xrightarrow{e \circ \text { in }} \operatorname{Im}(b) \xrightarrow{\mathrm{t}^{\prime}} \operatorname{Im}(b) \xrightarrow{\mathrm{hd} \circ m} D\right)
$$

Prove that this gives a minimal realisation, in an adjunction $\mathcal{B} \dashv \mathcal{K}$.
2.5.17. This exercise describes the so-called "terms-as-natural-transformations" view which origiThis exercise describes the so-called "terms-as-natural-transformations"
nally stems from [302]. It is elaborated in a coalgebraic context in
[296]. Let $H:$ Sets $\rightarrow$ Sets be a (not necessarily polynomial) functor, with free algebras, give
a
set, whose elements are considered as variables. Elements of the carrier $U F(X)$ of the free lgebra on $X$ can then be seen as terms containing free variables from $X$. Show that there is a bijective correspondence:

$$
\text { terms } t \in U F(X)
$$

$$
\frac{\text { terms } t \in U F(X)}{\overline{\text { natural transformations } \tau: U^{X} \Longrightarrow U}}
$$

Hint. The component of the natural transformation at a specific algebra $H A \rightarrow A$ is the mapping which takes a valuation $\rho: X \rightarrow A$ of the variables in $A$ to an interpretation $\llbracket t \rrbracket^{A}$ of the term $t$ in the algebra $A$. Naturality then says that for a homomorphism $f: A \rightarrow B$ of algebras, one has the familiar equation $f\left(\llbracket t \rrbracket_{\rho}^{A}\right)=\llbracket t \rrbracket_{f \circ \rho}^{B} . \rrbracket$

## Chapter 3

## Bisimulations

The operation of a coalgebra gives us information about its states. It may allow us to observe certain things, and it may allow us to "modify states", or to "move to successor states". Typically for coalgebras, we can observe and modify, but we have no means for constructing new states. The behaviour of a state $x$ is all that we can observe about $x$, either directy or indirectly (via its successor states). This behaviour is written as beh $(x)$, where
is the unique map to the final coalgebra (if any), as introduced in Definition 2.3.1
In this situation it may happen that two states have the same behaviour. In that case we annot distinguish them with the operations (of the coalgebras) that we have at our disposal he state space and observationally indistinguishable, they are called bisimilar. This is written as $x \leftrightarrow y$.
The bisimilarity relation, for a given coalgebra (or pair of coalgebras), is introduced
the union of all bisimulations. A bisimulation is a relation on state spaces, which is as the union of all bisimulations. A bisimulation is a relation on state spaces, which is maintained by coalgebra transitions and leads to equal observations. Bisimulations were
first introduced by Park [341] for automata, as mutual simulations-building on an earlier first introduced by Park [341] for automata, as mutual simulations-building on an earlier
notion of simulation between programs [322]. Park proved that if the initial states of two deterministic automata are related by a bisimulation, then they accept the same sets of inputs (see also Corollary 3.4.4 below). Indeed, bisimulations form a crucial tool for stepwise easoning-like in induction arguments.
Bisimilarity is the main topic of the present chapter, but only for coalgebras of Kripke polynomial functors. In the next chapter more general functors will be considered, but for reasons of simplicity we prefer to first study the more concrete situation for polynomial functors. Bisimulation will be introduced-like congruence-via a technique called relation lifting. These liftings can be defined by induction on the structure of polynomial unctors. In a related manner the notion of invariance will arise in the Chapter 6 via predi cate lifting. The first part of this chapter concentrates on some basic properties of relation lifting and of bisimulation relations; these properties will be used frequently. The coinduction proof principle in Section 3.4 is a basic result in the theory of coalgebras. It says that two states have the same behaviour if and only if they are contained in a bisimulation relation. Coinduction via bisimulations is illustrated in a simple process calculus in
Section 3.5.

### 3.1 Relation lifting, bisimulations and congruences

This section will introduce the technique of relation lifting from [204, 205] and use it o define the notions of bisimulation for coalgebras, and congruence for algebras. Many lementary results about relation lifting are provided. Alternative ways for introducing bisimulations will be discussed later in Section 3.3

We start by motivating the need for relation lifting. Consider a sequence coalgebr c: $X \rightarrow 1+(A \times X)$, like in Section 1.2. A bisimulation for this coalgebra is a relation $R \subseteq X \times X$ on its state space which is "closed under c". What this means is that if $R$ holds for states $x, y$, then either both $x$ and $y$ have no successor states (i.e. $c(x)=\kappa_{1}(*)=c(y)$ ) or they both have successor states which are again related by $R$ and their observations ar the same: $c(x)=\kappa_{2}\left(a, x^{\prime}\right), c(y)=\kappa_{2}\left(b, y^{\prime}\right)$, with $a=b$ and $R\left(x^{\prime}, y^{\prime}\right)$.
One way to express such closure properties uniformly is via a "lifting" of $R$ from a elation on $X$ to a relation $R^{\prime}$ on $1+(A \times X)$ so that this closure can be expressed simply as:

$$
R(x, y) \Longrightarrow R^{\prime}(c(x), c(y))
$$

This idea works if we take $R^{\prime} \subseteq(1+(A \times X)) \times(1+(A \times X))$ to be

$$
R^{\prime}=\left\{\kappa_{1}(*), \kappa_{1}(*)\right\} \cup\left\{\left(\kappa_{2}(a, x), \kappa_{2}(b, y)\right) \mid a=b \wedge R(x, y)\right\} .
$$

The general idea of relation lifting applies to a polynomial functor $F$. It is a transfor mation of a relation $R \subseteq X \times X$ to a relation $R^{\prime} \subseteq F(X) \times F(X)$, which will be defined by induction on the structure of $F$. We shall use the notation $\operatorname{Rel}(F)(R)$ for $R^{\prime}$ above Briefly, the lifted relation $\operatorname{Rel}(F)(R)$ uses equality on occurrences of constants $A$ in $F$ and $R$ on occurrences of the state space $X$, as suggested in:


Actually, it will be convenient to define relation lifting slightly more generally, and to allow different state spaces. Thus, it applies to relations $R \subseteq X \times Y$, and yields a relation $\operatorname{Rel}(F)(R) \subset F(X) \times F(Y)$.
3.1.1. Definition (Relation lifting). Let $F:$ Sets $\rightarrow$ Sets be a polynomial functor, and let $X, Y$ be arbitrary sets. The mapping $\operatorname{Rel}(F)$ which sends a relation $R \subset X \times Y$ to "lifted" relation $\operatorname{Rel}(F)(R) \subseteq F(X) \times F(Y)$ is defined by induction on the structure of the functor $F$, following the points in Definition 2.2.1.
(1) If $F$ is the identity functor, then

$$
\operatorname{Rel}(F)(R)=R .
$$

(2) If $F$ is a constant functor $X \mapsto A$, then

$$
\operatorname{Rel}(F)(R)=\operatorname{Eq}(A)=\{(a, a) \mid a \in A\} .
$$

(3) If $F$ is a product $F_{1} \times F_{2}$, then

$$
\operatorname{Rel}(F)(R)=\left\{\left(\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right) \mid \operatorname{Rel}\left(F_{1}\right)(R)\left(u_{1}, v_{1}\right) \wedge\right.
$$

$$
\left.\operatorname{Rel}\left(F_{2}\right)(R)\left(u_{2}, v_{2}\right)\right\} .
$$

(4) If $F$ is a set-indexed coproduct $\coprod_{i \in I} F_{i}$ then:
(5) If $F$ is an exponent $G^{A}$, then

$$
\operatorname{Rel}(F)(R)=\{(f, g) \mid \forall a \in A \cdot \operatorname{Rel}(G)(R)(f(a), g(a))\} .
$$

(6) If $F$ is a powerset $\mathcal{P}(G)$, then
$\operatorname{Rel}(F)(R)=\{(U, V) \mid \forall u \in U . \exists v \in V \cdot \operatorname{Rel}(G)(R)(u, v) \wedge$

$$
\forall v \in V . \exists u \in U \cdot \operatorname{Rel}(G)(R)(u, v)\} .
$$

This same formula will be used in case $F$ is a finite powerset $\mathcal{P}_{\text {fin }}(G)$.
In the beginning of Section 3.3 we shall see that relation lifting can also be defined directly via images. The above inductive definition may seem more cumbersome, but gives us a better handle on the different cases. Also, it better emphasises the relational aspects of lifting, and the underlying logical infrastructure (such as finite conjunctions and disgeneral settings, such as in [205, 45, 140]. neral settings, such as in $[205,45,140]$
Relation lifting w.r.t. a functor is closely related to so-called logical relations. These are determined by $R_{\sigma}$ and $R_{\tau}$. Similarly, we use collections of relations $(\operatorname{Rel}(F)(R))_{F}$ indexed by polynomial functors $F$ which are also structurally determined. Logical relations were originally introduced in the context of semantics of (simply) typed lambda calculus [ $405,138,351]$ ), see [ 325, Chapter 8 ] for an overview, They are used for instance for definability, observational equivalence and data refinement.
In the next section we shall see various elementary properties of relation lifting. But frst we show what it is used for: bisimulation for coalgebras, and congruence for algebras. The definitions we use are generic or polytypic, in the sense that they apply uniformly to (co)algebras of an arbitrary polynomial functor.
3.1.2. Definition. Let $F:$ Sets $\rightarrow$ Sets be a polynomial functor
(i) A bisimulation for coalgebras $c: X \rightarrow F(X)$ and $d: Y \rightarrow F(Y)$ is a relation $R \subseteq X \times Y$ which is "closed under $c$ and $d$ ":

$$
(x, y) \in R \Longrightarrow(c(x), d(y)) \in \operatorname{Rel}(F)(R) .
$$

for all $x \in X$ and $y \in Y$. Equivalently:

$$
R \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(R)),
$$

or, by (2.15),

$$
\amalg_{c \times d}(R) \subseteq \operatorname{Rel}(F)(R) .
$$

(ii) A congruence for algebras $a: F(X) \rightarrow X$ and $b: F(Y) \rightarrow Y$ is a relation $R \subseteq$ $X \times Y$ which is also "closed under $a$ and $b$ ":

$$
(u, v) \in \operatorname{Rel}(F)(R) \Longrightarrow(a(u), b(v)) \in R .
$$

That is:

$$
\operatorname{Rel}(F)(R) \subseteq(a \times b)^{-1}(R) \quad \text { or } \quad \coprod_{a \times b}(\operatorname{Rel}(F)(R)) \subseteq R .
$$

Often we are interested in bisimulations $R \subseteq X \times X$ on a single coalgebra $c: X \rightarrow$ $F(X)$. We then use the definition with $d=c$. Similarly for congruences.
Notice that we only require that a congruence is closed under the (algebraic) operations, and not that it is an equivalence relation. This minor deviation from standard terminology is justified by the duality we obtain between bisimulations and congruences. We shall use he following explicit terminology.
3.1.3. Definition. A bisimulation equivalence is a bisimulation on a single coalgebr which is an equivalence relation. Similarly, a congruence equivalence is a congruence on a single algebra which is an equivalence relation.

We continue with several examples of the notions of bisimulation and congruence for specific functors.

Bisimulations for deterministic automata
Consider a deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$. As we have seen in Section 2.2 it is a coalgebra for the functor $F=\mathrm{id}^{A} \times B$. Relation lifting for this functor yields for relation $R \subseteq X \times X$ a new relation $\operatorname{Rel}(F)(R) \subseteq\left(X^{A} \times B\right) \times\left(X^{A} \times B\right)$, given by:

$$
\operatorname{Rel}(F)(R)\left(\left(f_{1}, b_{1}\right),\left(f_{2}, b_{2}\right)\right) \Longleftrightarrow \forall a \in A \cdot R\left(f_{1}(a), f_{2}(a)\right) \wedge b_{1}=b_{2}
$$

Thus, a relation $R \subseteq X \times X$ is a bisimulation w.r.t. the (single) coalgebra $\langle\delta, \epsilon\rangle: X \rightarrow$ $X^{A} \times B$ if, for all $x, y \in X$,

$$
R(x, y) \Longrightarrow \operatorname{Rel}(F)(R)((\delta(x), \epsilon(x)),(\delta(y), \epsilon(y))) .
$$

I.e.

$$
R(x, y) \Longrightarrow \forall a \in A . R(\delta(x)(a), \delta(y)(a)) \wedge \epsilon(x)=\epsilon(y) .
$$

That is, in transition notation:

$$
R(x, y) \Longrightarrow\left\{\begin{array}{l}
x \xrightarrow{a} x^{\prime} \wedge y \xrightarrow{a} y^{\prime} \text { implies } R\left(x^{\prime}, y^{\prime}\right) \\
x \downarrow b \wedge y \downarrow c \text { implies } b=c .
\end{array}\right.
$$

Thus, once two states are in a bisimulation $R$, they remain in $R$ and give rise to the same direct observations. This makes them observationally indistinguishable.

Bisimulations for non-deterministic automata
Next, consider a non-deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow \mathcal{P}(X)^{A} \times B$, as coalgebra for the functor $F=\mathcal{P}(\mathrm{id})^{A} \times B$. Relation lifting for this functor is slightly more complicated: it sends a relation $R \subseteq X \times X$ to the relation $\operatorname{Rel}(F)(R) \subseteq\left(\mathcal{P}(X)^{A} \times B\right) \times\left(\mathcal{P}(X)^{A} \times B\right)$ given by:

$$
\begin{gathered}
\operatorname{Rel}(F)(R)\left(\left(f_{1}, b_{1}\right),\left(f_{2}, b_{2}\right)\right) \Longleftrightarrow \quad \forall a \in A . \forall x \in f_{1}(a) . \exists y \in f_{2}(a) \cdot R(x, y) \wedge \\
\forall y \in f_{2}(a) . \exists x \in f_{1}(a) \cdot R(x, y) \\
\wedge b_{1}=b_{2} .
\end{gathered}
$$

Thus, $R \subseteq X \times X$ is a bisimulation if for all $x, y \in X$ with $R(x, y)$,

- $x \xrightarrow{a} x^{\prime}$ implies there is a $y^{\prime}$ with $y \xrightarrow{a} y^{\prime}$ and $R\left(x^{\prime}, y^{\prime}\right)$;
- $y \xrightarrow{a} y^{\prime}$ implies there is an $x^{\prime}$ with $x \xrightarrow{a} x^{\prime}$ and $R\left(x^{\prime}, y^{\prime}\right)$;
- $x \downarrow b$ and $y \downarrow c$ implies $b=c$

This corresponds to the standard notion of bisimulation used in the theory of automata transition systems.

## Congruences for monoids

Recall that a monoid is a set $M$ carrying an associative operation $+: M \times M \rightarrow M$ with a unit element $0 \in M$. These two operations + and 0 , but not the relevant monoid equations, can be captured as an algebra:

$$
1+(M \times M) \xrightarrow{[0,+]} M
$$

of the functor $F(X)=1+(X \times X)$. Relation lifting for $F$ is described by

$$
\operatorname{Rel}(F)(R)=\left\{\left(\kappa_{1}(*), \kappa_{1}(*)\right)\right\} \cup\left\{\left(\kappa_{2}\left(x, x^{\prime}\right), \kappa_{2}\left(y, y^{\prime}\right)\right) \mid R(x, y) \wedge R\left(x^{\prime}, y^{\prime}\right)\right\} .
$$

Hence a relation $R \subseteq M \times M$ on the carrier of the monoid is a congruence if:

$$
\operatorname{Rel}(F)(R)(u, v) \Longrightarrow R([0,+](u),[0,+](v))
$$

This amounts to:

$$
R(0,0) \quad \text { and } \quad R(x, y) \wedge R\left(x^{\prime}, y^{\prime}\right) \Longrightarrow R\left(x+x^{\prime}, y+y^{\prime}\right)
$$

Thus a congruence, like a bisimulation, is closed under the operations.
Congruences in a binary induction proof principle
We have already discussed the usual "unary" induction proof principle for natural number in Example 2.4.4, expressed in terms of predicates, which are assumed to be closed under he operations. Later, in Section 6.1 we shall encounter it in full generality, stating that every invariant on an initial algebra is the truth predicate.
There is also a less well-known binary version of the induction proof principle, exressed in terms of congruences. It was first formulated as such for the natural numbers in [381], and further generalised in [205]. It also appeared in the derivations of induction and coinduction principles in [354] in the context of a formal logic for parametric polymorphism.
At this stage we only formulate this binary version, and postpone the proof. It can be given in various ways, see Exercises 3.3 .2 and 6.2.2, but requires some properties of relation lifting which are still to come
3.1.4. Theorem (Binary induction proof principle). Every congruence on an initial algebra contains the equality relation.

This binary version of induction is the dual of a coinduction principle, see Corollary 3.4.2.

Bisimulations as congruences
The so-called structural operational semantics (SOS) introduced by Plotkin is a standard technique in the semantics of programming languages to define the operational behaviour echnique in the semantics of programming languages to define the operational behaviour of programs. The latter are seen as elements of the initial algebra $F($ Prog $) \xrightarrow{\xlongequal{\Longrightarrow} \text { Prog of }}$ A transition relation is then defined on top of the set of programs Prog as the least relation closed under certain rules. This transition structure may be understood as coalgebra Prog $\rightarrow G$ (Prog), for an appropriate functor $G$-which is often the functor $\mathcal{P}$ (id $)^{A}$ for laProg $\rightarrow G(\operatorname{Prog})$, for an appropriate functor $G$-which is often the functor $\mathcal{P}(\text { id })^{A}$ for la-
belled transition systems, see [413, 412]; the transition structure is then given by transitions $\underset{\longrightarrow}{a} q$ describing an $a$-step between programs $p, q \in$ Prog.
The transition structure gives rise to certain equivalences for programs, like bisimilarity (see below), trace equivalence or other equivalences, see [148]. These equivalences are
typically bisimulation equivalences. An important issue in this setting is: are these bisimulation equivalences also congruences for the given algebra structure $F$ (Prog) $\xrightarrow{\cong}$ Prog This is a basic requirement to make the equivalence a reasonable one for the kind of pro grams under consideration, because congruence properties are essential in reasoning with the equivalence. In this setting given by a bialgebra $F$ (Prog) $\rightarrow$ Prog $\rightarrow G$ (Prog), the the equivalence. In this setting given by a bialgebra $F($ Prog $) \rightarrow \operatorname{Prog} \rightarrow G($ Prog $)$, the
two fundamental notions of this section (bisimulation and congruence) are thus intimately related. This situation will be investigated further in Section 5.5 in relation to distributive relaws.
It is a whole area of research to establish suitable syntactic formats for SOS-rules guar anteeing that certain bisimulation equivalences are congruences. See [164] for a basic reference. We shall use a more categorical perspective, first in Section 3.5, and later in Sec tion 5.5 , following [413, 412, 59]; see [274] for an overview of the coalgebraic approach.
3.1.5. Definition. Let $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$ be two coalgebras of a polynomial functor $F$. The bisimilarity relation $\leftrightarrows$ is the union of all bisimulations:

$$
x \leftrightarrows y \Longleftrightarrow \exists R \subseteq X \times Y \cdot R \text { is a bisimulation for } c \text { and } d \text {, and } R(x, y)
$$

As a result of Proposition 3.2.6 (iii) in the next section, this union is a bisimulation itself, so that $\leftrightarrows$ can be characterised as the greatest bisimulation.
Sometimes we write ${ }_{c} \not \ddot{-}_{d}$ for $\overleftrightarrow{\leftrightarrow}$ to make the dependence on the coalgebras $c$ and $d$ explicit.
Bisimilarity formalises the idea of observational indistinguishability. It will be an im portant topic in the remainder of this chapter.

## Exercises

3.1.1. Use the description (2.17) of a list functor $F^{\star}$ to show that:

$$
\operatorname{Rel}\left(F^{\star}\right)(R)=\left\{\left(\left\langle u_{1}, \ldots, u_{n}\right\rangle,\left\langle v_{1}, \ldots, v_{n}\right\rangle\right) \mid \forall i \leq n \cdot \operatorname{Rel}(F)(R)\left(u_{i}, v_{i}\right)\right\} .
$$

3.1.2. Unfold the definition of bisimulation for various kind of tree coalgebras, like $X \rightarrow 1+$ $(A \times X \times X)$ and $X \rightarrow(A \times X)^{\star}$.
3.1.3. Do the same for classes in object-oriented languages, see (1.10), described as coalgebras of a functor in Exercise 2.3.6 (iii).
3.1.4. Note that the operations of a vector space $V$ (over $\mathbb{R}$ ), namely zero, addition, inverse, and scalar multiplication, can be captured as an algebra $1+(V \times V)+V+(\mathbb{R} \times V) \xrightarrow{ }$. Investigate then what the associated notion of congruence is.
3.1.5. We have described relation lifting on a coproduct functor $F=F_{1}+F_{2}$ in Definition 3.1.1

$$
\text { as: } \quad \operatorname{Rel}\left(F_{1}+F_{2}\right)(R)=\coprod_{\kappa_{1} \times \kappa_{1}}\left(\operatorname{Rel}\left(F_{1}\right)(R)\right) \cup \coprod_{\kappa_{2} \times \kappa_{2}}\left(\operatorname{Rel}\left(F_{2}\right)(R)\right) .
$$

$$
\text { Prove that it can also be defined in terms of products } \Pi \text { and intersection } \cap \text { as: }
$$

$$
\operatorname{Rel}\left(F_{1}+F_{2}\right)(R)=\prod_{\kappa_{1} \times \kappa_{1}}\left(\operatorname{Rel}\left(F_{1}\right)(R)\right) \cap \prod_{\kappa_{2} \times \kappa_{2}}\left(\operatorname{Rel}\left(F_{2}\right)(R)\right),
$$

where for a function $f: X \rightarrow Y$ the map $\Pi_{f}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y)$ is described in Exercise 2.1.12.
3.1.6. In this text we concentrate on $b i$-simulations. There is also the notion of simulation, that In this text we concentrate on $b i$-simulations. There is also the notion of simulation, that
can be defined via an order on a functor, see [409, 218]. For a functor $F$ : Sets $\rightarrow$ Sets such an order consists of a functor $\sqsubseteq$ as in the diagram below.


Given such an order we define "lax" relation lifting $\operatorname{Rel}_{\sqsubseteq}(F)$ as $R \mapsto \sqsubset \circ \operatorname{Rel}(F)(R) \circ \sqsubseteq$. A relation $R \subseteq X \times Y$ is then a simulation on coalgebras $X \xrightarrow{c} F(X), Y \xrightarrow{d} F(Y)$ if $R \subseteq(c \times d)^{-1}\left(\operatorname{Rel}_{\unrhd}(F)(R)\right)$. Similarity is then the union of all simulations.
(i) Investigate what it means to have an order as described in the above diagram.
(ii) Describe on the functor $L=1+(A \times(-))$ a "flat" order, and on the powerset functor $\mathcal{P}$ the in
simulation are.
(iii) Prove that similarity on the final coalgebra $A^{\infty}$ of the functor $L$ with order as in (ii) is the prefix order given by $\sigma \leq \tau$ iff $\sigma \cdot \rho=\tau$ for some $\rho \in A^{\infty}$, see [218, Example 5.7].

### 3.2 Properties of bisimulations

This section is slightly technical, and possibly also slightly boring. It starts by listing various elementary properties of relation lifting, and subsequently uses these properties to prove standard results about bisimulations and bisimilarity.
First there are three lemmas about relation lifting
3.2.1. Lemma. Let $F$ : Sets $\rightarrow$ Sets be a polynomial functor. Relation lifting $\operatorname{Rel}(F)$ w.r.t. F satisfies the following basic properties.
(i) It preserves the equality relation:

$$
\operatorname{Rel}(F)(\operatorname{Eq}(X))=\operatorname{Eq}(F(X)) .
$$

(ii) It commutes with reversal of relations:

$$
\operatorname{Rel}(F)\left(R^{\dagger}\right)=\operatorname{Rel}(F)(R)^{\dagger}
$$

(iii) It is monotone:

$$
R \subseteq S \Longrightarrow \operatorname{Rel}(F)(R) \subseteq \operatorname{Rel}(F)(S)
$$

(iv) It preserves relation composition

$$
\operatorname{Rel}(F)(R \circ S)=\operatorname{Rel}(F)(R) \circ \operatorname{Rel}(F)(S)
$$

(v) It preserves reflexivity, symmetry and transitivity; and thus, if $R$ is an equivalence elation, then so is $\operatorname{Rel}(F)(R)$.

Proof. The first four statement (i)-(iv) are proved by induction on the structure of $F$, fol lowing the cases in Definition 3.1.1. The case in (iv) where $F$ is an exponent $G^{A}$ requires the axiom of choice (AC), as will be illustrated: assume, as induction hypothesis (IH), that the functor $G$ preserves composition of relations, then so does the exponent $G^{A}$, since:

$$
\begin{aligned}
& \operatorname{Rel}\left(G^{A}\right)(R \circ S)(f, g) \\
& \underset{(\mathrm{IH})}{\Longleftrightarrow} \forall a \in A \cdot \operatorname{Rel}(G)(R \circ S)(f(a), g(a)) \\
& \stackrel{(1 \mathrm{H})}{\Longleftrightarrow} \forall a \in A .(\operatorname{Rel}(G)(R) \circ \operatorname{Rel}(G)(S))(f(a), g(a)) \\
& \Longleftrightarrow \forall a \in A \cdot \exists z \cdot \operatorname{Rel}(G)(R)(f(a), z) \wedge \operatorname{Rel}(G)(S)(z, g(a)) \\
& \stackrel{\text { AC) }}{\Longrightarrow} \exists h . \forall a \in \operatorname{Rel}(G)(R)(f(a), h(a)) \wedge \operatorname{Rel}(G)(S)(h(a), g(a)) \\
& \Longleftrightarrow \exists h \cdot \operatorname{Rel}\left(G^{A}\right)(R)(f, h) \wedge \operatorname{Rel}\left(G^{A}\right)(S)(h, g) \\
& \Longleftrightarrow\left(\operatorname{Rel}\left(G^{A}\right)(R) \circ \operatorname{Rel}\left(G^{A}\right)(S)\right)(f, g) \text {. }
\end{aligned}
$$

The last statement (v) follows from the previous ones

- If $R$ is reflexive, i.e. $\operatorname{Eq}(X) \subseteq R$, then $\operatorname{Eq}(F(X))=\operatorname{Rel}(F)(\operatorname{Eq}(X)) \subseteq \operatorname{Rel}(F)(R)$, so that $\operatorname{Rel}(F)(R)$ is also reflexive.
- If $R$ is symmetric, i.e. $R \subset R^{-1}$, then $\operatorname{Rel}(F)(R) \subset \operatorname{Rel}(F)\left(R^{-1}\right)=\operatorname{Rel}(F)(R)^{-1}$, so that $\operatorname{Rel}(F)(R)$ is symmetric as well
- If $R$ is transitive, i.e. $R \circ R \subseteq R$, then $\operatorname{Rel}(F)(R) \circ \operatorname{Rel}(F)(R)=\operatorname{Rel}(F)(R \circ$ $R) \subseteq \operatorname{Rel}(F)(R)$, so that $\operatorname{Rel}(F)(R)$ is also transitive.
We proceed with a similar lemma, about relation lifting and (inverse and direct) ims. 3.2.2. Lemma. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor again, and let $f: X \rightarrow Z$ and $g: Y \rightarrow W$ be arbitrary functions.
(1) Relation lifting commutes with inverse images: for $R \subseteq Z \times W$,

$$
\operatorname{Rel}(F)\left((f \times g)^{-1}(R)\right)=(F(f) \times F(g))^{-1}(\operatorname{Rel}(F)(R))
$$

(ii) Relation lifting also commutes with direct images: for $R \subseteq X \times Y$,

$$
\operatorname{Rel}(F)\left(\amalg_{f \times g}(R)\right)=\coprod_{F(f) \times F(g)}(\operatorname{Rel}(F)(R))
$$

Proof. Both equations are proved by induction on the structure of $F$. We leave (i) to the reader. Once (i) is established, it can be used to prove the direction $(\supset$ ) of (ii), using the Galois connection relating direct and inverse images in (2.15):

$$
\begin{aligned}
\amalg_{F(f) \times F(g)}(\operatorname{Rel}(F)(R)) & \subseteq \operatorname{Rel}(F)\left(\amalg_{f \times g}(R)\right) \\
\Longleftrightarrow \operatorname{Rel}(F)(R) \subseteq(F(f) & \times F(g))^{-1} \operatorname{Rel}(F)\left(\amalg_{f \times g}(R)\right) \\
& =\operatorname{Rel}(F)\left((f \times g)^{-1} \amalg_{f \times g}(R)\right) .
\end{aligned}
$$

But this latter inclusion holds by monotonicity of relation lifting from Lemma 3.2.1 (iii), using that $R \subseteq(f \times g)^{-1} \amalg_{f \times g}(R)$.
The inclusion ( $\subseteq$ ) of (ii) is proved by induction on the structure of the functor $F$ This requires the axiom of choice to handle the exponent functor case, like in the proof of point (iv) in the previous lemma. The powerset case $F=\mathcal{P} G$ is most complicated, and will be described in detail.

$$
\operatorname{Rel}(\mathcal{P} G)\left(\amalg_{f \times g}(R)\right)(U, V)
$$

$$
\Longleftrightarrow \forall x \in U . \exists y \in V \cdot \operatorname{Rel}(G)\left(\amalg_{f \times g}(R)\right)(x, y)
$$

$$
\wedge \forall y \in V . \exists x \in U \cdot \operatorname{Rel}(G)\left(\amalg_{f \times g}(R)\right)(x, y)
$$

$\stackrel{(1 H)}{\Longleftrightarrow} \forall x \in U . \exists y \in V \cdot \coprod_{G(f) \times G(g)} \operatorname{Rel}(G)(R)(x, y)$

$$
\wedge \forall y \in V \cdot \exists x \in U . \amalg_{G(f) \times G(g)} \operatorname{Rel}(G)(R)(x, y)
$$

$\Longleftrightarrow \forall x \in U . \exists y \in V . \exists u, v . G(f)(u)=x \wedge G(g)(v)=y \wedge \operatorname{Rel}(G)(R)(u, v)$

$$
\wedge \forall y \in V . \exists x \in U . \exists u, v . G(f)(u)=x \wedge G(g)(v)=y \wedge \operatorname{Rel}(G)(R)(u, v)
$$

$\Longrightarrow \forall u \in U^{\prime} . \exists v \in V^{\prime} . \operatorname{Rel}(G)(R)(u, v)$
$\wedge \forall v \in V^{\prime} . \exists u \in U^{\prime} . \operatorname{Rel}(G)(R)(u, v), \quad$ where
$U^{\prime}=\{u \mid G(f)(u) \in U \wedge \exists v \cdot G(g)(v) \in V \wedge \operatorname{Rel}(G)(R)(u, v)\}$
$V^{\prime}=\{v \mid G(g)(v) \in V \wedge \exists u . G(f)(u) \in U \wedge \operatorname{Rel}(G)(R)(u, v)\}$
$\Longleftrightarrow \exists U^{\prime}, V^{\prime} \cdot \mathcal{P}(G(f))\left(U^{\prime}\right)=U \wedge \mathcal{P}(G(f))\left(V^{\prime}\right)=V \wedge \operatorname{Rel}(\mathcal{P}(G))(R)\left(U^{\prime}, V^{\prime}\right)$
$\Longleftrightarrow \amalg_{\mathcal{P}(G(f)) \times \mathcal{P}(G(g))}(\operatorname{Rel}(\mathcal{P} G)(R))(U, V)$.
Below we show in a diagram why $\operatorname{Rel}(F)$ is called relation lifting. The term "relator" is often used in this context for the lifting of $F$, see for instance [409] (and Definition 4.4.5, where a more general description of the situation is given). Additionally, the next result shows that bisimulations are coalgebras themselves. It involves a category Rel with relations as objects. This Rel should not be confused
Example 1.4.2 (iv), which has relations as morphisms.
3.2.3. Definition. We write Rel for the category with binary relations $R \subseteq X \times Y$ as 3.2.3. Dets. A morphism $(R \subseteq X \times Y) \longrightarrow(S \subseteq U \times V)$ consists of two functions $f: X \rightarrow U$ and $g: Y \rightarrow V$ with $R(x, y) \xlongequal{\longrightarrow}(S \subseteq U \times V)$ consists of two functions $f: X \rightarrow U$ nd $g: Y \rightarrow V$ with $R(x, y) \Longrightarrow S(f(x), g(y))$ for all $x \in X, y \in Y$. The latter amounts to the existence of the necessarily unique dashed map in:

Equivalently, $R \subseteq(f \times g)^{-1}(S)$, or $\amalg_{f \times g}(R) \subseteq S$, by the correspondence (2.15).
3.2.4. Lemma. Consider a Kripke polynomial functor $F$
(i) Relation lifting forms a functor:

where the vertical arrows are the obvious forgetful functors.
(ii) A bisimulation is a Rel $(F)$-coalgebra in this category Rel. Similarly, a congruence a $\operatorname{Rel}(F)$-algebra in Rel .

Proof. (i) We show that if $(f, g): R \rightarrow S$ is a morphism in Rel-where $f: X \rightarrow U$ and g: $Y \rightarrow V$-then $(F(f), F(g)): \operatorname{Rel}(F)(R) \rightarrow \operatorname{Rel}(F)(S)$ is also a morphism in Rel. From the inclusion $R \subseteq(f \times g)^{-1}(S)$ we obtain by monotony and preservation of inverse images by relation lifting.

$$
\operatorname{Rel}(F)(R) \subseteq \operatorname{Rel}(F)\left((f \times g)^{-1}(S)\right)=(F(f) \times F(g))^{-1} \operatorname{Rel}(F)(S) .
$$

This means that $(F(f), F(g))$ is a morphism $\operatorname{Rel}(F)(R) \rightarrow \operatorname{Rel}(F)(S)$ in Rel.
(ii) A $\operatorname{Rel}(F)$-coalgebra $R \rightarrow \operatorname{Rel}(F)(R)$ in $\operatorname{Rel}$, for $R \subseteq X \times Y$, consists of two (ii) A Rel $F$-coalgebra $R \rightarrow \operatorname{Rel}(F)(R$ in Rel , for

This says that $R$ is a relation which is closed under the $F$-coalgebras $c, d$, i.e. that $R$ is a simulation for $c, d$.
In the same way congruences are $\operatorname{Rel}(F)$-algebras in the category $\operatorname{Rel}$.
The next result lists several useful preservation properties of relation lifting.
3.2.5. Lemma. Relation lifting $\operatorname{Rel}(F)$ for a Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets reserves:
(i) kernel relations, given for an arbitrary function $f: X \rightarrow Y$ by:

$$
\operatorname{Ker}(f)=\left\{\left(x_{1}, x_{2}\right) \in X \times X \mid f\left(x_{1}\right)=f\left(x_{2}\right)\right\}
$$

$$
=(f \times f)^{-1}(\operatorname{Eq}(Y))
$$

$$
\begin{aligned}
& X \times Y \xrightarrow[c \times d]{ } F(X) \times F(Y)
\end{aligned}
$$

(ii) graph relations given for $f: X \rightarrow Y$ by:

$$
\begin{aligned}
\operatorname{Graph}(f) & =\{(x, y) \in X \times Y \mid f(x)=y\} \\
& =\left(f \times \operatorname{id}_{Y}\right)^{-1}(\operatorname{Eq}(Y))
\end{aligned}
$$

in:

$$
\operatorname{Rel}(F)(\operatorname{Graph}(f))=\operatorname{Graph}(F(f))
$$

(iii) images of tuples: for $X \stackrel{f}{\leftarrow} Z \xrightarrow{g} Y$,

$$
\begin{aligned}
\operatorname{Im}(\langle f, g\rangle) & =\{(x, y) \in X \times Y \mid \exists z \in Z . f(z)=x \wedge g(z)=y\} \\
& =\coprod_{f \times g}(\operatorname{Eq}(Z))
\end{aligned}
$$

$i n:$

$$
\operatorname{Rel}(F)(\operatorname{Im}(\langle f, g\rangle))=\operatorname{Im}(\langle F(f), F(g)\rangle)
$$

(iv) pullback relations of spans: for $X \xrightarrow{f} Z \stackrel{g}{\stackrel{g}{\leftrightarrows}} Y$,

$$
\begin{aligned}
\operatorname{Eq}(f, g) & =\{(x, y) \in X \times Y \mid f(x)=g(y)\} \\
& =(f \times g)^{-1}(\mathrm{Eq}(Z))
\end{aligned}
$$

$i n:$

$$
\operatorname{Rel}(F)(\operatorname{Eq}(f, g))=\operatorname{Eq}(F(f), F(g))
$$

Proof. (i) By the results from the previous two lemmas:

$$
\begin{aligned}
\operatorname{Rel}(F)(\operatorname{Ker}(f)) & =\operatorname{Rel}(F)\left((f \times f)^{-1}(\operatorname{Eq}(Y))\right) \\
& =(F(f) \times F(f))^{-1}(\operatorname{Rel}(F)(\operatorname{Eq}(Y))) \\
& =(F(f) \times F(f))^{-1}(\operatorname{Eq}(F(Y))) \\
& =(\operatorname{Krr}(E(f))
\end{aligned}
$$

$$
=\operatorname{Ker}(F(f))
$$

(ii) Similarly:

$$
\operatorname{Rel}(F)(\operatorname{Graph}(f))=\operatorname{Rel}(F)\left(\left(f \times \operatorname{id}_{Y}\right)^{-1}(\operatorname{Eq}(Y))\right)
$$

$$
=\left(F(f) \times \operatorname{id}_{F(Y)}\right)^{-1}(\operatorname{Rel}(F)(\operatorname{Eq}(Y)))
$$

$$
=\left(F(f) \times \operatorname{id}_{F(Y)}\right)^{-1}(\operatorname{Eq}(F(Y)))
$$

$$
=\operatorname{Graph}(F(f))
$$

(iii) And:

$$
\begin{aligned}
\operatorname{Rel}(F)(\operatorname{Im}(\langle f, g\rangle)) & =\operatorname{Rel}(F)\left(\amalg_{f \times g}(\operatorname{Eq}(Z))\right) \\
& =\amalg_{F(f) \times F(g)}(\operatorname{Rel}(F)(\operatorname{Eq}(Z))) \\
& =\amalg_{F(f) \times F(g)}(\operatorname{Eq}(F(Z))) \\
& =\operatorname{Im}(\langle F(f), F(g)\rangle)
\end{aligned}
$$

(iv) Finally:

$$
\begin{aligned}
\operatorname{Rel}(F)(\operatorname{Eq}(f, g)) & =\operatorname{Rel}(F)\left((f \times g)^{-1}(\operatorname{Eq}(Z))\right) \\
& =(F(f) \times F(g))^{-1}(\operatorname{Rel}(F)(\operatorname{Eq}(Z))) \\
& =(F(f) \times F(g))^{-1}(\operatorname{Eq}(F(Z))) \\
& =\operatorname{Eq}(F(f), F(g)) .
\end{aligned}
$$

Once these auxiliary results are in place, the next two propositions establish a series of standard facts about bisimulations and bisimilarity, see [378, Section 5]. We begin with closure properties.
3.2.6. Proposition. Assume coalgebras $X \xrightarrow{c} F(X), X^{\prime} \xrightarrow{c^{\prime}} F\left(X^{\prime}\right)$, and $Y \xrightarrow{d} F(Y)$,
$Y^{\prime} \xrightarrow{d^{\prime}} F\left(Y^{\prime}\right)$ of a Kripke polynomial functor $F$. Bisimulations are closed under:
(i) reversal: if $R \subseteq X \times Y$ is a bisimulation, then so is $R^{\dagger} \subseteq Y \times X$.
(ii) composition: if $R \subseteq X \times X^{\prime}$ and $S \subseteq X^{\prime} \times Y$ are bisimulations, then so is
$(S \circ R) \subseteq X \times Y$.
(iii) arbitrary unions: if $R_{i} \subseteq X \times Y$ is a bisimulation for each $i \in I$, then so is $\bigcup_{i \in I} R_{i} \subseteq X \times Y$.
(iv) inverse images: for homomorphisms $f: X \rightarrow Y$ and $f^{\prime}: X^{\prime} \rightarrow Y^{\prime}$, if $R \subseteq Y \times Y^{\prime}$
is a bisimulation, then so is $\left(f \times f^{\prime}\right)^{-1}(R) \subseteq X \times X^{\prime}$.
(v) direct images: for homomorphisms $f: X \rightarrow Y$ and $f^{\prime}: X^{\prime} \rightarrow Y^{\prime}$, if $R \subset X \times X^{\prime}$ is a bisimulation, then so is $\coprod_{f \times f^{\prime}}(R) \subseteq Y \times Y^{\prime}$.

Proof. (i) If the relation $R$ is a bisimulation, i.e. if $R \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(R))$, then

$$
\begin{aligned}
R^{\dagger} & \subseteq\left((c \times d)^{-1}(\operatorname{Rel}(F)(R))\right)^{\dagger} \\
& =(d \times c)^{-1}\left(\operatorname{Rel}(F)(R)^{\dagger}\right) \\
& =(d \times c)^{-1}\left(\operatorname{Rel}(F)\left(R^{\dagger}\right)\right) \quad \text { by Lemma 3.2.1 (ii). }
\end{aligned}
$$

(ii) Assume $R \subseteq(c \times e)^{-1}(\operatorname{Rel}(F)(R))$ and $S \subseteq(e \times d)^{-1}(\operatorname{Rel}(F)(S))$. If $(x, y) \in$ $(S \circ R)$, say with $R(x, w)$ and $S(w, y)$, then by assumption $(c(x), e(w)) \in \operatorname{Rel}(F)(R)$ and $(e(w), d(y)) \in \operatorname{Rel}(F)(S)$. Hence $(c(x), d(y)) \in(\operatorname{Rel}(F)(S) \circ \operatorname{Rel}(F)(R))=$ $\operatorname{Rel}(F)(S \circ R)$, by Lemma 3.2.1 (iv). We have thus proved the inclusion $(S \circ R) \subseteq$ $(c \times d)^{-1}(\operatorname{Rel}(F)(S \circ R)$, and thus that $S \circ R$ is a bisimulation.
(iii) Assume $R_{i} \subset(c \times d)^{-1}\left(\operatorname{Rel}(F)\left(R_{i}\right)\right)$, for each $i \in I$. Then
$\bigcup_{i \in I} R_{i} \subseteq \bigcup_{i \in I}(c \times d)^{-1}\left(\operatorname{Rel}(F)\left(R_{i}\right)\right)$
$=(c \times d)^{-1}\left(\bigcup_{i \in I} \operatorname{Rel}(F)\left(R_{i}\right)\right)$ since inverse image preserves unions
$\subseteq(c \times d)^{-1}\left(\operatorname{Rel}(F)\left(\bigcup_{i \in I} R_{i}\right)\right)$ by monotony of relation lifting
(and of inverse images).
(iv) If $R \subseteq\left(d \times d^{\prime}\right)^{-1}(\operatorname{Rel}(F)(R))$, then:
$\left(f \times f^{\prime}\right)^{-1}(R)$
$\subseteq\left(f \times f^{\prime}\right)^{-1}\left(d \times d^{\prime}\right)^{-1}(\operatorname{Rel}(F)(R))$
$=\left(c \times c^{\prime}\right)^{-1}\left(F(f) \times F\left(f^{\prime}\right)\right)^{-1}(\operatorname{Rel}(F)(R))$ because $f, f^{\prime}$ are homomorphisms
$=\left(c \times c^{\prime}\right)^{-1}\left(\operatorname{Rel}(F)\left(\left(f \times f^{\prime}\right)^{-1}(R)\right)\right)$
by Lemma 3.2.2 (i).
(v) If $\coprod_{c \times c^{\prime}}(R) \subseteq \operatorname{Rel}(F)(R)$, then:

$$
\begin{array}{ll}
\coprod_{d \times d^{\prime}} \amalg_{f \times f^{\prime}}(R) & \\
=\coprod_{F(f) \times F\left(f^{\prime}\right)} \coprod_{c \times c^{\prime}}(R) & \text { since } f, f^{\prime} \text { are homomorphisms } \\
\subseteq \coprod_{F(f) \times F\left(f^{\prime}\right)}(\operatorname{Rel}(F)(R)) \text { by assumption } \\
=\operatorname{Rel}(F)\left(\amalg_{f \times f^{\prime}}(R)\right) & \text { by Lemma 3.2.2 (ii). }
\end{array}
$$

$$
\square
$$

3.2.7. Proposition. Let $X \xrightarrow{c} F(X), Y \xrightarrow{d} F(Y)$ and $Z \xrightarrow{e} F(Z)$ be three coalgebras of a Kripke polynomial functor $F$.
(i) An arbitrary function $f: X \rightarrow Y$ is a homomorphism of coalgebras if and only $i f$ its graph relation $\operatorname{Graph}(f)$ is a bisimulation.
(ii) The equality relation $\operatorname{Eq}(X)$ on $X$ is a bisimulation equivalence. More generally, for a homomorphism $f: X \rightarrow Y$, the kernel relation $\operatorname{Ker}(f)$ is a bisimulation equivalence
(iii) For two homomorphisms $X \stackrel{f}{\leftarrow} Z \xrightarrow{g} Y$ the image of the tuple $\operatorname{Im}(\langle f, g\rangle) \subseteq X \times Y$ is a bisimulation.
(iv) For two homomorphisms $X \xrightarrow{f} Z \stackrel{g}{\leftarrow} Y$ in the opposite direction, the pullback relation $\mathrm{Eq}(f, g) \subseteq X \times Y$ is a bisimulation.

Proof. By using Lemma 3.2.1
(i) Because:

$$
\begin{aligned}
& \operatorname{Graph}(f) \text { is a bisimulation } \\
& \left.\begin{array}{l}
\Longleftrightarrow \operatorname{Graph}(f) \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(\operatorname{Graph}(f))) \\
\\
\quad=(c \times d)^{-1}(\operatorname{Graph}(F(f))) \quad \text { by Lemma 3.2.5 (ii) } \\
\Longleftrightarrow \forall x, y \cdot f(x)=y \Rightarrow F(f)(c(x))=d(y) \\
\Longleftrightarrow \forall x . F(f)(c(x))=d(f(x)) \\
\Longleftrightarrow
\end{array}\right) \text { is a homomorphism of coalgebras from } c \text { to } d .
\end{aligned}
$$

(ii) The fact that equality is a bisimulation follows directly from Lemma 3.2.1 (i) Further, the $\operatorname{kernel} \operatorname{Ker}(f)$ is a bisimulation because it can be written as $\operatorname{Graph}(f)$ o $\operatorname{Graph}(f)^{-1}$, which is a bisimulation by (i) and by Proposition 3.2.6 (i), (ii).
(iii) We wish to prove an inclusion:
$\operatorname{Im}(\langle f, g\rangle) \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(\operatorname{Im}(\langle f, g\rangle)))=(c \times d)^{-1}(\operatorname{Im}(\langle F(f), F(g)\rangle))$,
where we used Lemma 3.2.5 (iii) for the last equation. This means that we have to prove for each $z \in Z$ there is a $w \in F(Z)$ with $c(f(z))=F(f)(w)$ and $d(f(z))=F(g)(w)$. But clearly we can take $w=e(z)$.
(iv) We now seek an inclusion

$$
\operatorname{Eq}(f, g) \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(\operatorname{Eq}(f, g)))=(c \times d)^{-1}(\operatorname{Eq}(F(f), F(g)))
$$

via Lemma 3.2.5 (iv). But this amounts to: $f(x)=g(y) \Rightarrow F(f)(c(x))=G(f)(d(y))$, for all $x \in X, y \in Y$. The implication holds because both $f$ and $g$ are homomorphisms. $\square$

We can now also establish some elementary properties of bisimilarity.
3.2.8. Proposition. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor, with coalgebras $X \xrightarrow{c} F(X), X^{\prime} \xrightarrow{c^{\prime}} F\left(X^{\prime}\right)$, and $Y \xrightarrow{d} F(Y), Y^{\prime} \xrightarrow{d^{\prime}} F\left(Y^{\prime}\right)$.
(i) The bisimilarity relation $\overleftrightarrow{\leftrightarrow}_{d} \subseteq X \times Y$ is a bisimulation; it is the greatest amons all bisimulations between $c$ and $d$.
(ii) $\left({ }_{c} \overleftrightarrow{G}_{d}\right)^{\dagger} \subseteq_{d} \overleftrightarrow{G}_{c}$ and ${ }_{c} \leftrightarrows{ }_{e}{ }_{e}{ }_{e} \overleftrightarrow{ป}_{d} \subseteq_{c} \overleftrightarrow{\leftrightarrows}_{d}$.
(iii) The bisimilarity relation $\leftrightarrow \subseteq X \times X$ for a single coalgebra is a bisimulation equivalence.
(iv) For homomorphisms of coalgebras $f: X \rightarrow Y$ and $f^{\prime}: X^{\prime} \rightarrow Y^{\prime}$ one has, for $x \in X, x^{\prime} \in X^{\prime}$,

$$
f(x)_{d} \ddot{\oiint}_{d^{\prime}} f^{\prime}\left(x^{\prime}\right) \Longleftrightarrow x_{c} \overleftrightarrow{ت}_{c^{\prime}} x^{\prime}
$$

Proof. (i) By Proposition 3.2.6 (iii)
(ii) The first inclusion follows from Proposition 3.2.6 (i) and the second one from Proposition 3.2.6 (ii).
(iii) The bisimilarity relation ${ }_{c}{ }_{c} \subseteq X \times X$ is reflexive, because the equality relation $\mathrm{Eq}(X) \subseteq X \times X$ is a bisimulation, see Proposition 3.2.6 (ii). Symmetry and transitivity of ${ }_{c} \oiint_{c}$ follow from (ii).
(iv) Since ${ }_{d} \overleftrightarrow{\leftrightarrow}_{d^{\prime}} \subseteq Y \times Y^{\prime}$ is a bisimulation, so is $\left(f \times f^{\prime}\right)^{-1}\left({ }_{d} \overleftrightarrow{{ }_{d}}{ }_{d^{\prime}}\right) \subseteq X \times X^{\prime}$, by Proposition 3.2 .6 (iv). Hence $\left(f \times f^{\prime}\right)^{-1}\left({ }_{d} \overleftrightarrow{\Xi_{d^{\prime}}}\right) \subseteq{ }_{c} \overleftrightarrow{\square}_{c^{\prime}}$, which corresponds to the implication $(\Longrightarrow)$
Similarly we obtain an inclusion $\coprod_{f \times f^{\prime}}\left({ }_{c} \overleftrightarrow{c}_{c^{\prime}}\right) \subseteq_{d} \not \leftrightarrows_{d^{\prime}}$ from Proposition 3.2.6 (v), which yields ( $\Longleftarrow$ ).

## Exercises

3.2.1. (i) Prove that relation lifting $\operatorname{Rel}(F)$ for an exponent polynomial functor $F$ (hence without powersets $\mathcal{P}$ ) preserves non-empty intersections of relations: for $I \neq \emptyset$,

$$
\operatorname{Rel}(F)\left(\bigcap_{i \in I} R_{i}\right)=\bigcap_{i \in I} \operatorname{Rel}(F)\left(R_{i}\right)
$$

(ii) Assume now that $F$ is now a simple polynomial functor (also without exponents $(-)^{A}$ for $A$ infinite). Prove that relation lifting $\operatorname{Rel}(F)$ preserves unions of ascending chains of relations: if $S_{0} \subseteq S_{1} \subseteq S_{2} \subseteq \cdots$ then:

$$
\operatorname{Rel}(F)\left(\bigcup_{n \in \mathbb{N}} S_{n}\right)=\bigcup_{n \in \mathbb{N}} \operatorname{Rel}(F)\left(S_{n}\right) .
$$

Which additional closure properties hold for bisimulations for coalgebras of such functors?
3.2.2. (i) Check that if $\leq$ is a preorder on a set $X$, then $\operatorname{Rel}(F)(\leq)$ is also a preorder on $F(X)$, (ii) Prove the same with 'poset' instead of 'preorder', for an exponent polynomial functor $F$ (without powerset).
(iii) Prove that a Galois connection $f \dashv g$ in:

$\left(Y, \leq_{Y}\right)$
yields a "lifted" Galois connection $F(f) \dashv F(g)$ in:

$$
\left(F(X), \operatorname{Rel}(F)\left(\leq_{X}\right)\right) \underbrace{\leftrightarrows}_{F(\Omega)}\left(F(f) \quad(Y), \operatorname{Rel}(F)\left(\leq_{Y}\right)\right)
$$

3.2.3. Check that, in analogy with Proposition 3.2.6, congruences are closed under inverses, composition, arbitrary intersections, and under inverse and direct images.
3.2.4. Prove the following analogue of Propositions 3.2.7 for algebras $F(X) \xrightarrow{a} X, F(Y) \xrightarrow{b} Y$ and $F(Z) \xrightarrow{c} Z$ of a polynomial functor $F$
(i) A function $f: X \rightarrow Y$ is a homomorphism of algebras if and only if its graph relation $\operatorname{Graph}(f) \subseteq X \times Y$ is a congruence.
(ii) The kernel relation $\operatorname{Ker}(f)$ of an algebra homomorphism $f: X \rightarrow Y$ is always a congruence equivalence.
(iii) The image $\operatorname{Im}(\langle f, g\rangle) \subseteq X \times Y$ of a pair of algebra homomorphisms $X \stackrel{f}{\leftarrow} Z \xrightarrow{g} Y$ is a congruence.
(iv) The pulliback relation $\mathrm{Eq}(f, g) \subseteq X \times Y$ of a span of algebra homomorphisms $X \xrightarrow{f}$ $Z{ }^{q} Y$ is a congruence.
3.2.5. Let $R \subseteq X \times X$ be an arbitrary relation on the state space of a coalgebra, and let $\bar{R}$ be the least equivalence relation containing $R$. Prove that if $R$ is a bisimulation, then $\bar{R}$ is a bisimulation equivalence.
[Hint. Write $\bar{R}$ as union of iterated compositions $R^{n}$ for $n \in \mathbb{N}$.]
3.2.6. Check that lax relation lifting as introduced in Exercise 3.1.6 forms a functor in:

and that simulations are coalgebras of this functor $\operatorname{Rel}_{\sqsubseteq}(F)$-like in Lemma 3.2.4.
3.2.7. This exercise describes a simple characterisation from [144] of when a function is definable by induction. The analogue for coinduction is in Exercise 6.2.4
Consider an initial algebra $F(A) \xrightarrow{\leftrightarrows} A$ of a polynomial functor $F$, where $A \neq \emptyset$ Prove that a function $f: A \rightarrow X$ is defined by initiality (i.e. $f=\operatorname{int}_{a}$ for some algebra $a: T(X) \rightarrow X$ on its codomain) if and only its kernel $\operatorname{Ker}(f)$ is a congruence.
Hint. Extend the induced map $F(A) / \operatorname{Ker}(F(f)) \rightarrow X$ along $F(A) / \operatorname{Ker}(F(f))-$ $F(X)$ by using an arbitrary element in $F(A) / \operatorname{Ker}(F(f))$ obtained from $A \neq \emptyset$.]

### 3.3 Bisimulations as spans and cospans

This section continues the investigation of bisimulations, and focusses specifically, on the relation between the definition of bisimulation used here, given in terms of relation lifting and an earlier definition given by Aczel and Mendler [8,11]. One of the main results is that hese definitions are equivalent, see Theorem 3.3.2.
The first lemma below establishes an important technical relationship which forms the basis for the subsequent theorem. The lemma uses that relations can be considered a ets themselves. From a logical perspective this e.g. [225, Chapter 4 Section 6] or [205, 45, 140].
3.3.1. Lemma. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor, and $R \subseteq X \times$ $Y$ be an arbitrary relation, written via explicit functions $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$. The lifted relation $\operatorname{Rel}(F)(R)$, considered as a set, is a retract of $F(R)$ : there are functions $\alpha: \operatorname{Rel}(F)(R) \rightarrow F(R)$ and $\beta: F(R) \rightarrow \operatorname{Rel}(F)(R)$ with $\beta \circ \alpha=\operatorname{id}_{\operatorname{Rel}(F)(R)}$. More over, these $\alpha$ and $\beta$ make the following triangle commute.


This means that $\operatorname{Rel}(F)(R) \mapsto F(X) \times F(Y)$ is the image of $F(R) \rightarrow F(X) \times F(Y)$.
Proof. The functions $\alpha$ and $\beta$ are constructed by induction on the structure of $F$. In the wo base cases where $F$ is the identity functor or a constant functor, $\alpha$ and $\beta$ are each other's inverses. We shall consider two induction steps, for product and powerset.
If $F$ is a product $F_{1} \times F_{2}$, we may assume appropriate functions $\alpha_{i}: \operatorname{Rel}\left(F_{i}\right)(R) \rightarrow$ $F_{i}(R)$ and $\beta_{i}: F_{i}(R) \rightarrow \operatorname{Rel}\left(F_{i}\right)(R)$, for $i=1,2$. The aim is to construct functions $\alpha, \beta$ in:

$$
\left(\begin{array}{c}
\left\{\left(\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right) \mid\right. \\
\operatorname{Rel}\left(F_{1}\right)(R)\left(u_{1}, v_{1}\right) \wedge \\
\left.\operatorname{Rel}\left(F_{2}\right)(R)\left(u_{2}, v_{2}\right)\right\}
\end{array}\right) \stackrel{\alpha}{\underset{\beta}{\rightleftarrows}} F_{1}(R) \times F_{2}(R)
$$

The definitions are obvious:

$$
\alpha\left(\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right)=\left(\alpha_{1}\left(u_{1}, v_{1}\right), \alpha_{2}\left(u_{2}, v_{2}\right)\right)
$$

$$
\beta\left(w_{1}, w_{2}\right)=\left(\left(\pi_{1} \beta_{1}\left(w_{1}\right), \pi_{1} \beta_{2}\left(w_{2}\right)\right),\left(\pi_{2} \beta_{1}\left(w_{1}\right), \pi_{2} \beta_{2}\left(w_{2}\right)\right)\right) .
$$

If $F$ is a powerset $\mathcal{P}\left(F_{1}\right)$, we may assume functions $\alpha_{1}: \operatorname{Rel}\left(F_{1}\right)(R) \rightarrow F_{1}(R)$ and $\beta_{1}: F_{1}(R) \rightarrow \operatorname{Rel}\left(F_{1}\right)(R)$ as in the lemma. We have to construct:

$$
\binom{\left\{(U, V) \mid \forall u \in U . \exists v \in V \cdot \operatorname{Rel}\left(F_{1}\right)(R)(u, v) \wedge\right.}{\left.\forall v \in V \cdot \exists u \in U \cdot \operatorname{Rel}\left(F_{1}\right)(R)(u, v)\right\}} \stackrel{\alpha}{\underset{\beta}{\rightleftarrows}} \mathcal{P}\left(F_{1}(R)\right)
$$

In this case we define:

$$
\begin{aligned}
\alpha(U, V) & =\left\{\alpha_{1}(u, v) \mid u \in U \wedge v \in V \wedge \operatorname{Rel}\left(F_{1}\right)(R)(u, v)\right\} \\
\beta(W) & =\left(\left\{\pi_{1} \beta_{1}(w) \mid w \in W\right\},\left\{\pi_{2} \beta_{1}(w) \mid w \in W\right\}\right)
\end{aligned}
$$

Then, using that $\beta_{1} \circ \alpha_{1}=$ id holds by assumption, we compute:

$$
(\beta \circ \alpha)(U, V)
$$

$=\left(\left\{\pi_{1} \beta_{1} \alpha_{1}(u, v) \mid u \in U \wedge v \in V \wedge \operatorname{Rel}(F)(R)(u, v)\right\}\right.$,
$\left.\left\{\pi_{2} \beta_{1} \alpha_{1}(u, v) \mid u \in U \wedge v \in V \wedge \operatorname{Rel}(F)(R)(u, v)\right\}\right)$
$=\left(\left\{u \in U \mid \exists v \in V \cdot \operatorname{Rel}\left(F_{1}\right)(R)(u, v)\right\},\left\{v \in V \mid \exists u \in U \cdot \operatorname{Rel}\left(F_{1}\right)(R)(u, v)\right\}\right)$ $=(U, V)$.
The formulation of bisimulation that we are using here relies on relation lifting, see Definition 3.1.2 and Lemma 3.2.4 (ii), where bisimulations for coalgebras of a functor $F$ are described as $\operatorname{Rel}(F)$-coalgebras. This comes from [205]. An earlier definition was introduced by Aczel and Mendler, see [8, 11]. With the last lemma we can prove the equivalence of these definitions.
3.3.2. Theorem. Let $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$ be two coalgebras of a polynomial functor $F$. A relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$ is a bisimulation for $c$ and $d$ if and only if $R$ is anctor $F$. A relation $\left.r_{1}, r_{2}\right): R \leftrightarrow X$ ender bisimulation: $R$ itself is the carrier of some coalgebra $e: R \rightarrow F(R)$, making the the legs $r_{i}$ homomorphisms of coalgebras, as in:


Thus, briefly: $R$ carries a $\operatorname{Rel}(F)$-coalgebra in the category $\operatorname{Rel}$ if and only if $R$ carries an $F$-coalgebra in Sets making the diagram commute.

Proof. In Lemma 3.2.4 (ii) we already saw that $R \subseteq X \times Y$ is a bisimulation according to Definition 3.1.2 if and only it carries a $\operatorname{Rel}(F)$-coalgebra; that is, if and only if the function $c \times d: X \times Y \rightarrow F(X) \times F(Y)$ restricts to a necessarily unique function $f: R \rightarrow$ $\operatorname{Rel}(F)(R)$, making the square on the left below commute.

The functions $\alpha, \beta$ in the triangle on the right form the retract from the previous lemma. Then, if $R$ is a bisimulation according to Definition 3.1.2, there is a function $f$ as indicated, so that $\alpha \circ f: R \rightarrow F(R)$ yields an $F$-coalgebra on $R$ making the legs $r_{i}$ homomorphisms of coalgebras. Conversely, if there is a coalgebra $e: R \rightarrow F(R)$ making the $r_{i}$ homomorphisms, then $\beta \circ e: R \rightarrow \operatorname{Rel}(F)(R)$ shows that $R \subseteq(c \times d)^{-1}(\operatorname{Rel}(F)(R))$.

This result gives rise to another two alternative characterisations of bisimilarity. For non-polynomial functors on other categories than Sets these different descriptions may diverge, see [401] for more information.
3.3.3. Theorem. Assume two elements $x \in X$ and $y \in Y$ of coalgebras $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$ of a Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets. The following statements are equivalent.
(i) $x, y$ are bisimilar: $x{ }_{c} \leftrightarrows_{d} y$;
(ii) there is a span of coalgebra homomorphisms:


$$
\text { with } x=f(z) \text { and } y=g(z) \text {, }
$$

$$
\text { for some element } z \text {; }
$$

(iii) $x, y$ are behaviourally equivalent: there is a cospan of coalgebra homomorphisms.


For the proof we recall from Exercise 2.1.14 that the category Sets has coequalisers, and that categories of coalgebras $\operatorname{CoAlg}(F)$ of endofunctors of Sets then also have such coequalisers.
Proof. (i) $\Rightarrow$ (ii). If $x$ and $y$ are bisimilar, then they are contained in some bisimulation $R \subseteq X \times Y$. By the previous result, this relation carries a coalgebra structure making th two legs $X \leftarrow R \rightarrow Y$ homomorphisms, and thus a span of coalgebras
(ii) $\Rightarrow$ (iii). Assume there is a span of coalgebra homomorphisms $f: W \rightarrow X$ : $W \rightarrow Y$ as described above in item (ii), with $x=f(z)$ and $y=g(z)$, for some $g: W \rightarrow Y$ as described above in item (iii), with $x=f(z)$ and $y=g(z)$, for some
$z \in W$. One obtains a cospan as in (iii) by taking the pushout of $f, g$ in the category $\operatorname{CoAlg}(F)$. This notion of pushout has not been discussed yet, but it can be described in terms of notions that we have seen. We form the coequaliser in $\operatorname{CoAlg}(F)$ in:

$$
\left(\begin{array}{c}
F(W) \\
\uparrow \\
W
\end{array}\right) \xrightarrow[\kappa_{2} \circ g]{\kappa_{1} \circ f}\binom{F(X+Y)}{X+Y} \xrightarrow{q}\left(\begin{array}{c}
F(Q) \\
\uparrow \\
Q
\end{array}\right)
$$

where the coalgebra in the middle on $X+Y$ is $\left[F\left(\kappa_{1}\right) \circ c, F\left(\kappa_{2}\right) \circ d\right]$, as in Proposition 2.1.5. Then we take $h=q \circ \kappa_{1}$ and $k=q \circ \kappa_{2}$, so that:

$$
\begin{aligned}
h(x)=q\left(\kappa_{1} x\right) & =q\left(\kappa_{1} f(z)\right) \\
& =q\left(\kappa_{2} g(z)\right) \quad \text { since } q \text { is coequaliser } \\
& =q\left(\kappa_{2} y\right)=k(y) .
\end{aligned}
$$

(ii) $\Rightarrow$ (iii). Assuming a cospan $h, k$ of coalgebra homomorphisms with $h(x)=k(y)$ (ii) $\Rightarrow$ (iii). Assuming a cospan $h, k$ of coalgebra homomorphisms with $h(x)=k(y)$
we take the pullback relation $\operatorname{Eq}(h, k) \subseteq X \times Y$. It is a bisimulation by Proposition 3.2.7 and it contains $x, y$ by assumption. Hence $x_{c} \leftrightarrows_{d} y$

We postpone a discussion of the different formulations of the notion of bisimulation o the end of this section. At this stage we shall use the new "Aczel-Mendler" bisimulafions in the following standard result-specifically in point (ii)-about monos and epis in categories of coalgebras.
3.3.4. Theorem. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor:
(i) For a coalgebra $c: X \rightarrow F(X)$ and a bisimulation equivalence $R \subseteq X \times X$, the quotient set $X / R$ carries a unique quotient coalgebra structure, written as $c / R: X / R \rightarrow$ $F(X / R)$, making the canonical quotient map $[-]_{R}: X \rightarrow X / R$ a homomorphism of coalgebras, as in:

(ii) A homomorphism of coalgebras $f: X \rightarrow Y$ from $X \xrightarrow{c} F(X)$ to $Y \xrightarrow{d} F(Y)$ is a monomorphism / epimorphism in the category $\operatorname{CoAlg}(F)$ if and only if $f$ is an injective surjective function between the underlying sets.
(iii) Every homomorphism of coalgebras factors as an epimorphism followed by a monomorphism in $\operatorname{CoAlg}(F)$. This factorisation is essentially unique because of the following "diagonal-fill-in" property. For each commuting square of coalgebra homomorphisms as below, there is a unique diagonal homomorphism making both triangles commute.


This means that monomorphisms and epimorphisms in the category $\mathbf{C o A l g}(F)$ form a so-called factorisation system, see [56, 35, 137], and Section 4.3 .

As an aside, the result (ii) that a monomorphism between coalgebras is an injective function holds for Kripke polynomial functors, but not for arbitrary functors, as shown in [173].
Proof. (i) It suffices to prove that $F\left([-]_{R}\right) \circ c$ is constant on $R$. But this is obvious:

$$
\begin{array}{rlr}
R & \subseteq(c \times c)^{-1}(\operatorname{Rel}(F)(R)) \quad \text { since } R \text { is a bisimulation } \\
& =(c \times c)^{-1}\left(\operatorname{Rel}(F)\left(\operatorname{Ker}\left([-]_{R}\right)\right)\right) \\
& =(c \times c)^{-1}\left(\operatorname{Ker}\left(F\left([-]_{R}\right)\right)\right) \quad \text { by Lemma 3.2.5 (i) } \\
& =\operatorname{Ker}\left(F\left([-]_{R}\right) \circ c\right) .
\end{array}
$$

(ii) It is standard that if a coalgebra homomorphism $f$ is injective / surjective, then it is a monomorphism / epimorphism in Sets-see also Exercise 2.5.8-and hence also in $\operatorname{CoAlg}(F)$. Conversely, assume first that $f$ is a monomorphism in $\operatorname{CoAlg}(F)$. The kerne $\left\langle r_{1}, r_{2}\right\rangle: \operatorname{Ker}(f) \mapsto X \times X$ is a bisimulation by Proposition 3.2.7 (ii). Hence it carries an $F$-coalgebra structure by the previous theorem, making the $r_{i}$ homomornhisms. From $f \circ r_{1}=f \circ r_{2}$, we can conclude that $r_{1}=r_{2}$, since $f$ is a monomorphism in $\operatorname{CoAlg}(F)$. But $r_{1}=r_{2}$ yields that $f$ is injective:

$$
f\left(x_{1}\right)=f\left(x_{2}\right) \Longrightarrow\left(x_{1}, x_{2}\right) \in \operatorname{Ker}(f)
$$

$$
\Longrightarrow x_{1}=r_{1}\left(x_{1}, x_{2}\right)=r_{2}\left(x_{1}, x_{2}\right)=x_{2} .
$$

Next, assume that $f$ is an epimorphism in $\operatorname{CoAlg}(F)$. There is a short categorical argument that tells that $f$ is then an epi in Sets, and thus surjective: the forgetful functor $\operatorname{CoAlg}(F) \rightarrow$ Sets creates colimits, see [378, Proposition 4.7]. However, we spell out
he argument. That $f$ is epi in $\operatorname{CoAlg}(F)$ can be reformulated as: the following diagram is a coequaliser in $\operatorname{CoAlg}(F)$ :

$$
\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \xrightarrow[\kappa_{2} \circ f]{\kappa_{1} \circ f}\binom{F(Y+Y)}{Y+Y} \xrightarrow{[\mathrm{id}, \mathrm{id}]}\left(\begin{array}{c}
F(Y) \\
\uparrow d \\
Y
\end{array}\right)
$$

where the coalgebra in the middle is $\left[F\left(\kappa_{1}\right) \circ d, F\left(\kappa_{2}\right) \circ d\right]$, as in Proposition 2.1.5. Since in Sets a function is surjective if and only if it is an epimorphism-see Exercise 2.5.8 any basic textbook in category theory-it suffices to show that $f$ is an epimorphism in Sets Thus we construct the coequaliser $q: Y+Y \rightarrow Q$ in Sets of $\kappa_{1} \circ f, \kappa_{2} \circ f: X \rightarrow Y+Y$ By Exercise 2.1.14 this quotient set $Q$ carries a unique coalgebra $Q \rightarrow F(Q)$ making $q$ not only a homomorphism in $\operatorname{CoAlg}(F)$ but also a coequaliser of the homomorphisms $\kappa_{1}$ 。 $f, \kappa_{2} \circ f$. Since coequalisers are determined up-to-isomorphism there is an isomorphism $\varphi: Y \xlongequal{\Rightarrow} Q$ in $\operatorname{CoAlg}(F)$ with $\varphi \circ[\mathrm{id}, \mathrm{id}]=q$. This means that the codiagonal [id, id] is also the coequaliser of $\kappa_{1} \circ f, \kappa_{2} \circ f$ in Sets, and thus that $f$ is an epimorphism in Sets (and hence surjective).
(iii) Given a homomorphism of coalgebras $f: X \rightarrow Y$, we know by Proposition 3.2 .7 (ii) that the kernel $\operatorname{Ker}(f)$ is a bisimulation equivalence. Hence by (i) the quotient $X / \operatorname{Ker}(f)$ carries a coalgebra structure, and yields a standard factorisation (in Sets):

$$
(X \xrightarrow{f} Y)=(X \xrightarrow{e} X / \operatorname{Ker}(f) \stackrel{m}{\longrightarrow} Y) .
$$

The map $e: X \rightarrow X / \operatorname{Ker}(f)$ is by definition of the unique coalgebra structure $c^{\prime}$ on $X / \operatorname{Ker}(f)$-see point (i)-a homomorphism of coalgebras in:


Not only the square on the left, but also the one on the right commutes, using that $e$ is an epimorphism: $d \circ m=F(m) \circ c^{\prime}$ follows from:

$$
\begin{aligned}
d \circ m \circ e & =d \circ f \\
& =F(f) \circ c \\
& =F(m) \circ F(e) \circ c \\
& =F(m) \circ c^{\prime} \circ e .
\end{aligned}
$$

Thus, $m: X / \operatorname{Ker}(f) \mapsto Y$ is also a homomorphism of coalgebras. Hence we have factorisation $X \rightarrow X / \operatorname{Ker}(f) \hookrightarrow Y$ of $f$ in the category $\operatorname{CoAlg}(F)$.
Regarding the diagonal-fill-in property, the diagonal is defined via the surjectivity of the top arrow. Hence this diagonal is a homomorphism of coalgebras.

### 3.3.1 Comparing definitions of bisimulation

We started this chapter by introducing bisimulations via the logical technique of relation lifting, and later showed equivalence to quite different formulations in terms of (co)spans (Theorems 3.3.2 and 3.3.3). We shall discuss some differences between these "logical" an "span-based" approaches.

1. The logical approach describes bisimulation as relations with a special property, whereas the (co)span-based approaches rely on the existence of certain (coalgebra) structure. This aspect of the logical approach is more appropriate, because it is in line with the idea that bisimulations are special kinds of relations. If, in the Aczelline with the idea that bisimulations are special kinds of relations. If, in the Aczel-
Mendler approach, the coalgebra structure is necessarily unique, existence of this structure also becomes a property. But uniqueness is neither required nor guaranteed. This is slightly unsatisfactory.
2. Relation lifting has been defined by induction on the structure of Kripke polynomial functors. Therefore, the logical approach (so far) only applies to such a limited collection of functors. Later, in Section 4.4 we will extend such lifting to functors on categories equipped with a factorisation system. But (co)span-based approaches apply more generally, without such factorisation structure. However, the dependence on such structure may also be seen as an advantage, as will be argued next.
3. Relation lifting is a logical technique which is not restricted to the standard classical logic of sets, but may be defined for more general (categorical) logics, in terms of factorisation systems (see Section 4.4 below) or in terms of "indexed" or "fibred" with different logics, for instance with predicates given by the subsets which are losed, or open, or both (clopen). Each of those preorders of predicates has different (thebric / logical properties. Thical appeach is more general (or flexible) geb, or
4. The cospan formulation (or behavioural equivalence) is essentially equivalent to equality on the final coalgebra. But the convenient aspect of behavioural equivalence is that it makes also makes sense in contexts where there is no final coalgebra.
5. Bisimulation relations can be constructed iteratively, by adding pairs until the relation is appropriately closed. This is done for instance in tools like CIRC [310]. Such techniques are not available for behavioural equivalence
There is no clear answer as to which approach is "the best". In more general situationsother functors than the polynomial ones, on other categories than Sets-the various noions may diverge (see [401]) and one may be better than the other. For instance, in coal rem 3.33 (iiii, seems to work best. We have chosen to start from the logical approach beause we consider it to be more intuitive and easier to use in concrete examples. However fom now on we shall freely switch between the different approaches, and use whatever is most convenient in a particular situation.
In Chapter 6 on invariants we shall encounter the same situation. There is a logical def ition based on "predicate lifting". It leads to a notion of invariant, which, in the classical logic of sets, is equivalent to the notion of subcoalgebra, see Theorem 6.2.5. The latter is again defined in terms of structure, and applies to more general functors

### 3.3.2 Congruences and spans

We conclude this section with two basic results for algebra. The first one is an analogue of the Aczel-Mendler formulation of bisimulations (see Theorem 3.3.2) for congruences on algebras. The second one involves quotient algebras; it requires an auxiliary technical result about quotients in Sets.
3.3.5. Theorem. Assume two algebras $a: F(X) \rightarrow X$ and $b: F(Y) \rightarrow Y$ of a Kripke polynomial functor $F$. A relation $R \subseteq X \times Y$ is a congruence relation if and only it
carries a (necessarily unique) algebra structure $F(R) \rightarrow R$ itself, making the two legs $\left\langle r_{1}, r_{2}\right\rangle: R \rightarrow X \times Y$ of the inclusion homomorphisms of algebras, as in:


Proof. Recall the retract $(\alpha, \beta)$, with $\beta \circ \alpha=\mathrm{id}$, from Lemma 3.3.1 in:


Assume $R$ is a congruence, say via $f: \operatorname{Rel}(F)(R) \rightarrow R$ as above. Then $f \circ \alpha: F(R) \rightarrow R$ is an algebra such that the $r_{i}$ are homomorphisms. Conversely, if an algebra $c: F(R) \rightarrow R$ making the $r_{i}$ morphisms of algebras exist, then $c \circ \beta$ ensures $\operatorname{Rel}(()(F)) R \leq(a \times$ $b)^{-1}(R)$.

Theorem 3.3.4 describes coalgebras on quotients in the category Sets. Below we use some special properties of sets, like the axiom of choice and the fact that each equivalence relation is "effective": it is equal to the kernel of its quotient map.
3.3.6. Lemma. Let $F$ : Sets $\rightarrow$ Sets be an arbitrary endofunctor. If $q: X \rightarrow X / R$ is the quotient map of an equivalence relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times X$, then we have a coequaliser diagram

$$
F(R) \xrightarrow[F\left(r_{2}\right)]{\stackrel{F\left(r_{1}\right)}{\longrightarrow}} F(X) \xrightarrow{F(q)} F(X / R)
$$

Proof. The quotient map $q: X \rightarrow X / R$ sends an element $x \in X$ to its equivalence class $q(x)=[x]_{R}=\left\{x^{\prime} \in X \mid R\left(x, x^{\prime}\right)\right\}$ wrt. the relation $R$. It is surjective, so by the axiom of choice we may assume a section $s: X / R \rightarrow X$ with $q \circ s=$ id-as noted at the end of Section 21. This section $s$ chooses a representative in each equivalence class. Since $q(x)=q(s(q(x)))$ we get $R(x s(q(x)))$, for each $x \in X$. Thus we can define a function $d: X \rightarrow R$ by $d(x)=(x, s(q(x)))$; by construction it satisfies $r_{1} \circ d=$ id and $r_{2} \circ d=s \circ q$.
We now turn to the diagram in the lemma. First, we know that the map $F(e)$ is surjec live, because it has $F(s)$ as a section: $F(q) \circ F(s)=F(q \circ s)=\mathrm{id}$. Next, assume we have a map $f: F(X) \rightarrow Y$ with $f \circ F\left(r_{1}\right)=f \circ F\left(r_{2}\right)$. Then:

$$
\begin{aligned}
f=f \circ \operatorname{id}_{F(X)} & =f \circ F\left(r_{1}\right) \circ F(d) \\
& =f \circ F\left(r_{2}\right) \circ F(d) \quad \text { by assumption about } f \\
& =f \circ F(s) \circ F(q) .
\end{aligned}
$$

This shows that $f^{\prime}=f \circ F(s): F(X / R) \rightarrow Y$ is the required mediating map: $f^{\prime} \circ$ $F(q)=f \circ F(s) \circ F(q)=f$. Clearly, $f^{\prime}$ is unique with this property, because $F(q)$ is an epimorphism (i.e. is surjective).
3.3.7. Proposition. Let $R \subseteq X \times X$ be a congruence equivalence relation (i.e. both a congruence and an equivalence relation) on an algebra $F(X) \rightarrow X$. The quotient $X / R$ carries a unique algebra structure $a / R: F(X / R) \rightarrow X / R$ making the quotient map $q: X \rightarrow X / R$ a homomorphism of algebras.

Proof. Since $R$ is a quotient we may assume by Theorem 3.3 .5 an algebra $c: F(R) \rightarrow R$, as on the left in:


The algebra structure $a / R$ exists because the top row is a coequaliser by Lemma 3.3.6, and:

$$
\begin{align*}
q \circ a \circ F\left(r_{1}\right) & =q \circ r_{1} \circ c \\
& =q \circ r_{2} \circ c \quad \text { since } q \text { is coequaliser } \\
& =q \circ a \circ F\left(r_{2}\right) .
\end{align*}
$$

Such a result is of course well-known in universal algebra. Here we obtain it in a uniform manner, for many functors (seen as signatures)

## Exercises

3.3.1. Assume a homomorphism of coalgebras $f: X \rightarrow Y$ has two factorisations $X \rightarrow U \rightarrow Y$ and $X \rightarrow V \mapsto Y$. Prove that the diagonal-fill-in property of Theorem 3.3.4 (iii) yields a unique isomorphism $U \xlongequal{\leftrightharpoons} V$ commuting with the mono- and epi-morphisms and with the coalgebra structures.
3.3.2. Use Theorem 3.3.5 to prove the binary induction proof principle in Theorem 3.1.4: every congruence on an initial algebra is reflexive.
3.3.3. Assume $f: X \rightarrow Y$ is an epimorphism in a category $\operatorname{CoAlg}(F)$, for a Kripke polynomial functor $F$ on Sets. Prove that $f$ is the coequaliser in $\operatorname{CoAlg}(F)$ of its own kernel pair $p_{1}, p_{2}: \operatorname{Ker}(f) \rightarrow X$.
[Hint. Use that this property holds in Sets, and lift it to $\operatorname{CoAlg}(F)$.]
3.3.4. Formally, a quotient of an object $X$ in a category is an equivalence class of epimorphisms Formaly, a quecis $\quad X \rightarrow$. Two epis $X \rightarrow U$ and $d: X \rightarrow V$ is equivalent when there is a $X \rightarrow$. Two epis $e: X \rightarrow U$ and $d: X \rightarrow V$ are equivalent when there is a necessarily
unique isomorphism $h: U \rightarrow V$ with $h \circ e=d$. Like for subobjects-which are equivalence classes of monomorphisms-we often confuse a quotient with an epi that represents it.
now concentrate on the category Sets, and form a category Quot with:
objects quotients $X \rightarrow U$
morphisms from $(X \xrightarrow{e} U)$ to $(Y \xrightarrow{d} V)$ are maps $f: X \rightarrow Y$ for which there is a necessarily unique map:


Use that quotients are effective in Sets to prove that there is an isomorphism of categories:

where $\mathbf{E q R e l} \hookrightarrow$ Rel is the subcategory of equivalence relations $R \hookrightarrow X \times X$

### 3.4 Bisimulations and the coinduction proof principle

We have already seen that states of final coalgebras coincide with behaviours, and that bisimilarity captures observational indistinguishability. Hence the following fundamental result does not come as a surprise: states are bisimilar if and only if they have the same behaviour, i.e. become equal when mapped to the final coalgebra. This insight has been important in the development of the field of coalgebra.
3.4.1. Theorem ([414, 378]). Let $F:$ Sets $\rightarrow$ Sets be a (finite) polynomial functor which has a final coalgebra $\zeta: Z \xrightarrow{\rightrightarrows} F(Z)$. Let $c: X \rightarrow F(X)$ and $d: Y \rightarrow F(Y)$ be arbitrary coalgebras, with associated homomorphisms beh $_{c}: X \rightarrow Z$ and beh $_{d}: Y \rightarrow Z$ given by finality. Two states $x \in X$ and $y \in Y$ are then bisimilar if and only if they have the same behaviour:

$$
x_{c} \oiint_{d} y \Longleftrightarrow \operatorname{beh}_{c}(x)=\operatorname{beh}_{d}(y) .
$$

In particular, bisimilarity ${ }_{\zeta} \overleftrightarrow{Q}_{\zeta} \subseteq Z \times Z$ on the final coalgebra is equality.
Proof. $(\Leftarrow)$ This is easy since we know by Proposition 3.2 .7 (iv) that the pullback relation $\mathrm{Eq}_{\mathrm{E}}\left(\mathrm{beh}_{c}, \operatorname{beh}_{d}\right)=\left\{(x, y) \mid \operatorname{beh}_{c}(x)=\operatorname{beh}_{d}(y)\right\} \subseteq X \times Y$ of two homomorphisms is a bisimulation. Hence it is included in the greatest bisimulation ${ }_{c} \oiint_{d}$.
$(\Rightarrow)$ The bisimilarity relation ${ }_{c}$ ت $_{d}$ is itself a bisimulation, so it carries by Theorem 3.3.2 a coalgebra structure $e:\left({ }_{c} \not \underline{W}_{d}\right) \rightarrow F\left({ }_{c} \not \ddot{\Xi}_{d}\right)$ making the two legs $r_{i}$ of the relation $\left\langle r_{1}, r_{2}\right\rangle$ $\left({ }_{c} \leftrightarrows_{d}\right) \mapsto X \times Y$ homomorphisms. By finality we then get beh ${ }_{c} \circ r_{1}=$ beh $_{d} \circ r_{2}$ yielding the required result

This result gives rise to an important proof method for establishing that two states have he same behaviour. This method is often referred to as the coinduction proof principle, and goes back to [323]. It corresponds to the uniqueness part of the unique existence property of behaviour maps in Definition 2.3.1.
3.4.2. Corollary (Coinduction proof principle). Two states have the same behaviour if and only if there is a bisimulation that contains them.
Consequently: every bisimulation on a final coalgebra is contained in the equalit relation.

The second formulation in this corollary is sometimes called 'internal full abstractness It is the dual of the binary induction principle from Theorem 3.1.4, stating that on an initial algebra each congruence contains the equality relation (i.e. is reflexive).

As we shall see in Example 3.4 .5 below, it may sometimes require a bit of ingenuity o produce an appropriate bisimulation. The standard way to find such a bisimulation is to start with the given equation as relation, and close it off with successor states until no new elements appear. In that case one has only "circularities". Formalising this approach led to what is sometimes called circular rewriting, see e.g. [153], implemented in the tool CIRC [310].
3.4.3. Corollary. Call a coalgebra $c: X \rightarrow F(X)$ observable if its bisimilarity relation ${ }_{c} \unlhd_{c}$ is equality on $X$. This is equivalent to a generalisation of the formulation used in Exercise 25.14 for deterministic automata: the associated behaviour map beh $: X \rightarrow Z$ to the final coalgebra $Z \xrightarrow{\cong} F(Z)$, if any, is injective.

Observable coalgebras are called simple in [378]. Coalgebras can always be forced to be observable via quotienting, see Exercise 3.4.1 below
Bisimilarity is closely related to equivalence of automata, expressed in terms of equal ity of accepted languages (see Corollary 2.3.6). This result, going back to [341], will be illustrated next.
3.4.4. Corollary. Consider two deterministic automata $\left\langle\delta_{i}, \epsilon_{i}\right\rangle: S_{i} \rightarrow S_{i}^{A} \times\{0,1\}$ with initial states $s_{i} \in S_{i}$, for $i=1,2$. These states $s_{1}, s_{2}$ are called equivalent if they accept the same language. The states $s_{1}$ and $s_{2}$ are then equivalent if and only if they are bisimilar.

Proof. Because the accepted languages are given by the behaviours beh ${\left\langle\delta_{i}, \epsilon_{i}\right\rangle}\left(s_{i}\right) \in \mathcal{P}\left(A^{*}\right)$ of the initial states, see Corollary 2.3.6 (ii).

Early on in Section 1.2 we already saw examples of coinductive reasoning for sequences. Here we continue to illustrate coinduction with (regular) languages.
3.4.5. Example (Equality of regular languages [375]). In Corollary 2.3 .6 (ii) we have seen that the set $\mathcal{L}(A)=\mathcal{P}\left(A^{\star}\right)$ of languages over an alphabet $A$ forms a final coalgebra, amely for the deterministic automaton functor $X \mapsto X^{A} \times\{0,1\}$. We recall that the relevant coalgebra structure on $\mathcal{L}(A)$ is given on a language $L \subseteq A^{\star}$ by:

$$
L \xrightarrow{a} L_{a} \quad \text { where } L_{a}=\left\{\sigma \in A^{\star} \mid a \cdot \sigma \in L\right\} \text { is the } a \text {-derivative of } L
$$

$$
L \downarrow 1 \Longleftrightarrow\rangle \in L \text { which may simply be written as } L \downarrow .
$$

The subset $\mathcal{R}(A) \subseteq \mathcal{L}(A)$ of so-called regular languages is built up inductively from onstants
$0=\emptyset, \quad 1=\{\langle \rangle\}$,
$\{a\}$, for $a \in A$, usually written simply as $a$,

## and the three operations of union, concatenation and Kleene star.

$$
\begin{aligned}
K+L & =K \cup L \\
K L & =\{\sigma \cdot \tau \mid \sigma \in K \wedge \tau \in L\} \\
K^{*} & =\bigcup_{n \in \mathbb{N}} K^{n}, \quad \text { where } K^{0}=1 \text { and } K^{n+1}=K K^{n} .
\end{aligned}
$$

See also Exercise 3.4 .4 below. For example, the regular language $a(a+b)^{*} b$ consists of all (finite) words consisting of letters $a, b$ only, that start with an $a$ and end with a $b$. Regular anguages can be introduced in various other ways, for example as the languages accepted by deterministic and non-deterministic automata with a finite state space (via what is called Kleene's theorem [270], or [395] for coalgebraic versions), or as the languages generated by regular grammars. Regular languages (or expressions) are used in many situations, such lexical analysis (as patterns for tokens), or text editing and retrieval (for context searches) Regular expressions, see Exercise 3.4.4, are often used as search strings in a Unix/Linux environment; for example in the command grep, for "general regular expression parser".

An important topic is proving equality of regular languages. There are several approaches, namely via unpacking the definitions, via algebraic reasoning using a complete et of laws (see [282] and also [231]), or via minimalisation of associated automata. A fourth, coinductive approach is introduced in [375] using bisimulations. It is convenient, and will be illustrated here.
Recall from Section 3.1 that a relation $R \subseteq \mathcal{L}(A) \times \mathcal{L}(A)$ is a bisimulation if for all languages $L, K$,

$$
R(L, K) \Longrightarrow\left\{\begin{array}{l}
R\left(L_{a}, K_{a}\right) \text { for all } a \in A \\
L \downarrow \text { iff } K \downarrow
\end{array}\right.
$$

The coinduction proof principle then says, for $L, K \in \mathcal{L}(A)$,

$$
\begin{equation*}
L=K \Longleftrightarrow \text { there is a bisimulation } R \subseteq \mathcal{L}(A) \times \mathcal{L}(A) \text { with } R(L, K) . \tag{3.1}
\end{equation*}
$$

We will use this same principle for the subset $\mathcal{R}(A) \subseteq \mathcal{L}(A)$ of regular languages. This is justified by the fact that the inclusion map $\mathcal{R}(A) \hookrightarrow \mathcal{L}(A)$ is the unique homomorphism of
coalgebras obtained by finality in


This works because the coalgebra structure on $\mathcal{L}(A)$ restricts to $\mathcal{R}(A)$. This coalgebra on $\mathcal{R}(A)$ is given by the following rules for (Brzozowski) derivatives $L_{a}$ and termination $L \downarrow$

| $0_{a}$ | $=0$ |  | $\neg(0 \downarrow)$ |
| ---: | :--- | ---: | :--- |
| $1_{a}$ | $=0$ | $1 \downarrow$ |  |
| $b_{a}$ | $=\left\{\begin{array}{lll}1 & \text { if } b=a & \\ 0 & \text { otherwise }\end{array}\right.$ | $\neg(b \downarrow)$ |  |
| $(K+L)_{a}$ | $=K_{a}+L_{a}$ | $K+L \downarrow$ iff $K \downarrow$ or $L \downarrow$ |  |
| $(K L)_{a}$ | $=\left\{\begin{array}{lll}K_{a} L+L_{a} & \text { if } K \downarrow & K L \downarrow \text { iff } K \downarrow \wedge L \downarrow \\ K_{a} L & \text { otherwise }\end{array}\right.$ |  |  |
| $\left(K^{*}\right)_{a}$ | $=K_{a} K^{*}$ | $K^{*} \downarrow$. |  |

We shall illustrate the use of the coinduction proof principle (3.1) for establishing equality of regular languages via two examples.

1. For an arbitrary element $a$ in the alphabet $A$ one has

$$
(1+a)^{*}=a^{*}
$$

As candidate bisimulation $R$ in (3.1) we take:

$$
R=\left\{\left((1+a)^{*}, a^{*}\right)\right\} \cup\{(0,0)\} .
$$

The termination requirement obviously holds, so we concentrate on derivatives. First, for $a$ itself:
$\left((1+a)^{*}\right)_{a}=(1+a)_{a}(1+a)^{*}=\left(1_{a}+a_{a}\right)(1+a)^{*}=(0+1)(1+a)^{*}=(1+a)^{*}$
and similarly:

$$
\left(a^{*}\right)_{a}=a_{a} a^{*}=1 a^{*}=a^{*} .
$$

Hence the pair of $a$-derivatives $\left(\left((1+a)^{*}\right)_{a},\left(a^{*}\right)_{a}\right)=\left((1+a)^{*}, a^{*}\right)$ is again in the relation $R$. Likewise, $\left(0_{a}, 0_{a}\right)=(0,0) \in R$. And for an element $b \neq a$ we similarly have $\left(\left((1+a)^{*}\right)_{b},\left(a^{*}\right)_{b}\right)=(0,0) \in R$. This shows that $R$ is a bisimulation, and completes the proof. The reader may wish to compare it to an alternative proof of equality, using the definition of Kleene star $(-)^{*}$.
2. Next we restrict ourselves to an alphabet $A=\{a, b\}$ consisting of two (different) letters only. Consider the two languages

$$
\begin{aligned}
& E(b)=\left\{\sigma \in A^{\star} \mid \sigma \text { contains an even number of } b^{\prime} \text { s }\right\} \\
& O(b)=\left\{\sigma \in A^{\star} \mid \sigma \text { contains an odd number of } b^{\prime} \mathrm{s}\right\} .
\end{aligned}
$$

(We consider $0 \in \mathbb{N}$ to be even.) Using the definitions of derivative and termination, it is not hard to see that:

$$
\begin{array}{lll}
E(b)_{a}=E(b) & E(b)_{b}=O(b) & E(b) \downarrow  \tag{b}\\
O(b)_{a}=O(b) & O(b)_{b}=E(b) & \neg O(b) \downarrow .
\end{array}
$$

Our aim is to prove the equality:

$$
E(b)=a^{*}+a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*}
$$

coinduction. This requires by (3.1) a bisimulation $R$ containing both sides of the equation. We take:

$$
R=\{(E(b), K)\} \cup\{(O(b), L)\} \text { where }
$$

$K=a^{*}+a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*} \quad$ (the right-hand side of the equation)
$L=\left(a+b a^{*} b\right)^{*} b a^{*}$.
The computations that show that $R$ is a bisimulation use the above computation rules for derivatives plus some obvious properties of the regular operations (like associativity, commutativity, $X+0=X$ and $1 X=X$ ):

$$
\begin{aligned}
K_{a} & =\left(a^{*}\right)_{a}+\left(a^{*}\right)_{a} b\left(a+b a^{*} b\right)^{*} b a^{*}+\left(b\left(a+b a^{*} b\right)^{*} b a^{*}\right)_{a} \\
& =a^{*}+a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*}+b_{a}\left(a+b a^{*} b\right)^{*} b a^{*} \\
& =K+0\left(a+b a^{*} b\right)^{*} b a^{*} \\
& =K \\
K_{b} & =\left(a^{*}\right)_{b}+\left(a^{*}\right)_{b} b\left(a+b a^{*} b\right)^{*} b a^{*}+\left(b\left(a+b a^{*} b\right)^{*} b a^{*}\right)_{b} \\
& =0+0 b\left(a+b a^{*} b\right)^{*} b a^{*}+b_{b}\left(a+b a^{*} b\right)^{*} b a^{*} \\
& =0+0+1\left(a+b a^{*} b\right)^{*} b a^{*} \\
& =L \\
L_{a} & =\left(\left(a+b a^{*} b\right)^{*}\right)_{a} b a^{*}+\left(b a^{*}\right)_{a} \\
& =\left(a+b a^{*} b\right)_{( }\left(a+b a^{*} b\right)^{*} b a^{*}+b_{a} a^{*} \\
& =\left(a_{a}+b_{a} a^{*} b\right)\left(a+b a^{*} b\right)^{*} b a^{*}+0 a^{*} \\
& =\left(1+0 a^{*} b\right)\left(a+b a^{*} b\right)^{*} b a^{*}+0 \\
& =L \\
L_{b} & =\left(\left(a+b a^{*} b\right)^{*}\right)_{b} b a^{*}+\left(b a^{*}\right)_{b} \\
& =\left(a+b a^{*} b\right)_{b}\left(a+b a^{*} b\right)^{*} b a^{*}+b_{b} a^{*} \\
& =\left(a_{b}+b_{b} a^{*} b\right)\left(a+b a^{*} b\right)^{*} b a^{*}+1 a^{*} \\
& =a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*}+a^{*} \\
& =K .
\end{aligned}
$$

This shows that $(U, V) \in R$ implies both $\left(U_{a}, V_{a}\right) \in R$ and $\left(U_{b}, V_{b}\right) \in R$.
Further:

$$
\begin{aligned}
K \downarrow & \Longleftrightarrow a^{*} \downarrow \vee a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*} \downarrow \\
& \Longleftrightarrow \text { true } \\
L \downarrow & \Longleftrightarrow\left(a+b a^{*} b\right)^{*} \downarrow \wedge b a^{*} \downarrow \\
& \Longleftrightarrow \text { true } \wedge b \downarrow \wedge a^{*} \downarrow \\
& \Longleftrightarrow \text { true } \wedge \text { false } \wedge \text { true } \\
& \Longleftrightarrow \text { false. }
\end{aligned}
$$

This shows that $R$ is a bisimulation. As a result we obtain $E(b)=K$, as required, but also, $O(b)=L$.

This concludes the example. For more information, see [375, 377, 379].

There are many more examples of coinductive reasoning in the literature, in various areas: non-well-founded sets [8, 62], processes [324], functional programs [161], streams [379, 202] (with analytic functions as special case [345]), datatypes [201], do mains [124, 349], etc.

## Exercises

3.4.1. Check that for an arbitrary coalgebra $c: X \rightarrow F(X)$ of a Kripke polynomial functor, the induced quotient coalgebra $c / \leftrightarrows: X / \leftrightarrows \rightarrow F(X / \leftrightarrows)$ is observable-using Theo em 3.3.4 (i) and Proposition 3.2.8 (iii). Is the mapping $c \mapsto c / \leftrightarrow$ functorial?
Note that since the canonical map $[-]: X \rightarrow X / \leftrightarrows$ is a homomorphism, its graph is means that making a coalgebra observable does not change the behaviour
3.2. (i) ([378, Theorem 8.1]) Prove that a coalgebra $c$ is observable (or simple) if and only if it has no proper quotients: every epimorphism $c \rightarrow d$ is an isomorphism. [Hint. Consider the kernel of such a map.]
(ii) Conclude that there is at most one homomorphism to an observable coalgebra.
3.4.3. Prove the following analogue of Theorem 3.4.1 for algebras $a: F(X) \rightarrow X$ and $b: F(Y) \rightarrow$ $Y$ of a Kripke polynomial functor $F$, with an initial algebra $F(A) \xlongequal{\Rightarrow} A$.

Two elements $x \in X$ and $y \in Y$ are interpretations $x=\operatorname{int}_{a}(t)$ and $y=$ congruence relation $R \subset X \times Y$.
Conclude that for coalgebras $c, d$ and algebras $a, b$ :

$$
\begin{aligned}
&{\text { Eq }\left(\text { beh }_{c}, \text { beh }_{d}\right)}^{\text {def }}= \\
&\left(\text { beh }_{c} \times \text { beh }_{d}\right)^{-1}(\mathrm{Eq}) \\
&=\bigcup\left\{R \left\lvert\, R(\text { is a bisimulation on the carriers of } c, d)^{\operatorname{Im}\left(\left\langle\text { int }_{a}, \text { int }_{b}\right\rangle\right)} \begin{array}{rl}
\text { def } \\
= & \coprod_{\text {int }_{t} \times \text { int }_{t}(\mathrm{Eq})} \\
& =\bigcap\{R \mid R\{\text { is a congruence on the carriers of } a, b\}
\end{array}\right.\right.
\end{aligned}
$$

Fix an alphabet $A$ and consider the simple polynomial functor

$$
\mathcal{R}(X)=1+1+A+(X \times X)+(X \times X)+X .
$$

(i) Show that the initial algebra $R E$ of $\mathcal{R}$ is the set of regular expressions, given by the BNF syntax

$$
E:=0|1| a|E+E| E E \mid E^{*}
$$

where $a \in A$.
(ii) Define an interpretation map int : $R E \rightarrow \mathcal{P}\left(A^{\star}\right)=\mathcal{L}(A)$ by initiality, whose image contains precisely the regular languages. In order to do so one needs an $\mathcal{R}$-algebra structure on the final coalgebra $\mathcal{L}(A)$, see also [231].
3.4.5. Use coinduction to prove the equation

$$
(a+b)^{*}=\left(a^{*} b\right)^{*} a^{*} \quad \text { for alphabet } A=\{a, b, c\} .
$$

3.4.6. (From [375]) Prove the following equality of regular languages (over the alphabet $\{a, b\}$ by coinduction.

$$
\left(\left(b^{*} a\right)^{*} a b^{*}\right)^{*}=1+a(a+b)^{*}+(a+b)^{*} a a(a+b)^{*}
$$

3.4.7. Prove that the language $K=a^{*}+a^{*} b\left(a+b a^{*} b\right)^{*} b a^{*}$ of words with an even numbers of Prove that the language $K=a^{*}+a^{*} b\left(a+b a^{*} b\right.$ s from Example 3.4.5 is the language that is accepted by the following finite deterministic automaton:

$$
\left.a C_{a}(0) \text { (1) }\right)^{a}
$$



Figure 3.1: Transition diagram of a machine for changing 5 and 10 Euro notes into coins.
with 1 both as initial and as final state. More formally, this automaton is $\langle\delta, \epsilon\rangle:\{0,1\} \rightarrow$ $\{0,1\}^{\{a, b\}} \times\{0,1\}$ with
$\delta(0)(a)=0$
$\delta(0)(b)=$
(0) $=0$
$\delta(1)(a)=$
$\delta(1)(b)=0$
$(1)=1$.

### 3.5 Process semantics

This section will introduce a semantics for processes using final coalgebras for the finite powerset functor $\mathcal{P}_{\text {fin }}$. They capture the behaviour of so-called finitely branching transition ystems. This section forms an illustration of many of the ideas we have seen so far like behavioural interpretations via finality and compositional interpretations via initiality Also, we shall see how the coalgebraic notion of bisimilarity forms a congruence-an algebraic notion. The material in this section builds on [414, 383], going back to [374]. It will be put in a broader context via distributive laws in Section 5.5
A first, non-trivial question is: what is a process? Usually one understands it as a runing program. Thus, a sequential program, transforming input to output, when in operation forms a process. But typical examples of processes are programs that are meant to be running 'forever', like operating systems or controllers. Often they consist of several processes hat run in parallel, with appropriate synchronisation between them. The proper way to describe such processes is not via input-output relations, like for sequential programs. Rather ne looks at their behaviour, represented as suitable (infinite) trees.
Let us start with the kind of example that is often used to introduced processes. Suppose we wish to describe a machine that can change $€ 5$ and $€ 10$ notes into $€ 1$ and $€ 2$ $(i, j)$ to describe the return of $i 2-€$ coins and $j 1-€$ coins. Also there is a special output etion empty that indicate that the machine $j$ not description will not determine which combination of coins is returned but only gives the various options as a non-deterministic choice. Pictorially this yields a "state-transition" diagram like in Figure 3.5. Notice that the machine can only make a ' 5 ' or ' 10 ' transition if it can return a corresponding change. Otherwise, it can only do an 'empty' step.
In this section we shall describe such transition systems as coalgebras, namely as coal gebras of the functor $X \mapsto \mathcal{P}_{\text {fin }}(X)^{A}$, for various sets $A$ of "labels" or "actions". As usual, for states $s, s^{\prime} \in S$ and actions $a \in A$ we write $s \xrightarrow{a} s^{\prime}$ for $s^{\prime} \in c(s)(a)$, where $c: S \rightarrow \mathcal{P}_{\text {fin }}(S)^{A}$ is our coalgebra. Note that for each state $s \in S$ and input $a \in A$ there re only finitely many successor states $s^{\prime}$ with $s \xrightarrow{a} s^{\prime}$. Therefore, such transition systems are often called finitely branching

In the example of Figure 3.5, the set of labels is:
$E=\{5,10,(2,1),(1,3),(0,5),(5,0),(4,2),(3,4),(2,6),(1,8),(0,10)$, empty $\}$.
And the set of states is:

$$
S=\left\{s_{0}, s_{1}, s_{2}, s_{3}, s_{4}, s_{5}, s_{6}, s_{7}, s_{8}, s_{9}, s_{10}\right\},
$$

with "change" coalgebra structure ch: $S \rightarrow \mathcal{P}_{\text {fin }}(S)^{E}$ given by:
$\operatorname{ch}\left(s_{0}\right)=\lambda a \in E . \begin{cases}\left\{s_{1}, s_{2}, s_{3}\right\} & \text { if } a=5 \\ \left\{s_{4}, s_{5}, s_{6}, s_{7}, s_{8}, s_{9}\right\} & \text { if } a=10 \\ \left\{s_{10}\right\} & \text { if } a=\text { empty } \\ \emptyset & \text { otherwise }\end{cases}$
$\operatorname{ch}\left(s_{1}\right)=\lambda a \in E . \begin{cases}\left\{s_{0}\right\} & \text { if } a=(2,1) \\ \emptyset & \text { otherwise }\end{cases}$
$\operatorname{ch}\left(s_{2}\right)=\lambda a \in E . \begin{cases}\left\{s_{0}\right\} & \text { if } a=(1,3) \\ \emptyset & \text { otherwise }\end{cases}$
etc.
etc.
Since the functor $X \mapsto \mathcal{P}_{\text {fin }}(X)^{A}$ is a finite Kripke polynomial functor, we know by Theorem 2.3.9 that it has a final coalgebra. In this section we shall write this final coalgebra oren
as:

$$
\begin{equation*}
Z_{A} \xrightarrow{\zeta_{A}} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}, \tag{3.3}
\end{equation*}
$$

where the set of inputs $A$ is a parameter. We do not really care what these sets $Z_{A}$ actually look like, because we shall only use their universal properties, and do not wish to depend on a concrete representation. However, concrete descriptions in terms of certain finitely branching trees modulo bisimilarity may be given, see [414, Section 4.3] (following [55]) In this context we shall call the elements of carrier $Z_{A}$ of the final coalgebra processes. Our change machine coalgebra ch from Figure 3.5 with its set of actions $E$ thus gives rise to a behaviour map:

$$
\begin{align*}
& \mathcal{P}_{\text {fin }}(S)^{E}-\mathcal{P}_{\text {fin }}\left(\text { beh }_{\text {ch }}\right)^{E}-\rightarrow \mathcal{P}_{\text {fin }}\left(Z_{E}\right)^{E} \tag{3.4}
\end{align*}
$$

The behaviour function beh ${ }_{c h}$ turns the concrete states $s_{0}, \ldots, s_{10}$ of our change machine into abstract states of the final coalgebra $Z_{E}$-i.e. into processes-with the same behaviour

### 3.5.1 Process descriptions

Several languages have been proposed in the literature to capture processes, such as Algebra of Communicating Processes (ACP) [68, 130] Calculus of Crocesses, such as Alge bra of Communicating Processes (ACP) [68, 130], Calculus of Communicating Systems
(CCS) [323, 324] or Communicating Sequential Processes (CSP) [209]. The goal of such (CCS) [323,324] or Communicating Sequential Processes (CSP) [209]. The goal of such
languages is to study processes via axiom systems in which notions like sequential and parallel execution, alternative choice, communication, etc. are formalised by means of algebraic operations and equations. It is not our aim to go into precise syntax and into the
various differences between these formalisms. Instead we concentrate on the semantics and describe only a few basic operations on processes, showing how they can be interpreted in a final coalgebra of the form (3.3). As an example, the above change machine could be described via a (recursive) process equation:

$$
\begin{equation*}
\mathrm{CH}=5 \cdot(2,1) \cdot \mathrm{CH}+5 \cdot(1,3) \cdot \mathrm{CH}+5 \cdot(0,5) \cdot \mathrm{CH}+ \tag{3.5}
\end{equation*}
$$

$10 \cdot(5,0) \cdot \mathrm{CH}+10 \cdot(4,2) \cdot \mathrm{CH}+10 \cdot(3,4) \cdot \mathrm{CH}+$
$10 \cdot(2,6) \cdot \mathrm{CH}+10 \cdot(1,8) \cdot \mathrm{CH}+10 \cdot(0,10) \cdot \mathrm{CH}+$
empty 0 .
Process algebras can be understood more generally as providing a convenient syntax for describing various kinds of transition systems, see also Example 3.5 .1 below.
In the following we fix an arbitrary set $A$ of actions, and we consider the associated final coalgebra $Z_{A} \xrightarrow{\cong} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}$ as in (3.3). We shall describe a collection of operations (such as + and $\cdot$ above) on processes, understood as elements of $Z_{A}$.

The null process
One can define a trivial process which does nothing. It is commonly denoted as 0 , and is defined as:

$$
0 \stackrel{\text { def }}{=} \zeta_{A}^{-1}(\lambda a \in A . \emptyset) .
$$

This means that there are no successor states of the process $0 \in Z_{A}$-since by construction the set of successors $\zeta_{A}(0)(a)$ is empty, for each label $a \in A$.

Sum of two processes
Given two processes $z_{1}, z_{2} \in Z_{A}$, one can define a sum process $z_{1}+z_{2} \in Z_{A}$ via the union peration $\cup$ on subsets:

$$
z_{1}+z_{2} \stackrel{\operatorname{def}}{=} \zeta_{A}^{-1}\left(\lambda a \in A \cdot \zeta_{A}\left(z_{1}\right)(a) \cup \zeta_{A}\left(z_{2}\right)(a)\right)
$$

Then:

$$
\begin{aligned}
\left(z_{1}+z_{2}\right) \xrightarrow{a} w & \Longleftrightarrow w \in \zeta_{A}\left(z_{1}+z_{2}\right)(a) \\
& \Longleftrightarrow w \in \zeta_{A}\left(z_{1}\right)(a) \cup \zeta_{A}\left(z_{2}\right)(a) \\
& \Longleftrightarrow w \in \zeta_{A}\left(z_{1}\right)(a) \text { or } w \in \zeta_{A}\left(z_{2}\right)(a) \\
& \Longleftrightarrow z_{1} \xrightarrow{a} w \text { or } z_{2} \xrightarrow{a} w .
\end{aligned}
$$

This means that there is an $a$-transition out of the sum process $z_{1}+z_{2}$ if and only if there is an $a$-transition either out of $z_{1}$ or out of $z_{2}$. In the process literature one usually encounters he following two rules:

$$
\begin{equation*}
\frac{z_{1} \xrightarrow{a} w}{z_{1}+z_{2} \xrightarrow{a} w} \quad \frac{z_{2} \xrightarrow{a} w}{z_{1}+z_{2} \xrightarrow{a} w} \tag{3.6}
\end{equation*}
$$

It is not hard to see that the structure $\left(Z_{A},+, 0\right)$ is a commutative monoid with idempotent operation: $z+z=z$ for all $z \in Z_{A}$.

## Prefixing of actions

Given a process $z \in Z_{A}$ and an action $b \in A$ there is a process $b \cdot z$ which first performs $b$ and then continues with $z$. It can be defined as:

$$
\begin{aligned}
b \cdot z & \stackrel{\text { def }}{=} \zeta_{A}^{-1}(\lambda a \in A \cdot \text { if } a=b \text { then }\{z\} \text { else } \emptyset) \\
& =\zeta_{A}^{-1}(\lambda a \in A \cdot\{z \mid a=b\}) .
\end{aligned}
$$

We then have, for $w \in Z_{A}$ and $b \in A$,

$$
\begin{aligned}
(b \cdot z) \xrightarrow{a} w & \Longleftrightarrow w \in \zeta_{A}(b \cdot z)(a) \\
& \Longleftrightarrow w \in\{z \mid a=b\} \\
& \Longleftrightarrow a=b \wedge w=z .
\end{aligned}
$$

This gives the standard rule

$$
\begin{equation*}
\overline{b \cdot z \xrightarrow{b} z} \tag{3.7}
\end{equation*}
$$

3.5.1. Example (Change machine, continued). Having defined prefixing and sum we can verify the validity of the change machine equation (3.5), for the interpretation $\mathrm{CH}=$ $\operatorname{beh}_{\mathrm{ch}}\left(s_{0}\right) \in Z_{E}$ from (3.2). First we note that:

$$
\begin{aligned}
(2,1) \cdot \mathrm{CH} & =\zeta_{E}^{-1}(\lambda a \in E \cdot(\text { if } a=(2,1) \text { then }\{\text { beh } \\
& \left.\left.\left.=\zeta_{E h}^{-1}\left(s_{0}\right)\right\} \text { else } \emptyset\right)\right) \\
& =\zeta_{E}^{-1}\left(\lambda a \in E \cdot \mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\mathrm{ch}}\right)\left(\text { if } a=(2,1) \text { then }\left\{s_{0}\right\} \text { else } \emptyset\right)\right) \\
& =\zeta_{E}^{-1}\left(\lambda a \in E \cdot \zeta_{E}\left(\operatorname{beh}_{\mathrm{ch}}\left(\operatorname{beh}_{\mathrm{ch}}\left(s_{1}\right)\right)(a)\right)\right. \\
& \left.\left.\left.\quad \text { shince beh } s_{1}\right)(a)\right)\right) \\
& =\zeta_{E}^{-1}\left(\zeta_{E}\left(\operatorname{beh}_{\mathrm{ch}}\left(s_{1}\right)\right)\right) \\
& =\operatorname{beh}_{\mathrm{ch}}\left(s_{1}\right)
\end{aligned}
$$

Similar equations can be derived for the states $s_{2}, \ldots, s_{9}$. And for $s_{10}$ we have:

$$
\begin{aligned}
\operatorname{beh}_{\mathrm{ch}}\left(s_{10}\right) & =\zeta_{E}^{-1}\left(\lambda a \in E \cdot \zeta_{E}\left(\operatorname{beh}_{\mathrm{ch}}\left(s_{10}\right)\right)(a)\right) \\
& =\zeta_{E}^{-1}\left(\lambda a \in E \cdot \mathcal{P}_{\mathrm{fin}}\left(\operatorname{beh}_{\mathrm{ch}}\right)\left(\operatorname{ch}\left(s_{10}\right)(a)\right)\right) \\
& =\zeta_{E}^{-1}\left(\lambda a \in E \cdot \mathcal{P}_{\mathrm{fin}}\left(\operatorname{beh}_{\mathrm{ch}}\right)(\emptyset)\right) \\
& =\zeta_{E}^{-1}(\lambda a \in E . \emptyset) \\
& =0 .
\end{aligned}
$$

since for each action $a \in E$ we have:
$\zeta_{E}(\mathrm{CH})(a)$
$=\zeta_{E}\left(\operatorname{beh}_{\text {ch }}\left(s_{10}\right)\right)(a)$
$=\mathcal{P}_{\text {fin }}\left(\right.$ beh $\left._{\text {ch }}\right)\left(\operatorname{ch}\left(s_{0}\right)(a)\right) \quad$ by (3.4)
$=\left\{\begin{array}{cl}\left\{\operatorname{beh}_{\text {ch }}\left(s_{1}\right), \operatorname{beh}_{\text {ch }}\left(s_{2}\right), \operatorname{beh}_{\text {ch }}\left(s_{3}\right)\right\} & \text { if } a=5 \\ \left\{\operatorname{beh}_{\text {ch }}\left(s_{4}\right), \operatorname{beh}_{\text {ch }}\left(s_{5}\right), \operatorname{beh}_{\text {ch }}\left(s_{6}\right),\right. & \\ \left.\operatorname{beh}_{\text {ch }}\left(s_{7}\right), \text { beh }_{\text {ch }}\left(s_{8}\right), \operatorname{beh}_{\text {ch }}\left(s_{9}\right)\right\} & \text { if } a=10 \\ \left\{\operatorname{beh}\left(s_{10}\right)\right\} & \text { if } a=\text { empty }\end{array}\right.$
$=\left\{\operatorname{beh}_{\text {ch }}\left(s_{1}\right), \operatorname{beh}_{\text {ch }}\left(s_{2}\right), \operatorname{beh}_{\text {ch }}\left(s_{3}\right) \mid a=5\right\} \cup$
$\left\{\operatorname{beh}_{\text {ch }}\left(s_{4}\right), \operatorname{beh}_{\text {ch }}\left(s_{5}\right), \operatorname{beh}_{\text {ch }}\left(s_{6}\right), \operatorname{beh}_{\text {ch }}\left(s_{7}\right), \operatorname{beh}_{\text {ch }}\left(s_{8}\right), \operatorname{beh}_{\text {ch }}\left(s_{9}\right) \mid a=10\right\}$ $\cup\left\{\operatorname{ch}\left(s_{10}\right) \mid a=\right.$ empty
$=\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{1}\right) \mid a=5\right\} \cup\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{2}\right) \mid a=5\right\} \cup\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{3}\right) \mid a=5\right\} \cup$ $\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{4}\right) \mid a=10\right\} \cup\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{5}\right) \mid a=10\right\} \cup\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{6}\right) \mid a=10\right\} \cup$ $\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{7}\right) \mid a=10\right\} \cup\left\{\operatorname{beh}_{\mathrm{ch}}\left(s_{8}\right) \mid a=10\right\} \cup\left\{\operatorname{beh}_{\text {ch }}\left(s_{9}\right) \mid a=10\right\} \cup$ $\left\{\operatorname{ch}\left(s_{10}\right) \mid a=\right.$ empty $\}$
$=\zeta_{E}(5 \cdot(2,1) \cdot \mathrm{CH})(a) \cup \zeta_{E}(5 \cdot(1,3) \cdot \mathrm{CH})(a) \cup \zeta_{E}(5 \cdot(0,5) \cdot \mathrm{CH})(a) \cup$ $\zeta_{E}(10 \cdot(5,0) \cdot \mathrm{CH})(a) \cup \zeta_{E}(10 \cdot(4,2) \cdot \mathrm{CH})(a) \cup \zeta_{E}(10 \cdot(3,4) \cdot \mathrm{CH})(a) \cup$ $\zeta_{E}(10 \cdot(2,6) \cdot \mathrm{CH})(a) \cup \zeta_{E}(10 \cdot(1,8) \cdot \mathrm{CH})(a) \cup \zeta_{E}(10 \cdot(0,10) \cdot \mathrm{CH})(a) \cup$ $\zeta_{E}$ (empty $\left.\cdot 0\right)(a)$
$=\zeta_{E}(5 \cdot(2,1) \cdot \mathrm{CH}+5 \cdot(1,3) \cdot \mathrm{CH}+5 \cdot(0,5) \cdot \mathrm{CH}+$ $10 \cdot(5,0) \cdot \mathrm{CH}+10 \cdot(4,2) \cdot \mathrm{CH}+10 \cdot(3,4) \cdot \mathrm{CH}+$ $10 \cdot(2,6) \cdot \mathrm{CH}+10 \cdot(1,8) \cdot \mathrm{CH}+10 \cdot(0,10) \cdot \mathrm{CH}+$ empty $\cdot 0)(a)$.
This example illustrates an approach for verifying that a transition system on an arbitrary tate space satisfies a certain process equation

1. Map the transition system to the final coalgebra via the behaviour map beh
2. Check the equation for beh $\left(s_{0}\right)$, where $s_{0}$ is a suitable (initial) state, using the above interpretations of the process combinators $+, 0, \cdot$ etc. on the final coalgebra.

### 3.5.2 A simple process algebra

the previous subsection we have seen several process combinators, described as funcIn the previous subsection we have seen several process combinators, described as func-
tions on a terminal coalgebra $Z_{A} \xrightarrow{\leftrightarrows} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}$. Next we shall consider these basic combinators as constructors of a very simple process language, often called Basic Process Algebra (BPA), see [130, 412]. In the spirit of this text, the language of finite terms will be described as an initial algebra.
For an arbitrary set $A$ of actions, consider the simple polynomial functor $\Sigma_{A}:$ Sets $\rightarrow$ Sets given by

$$
\Sigma_{A}(X)=1+(A \times X)+(X \times X)
$$

An algebra $\Sigma_{A}(X) \rightarrow X$ for this functor thus consists of three operations which we call $0: 1 \rightarrow X$ for null-process, $:: A \times X \rightarrow X$ for prefixing, and $+: X \times X \rightarrow X$ for sum. We have seen that the final coalgebra $Z_{A} \xrightarrow{\cong} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}$ carries a $\Sigma_{A}$-algebra structure which we shall write as $\xi_{A}: \Sigma_{A}\left(Z_{A}\right) \rightarrow Z_{A}$. It is given by the structure described earlier before Example 3.5.1). Thus we have a bialgebra of processes:

$$
\Sigma_{A}\left(Z_{A}\right) \xrightarrow{\xi_{A}} Z_{A} \xrightarrow{\zeta_{A}} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}
$$

The free $\Sigma_{A}$-algebra on a set $V$ consists the terms build up from the elements from $V$ a variables. An interesting algebra is given by the free $\Sigma_{A}$-algebra on the final coalgebra $Z_{A}$ It consists of terms built out of processes, as studied in [374] under the phrase "processe as terms". Here we shall write $P_{A}$ for the initial $\Sigma_{A}$-algebra, i.e. the free algebra on the empty set. The set $P_{A}$ contains the "closed" process terms, without free variables. The are built up from 0 and $a \in A$. We shall write this algebra as $\alpha: \Sigma_{A}\left(P_{A}\right) \xrightarrow{\cong} P_{A}$. It is not hard to see that the set $P_{A}$ of process terms also carries a bialgebra structure:

$$
\Sigma_{A}\left(P_{A}\right) \xrightarrow{\alpha} \underset{\sim}{\cong} P_{A} \xrightarrow{\beta} \mathcal{P}_{\text {fin }}\left(P_{A}\right)^{A}
$$

The coalgebra $\beta$ is defined by induction, following the transition rules (3.6), (3.7). For each $\in A$

$$
\begin{aligned}
\beta(0)(a) & =\emptyset \\
\beta(b \cdot s)(a) & =\{s \mid b=a\} \\
\beta(s+t)(a) & =\beta(s)(a) \cup \beta(t)(a) .
\end{aligned}
$$

These definitions form a very simple example of a structural operations semantics (SOS): operational behaviour defined by induction on the structure of terms.

The next result shows that the denotational semantics given by initiality and operationa semantics given by finality for process terms coincide.
3.5.2. Proposition. In the above situation we obtain two maps $P_{A} \rightarrow Z_{A}$, one by initialit and one by finality:


These two maps are equal, so that $\operatorname{int}_{\alpha}=$ beh $_{\beta}: P_{A} \rightarrow Z_{A}$ is a "map of bialgebras" commuting both with the algebra and coalgebra structures. This proves in particular that the behavioural semantics beh ${ }_{\beta}$ of processes is compositional: it commutes with the term forming operations.

Proof. By induction on the structure of a term $s \in P_{A}$ we prove that $\operatorname{beh}_{\beta}(s)=\operatorname{int}_{\alpha}(s)$,
or equivalently, $\zeta\left(\operatorname{beh}_{\beta}(s)\right)(a)=\zeta\left(\operatorname{int}_{\alpha}(s)\right)(a)$, for all $a \in A$.
$\zeta\left(\operatorname{beh}_{\beta}(0)\right)(a)=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)^{A}(\beta(0))(a)$
$=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(0)(a))$
$=\mathcal{P}_{\text {fin }}\left(\right.$ beh $\left._{\beta}\right)(\emptyset)$
$=\emptyset$
$=\zeta(0)(a)$
$=\zeta\left(\operatorname{int}_{\alpha}(0)\right)(a)$
$\zeta\left(\operatorname{beh}_{\beta}(b \cdot s)\right)(a)=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(b \cdot s)(a))$
$=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\{s \mid b=a\}$
$\left.=\left\{\operatorname{beh}_{\beta}(s) \mid b=a\right\}\right)$
$\left.=\left\{\operatorname{int}_{\alpha}(s) \mid b=a\right\}\right)$
$=\zeta\left(b \cdot \operatorname{int}_{\alpha}(s)\right)(a)$
$=\zeta\left(\operatorname{int}_{\alpha}(b \cdot s)\right)(a)$
$\zeta\left(\operatorname{beh}_{\beta}(s+t)\right)(a)=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(s+t)(a))$
$=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(s)(a) \cup \beta(t)(a))$
$=\mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(s)(a)) \cup \mathcal{P}_{\text {fin }}\left(\operatorname{beh}_{\beta}\right)(\beta(t)(a)$
$=\zeta\left(\operatorname{beh}_{\beta}(s)\right)(a) \cup \zeta\left(\operatorname{beh}_{\beta}(t)\right)(a)$
$\stackrel{(14)}{=} \zeta\left(\operatorname{int}_{\alpha}(s)\right)(a) \cup \zeta\left(\operatorname{int}_{\alpha}(t)\right)(a)$
$=\zeta\left(\operatorname{int}_{\alpha}(s)+\operatorname{int}_{\alpha}(t)\right)(a)$
$=\zeta\left(\operatorname{int}_{\alpha}(s+t)\right)(a)$.
3.5.3. Proposition. Still in the above situation, the bisimilarity relation $\leftrightarrow$ on the set $P_{A}$ of process terms is a congruence.

Proof. Consider the following diagram, where we abbreviate $f=\operatorname{beh}_{\beta}=\operatorname{int}_{\alpha}$.


The map $e$ is the equaliser of $f \circ \pi_{1}$ and $f \circ \pi_{2}$, using Theorem 3.4.1. The map $d$ is the pair $\left\langle\Sigma_{A}\left(\pi_{1} \circ e\right), \Sigma\left(\pi_{2} \circ e\right)\right\rangle$. We show that $(\alpha \times \alpha) \circ d$ equalises $f \circ \pi_{1}, f \circ \pi_{2}$. The dashed rrow then exists by the universal property of the equaliser $e$, making $\leftrightarrow$ a congruence (see Theorem 3.3.5). Thus, what remains is:

$$
\begin{aligned}
& f \circ \pi_{1} \circ(\alpha \times \alpha) \circ d \\
& =\operatorname{int}_{\alpha} \circ \alpha \circ \pi_{1} \circ d \\
& =\xi \circ \Sigma_{A}\left(\operatorname{int}_{\alpha}\right) \circ \Sigma_{A}\left(\pi_{1} \circ e\right) \\
& =\xi \circ \Sigma_{A}\left(\operatorname{int}_{\alpha}\right) \circ \Sigma_{A}\left(\pi_{2} \circ e\right) \quad \text { since } e \text { is equaliser and beh }{ }_{\beta}=\operatorname{int}_{\alpha} \\
& =\operatorname{int}_{\alpha} \circ \alpha \circ \pi_{2} \circ d \\
& =f \circ \pi_{2} \circ(\alpha \times \alpha) \circ d .
\end{aligned}
$$

he algebraic operations for process formation preserve indistinguishability of behaviour Later, in Section 5.5, this topic will be studied in greater generality (following [413, 412, $59,274]$ ). A more abstract view on the structure we find on the final coalgebra $Z_{4}$ is elaborated in [194, 189, 191], where it is shown that "outer" structure that can be formulated on coalgebras is mimicked by "inner" structure on the final coalgebra.

The toy example (3.5) of this section illustrates the close connection between final coalgebras and process languages. This connection is further elaborated in [395] (and [394]) where locally final coalgebras of polynomial functors are described syntactically

## Exercises

3.5.1. Complete the definition of the coalgebrach: $S \rightarrow \mathcal{P}_{\mathrm{fin}}(S)^{E}$ in the beginning of this section
3.5.2. Prove that $\left(Z_{A},+, 0\right)$ is indeed a commutative monoid, as claimed above.
3.5.3. One can consider each action $a \in A$ as a process

$$
\widehat{a} \stackrel{\text { def }}{=} a \cdot 0 \in Z_{A}
$$

It can do only an $a$-transition. Prove that this yields an injection $A \hookrightarrow Z_{A}$.
3.5.4. Consider the following alternative process equation for a Euro change machine

$$
\begin{aligned}
\mathrm{CH}^{\prime}= & 5 \cdot\left((2,1) \cdot \mathrm{CH}^{\prime}+(1,3) \cdot \mathrm{CH}^{\prime}+(0,5) \cdot \mathrm{CH}^{\prime}\right) \\
& +10 \cdot\left((5,0) \cdot \mathrm{CH}^{\prime}+(4,2) \cdot \mathrm{CH}^{\prime}+(3,4) \cdot \mathrm{CH}^{\prime}+\right. \\
& + \text { empty. } \\
& \left.(2,6) \cdot \mathrm{CH}^{\prime}+(1,8) \cdot \mathrm{CH}^{\prime}+(0,10) \cdot \mathrm{CH}^{\prime}\right) \\
&
\end{aligned}
$$

Understand the difference between CH in (3.5) and this $\mathrm{CH}^{\prime}$, for instance by describing a witable transition system which forms a model of this equatio Are CH and $\mathrm{CH}^{\prime}$ bisimilar?

## Chapter 4

## Logic, Lifting, and Finality

The previous three chapters have introduced some basic elements of the theory of coal gebras, focusing on coalgebraic system descriptions, homomorphisms, behaviour, finality and bisimilarity. So far, only relatively simple coalgebras have been used, for inductively defined classes of polynomial functors, on the category Sets of sets and functions. This chapter will go beyond these polynomial functors, and will consider other examples. But more importanty, it will follow a dirferent, more systematic approach, not relying on the revitaly, this chapter will techncally be more challenging, requiring more categorical naturity from the reader. However, the chapter can also be skipped and consulted later, on maturity from the rea call-by-need basis.
The chapter starts with a concrete description of two new functors, namely the multiset and distribution functors, written as $\mathcal{M}$ and $\mathcal{D}$ respectively. As we shall see, on the one and, from an abstract point of view, they are much like powerset $\mathcal{P}$, but on the other hand they capture different kinds of comp
$\mathcal{M}$ for resource-sensitive computatio
Subsequently, Sections 4.2-4.5 will take a systematic look at relation lifting-used in the previous chapter to define bisimulation relations. Relation lifting will be described as a certain logical operation, which will be developed on the basis of a moderate amount of categorical logic, in terms of so-called factorisation systems. This will give rise to the notion of 'logical bisimulation' in Section 4.5. It is compared to several alternative formulations. For weak pullback preserving functors on Sets these different formulations coincide. With his theory in place Section 4.6 concentrates on the existence of final coalgebras. Recall hat earlier we skipped the proof of Theorem 2.3.9, claiming the existence of final coalgebras for finite Kripke polynomial functors. Here we present general existence results, for bounded' endofunctors on Sets. Finally, Section 4.7 contains another characterisation of simple polynomial functors in terms of size and preservation properties. It also contains a characterisation of more general "analytical" functors, which includes for instance the multiset functor $\mathcal{M}$.

### 4.1 Multiset and distribution functor

A set is a collection of elements. Such an element, if it occurs in the set, occurs only once. This sounds completely trivial. But one can imagine situations in which multiple occurrences of the same element can be relevant. For instance, in a list it is quite natural that one and the same element occurs multiple times-but at different places in the list. A that one and the same element occurs multiple times-but at different places in the list. A
multiset-or what computer scientists usually call a bag-is a 'set' in which an element $x$ may occur multiple times. One can write this for instance as $2 x, 10 x, 1 x$, or even $0 x$ where the $n$ in $n x$ describes that $x$ occurs $n$ times.

| operator | order relevant | multiplicities relevant |
| :---: | :---: | :---: |
| list $(-)^{\star}$ | Yes | Yes |
| powerset $\mathcal{P}$ | No | No |
| multiset $\mathcal{M}$ | No | Yes |
| distribution $\mathcal{D}$ | No | Yes |

Figure 4.1: Various collection types described as functors
Thus once can distinguish different operators for collecting elements according to wheth er the order of occurrence of elements matters, or whether multiplicities of elements are relevant. The table in Figure 4.1 describes some of these collection types.
An important question is how to count occurrences of elements in a multiset. The obvious choice is to use natural numbers $n x$, like above. But it turns out to be convenient wo elements $x$ But aso one may wat to allow $\frac{1}{2} x$ so that the number in front of $x$ ma e interpreted as the probability of having $x$ in a set. This is precisely what happens in the distribution functor $\mathcal{D}$, see below.
It thus makes sense to allow a quite general form of counting elements. We shall use
n arbitrary commutative monoid $M=(M,+, 0)$ for this purpose, and write occurrences of an element $x$ as $m x$ or sometimes $m \cdot x$, for $m \in M$. The expression $0 x$ is then used for non-occurrence of $x$. Later on, in Section 5.1 we shall see that it makes sense to assume more than an additive monoid structure on multiplicities, namely also multiplication (giving a semiring). But for now a monoid structure suffices.

The operation of forming (finite) multisets of a given set is functorial. The resulting functor will be called the multiset functor, and written as $\mathcal{M}$. It is called the "monoidal exponentiation functor" in [394] (see also [174, 168]).
4.1.1. Definition. For a commutative monoid $M=(M,+, 0)$ we define the multiset functor $\mathcal{M}_{M}:$ Sets $\rightarrow$ Sets on a set $X$ as:

$$
\mathcal{M}_{M}(X)=\{\varphi: X \rightarrow M \mid \operatorname{supp}(\varphi) \text { is finite }\},
$$

where $\operatorname{supp}(\varphi)=\{x \in X \mid \varphi(x) \neq 0\}$ is called the support of $\varphi$.
On a function $f: X \rightarrow Y$ one has $\mathcal{M}_{M}(f): \mathcal{M}_{M}(X) \rightarrow \mathcal{M}_{M}(Y)$ via
$\mathcal{M}_{M}(f)(\varphi)(y)=\sum_{x \in f^{-1}(y)} \varphi(x)=\sum\{\varphi(x) \mid x \in \operatorname{supp}(\varphi)$ with $f(x)=y\}$.
This definition requires some explanation. A multiset $\varphi \in \mathcal{M}_{M}(X)$ is a function $\varphi: X \rightarrow M$ which is non-zero on only finitely many elements, say $\varphi\left(x_{1}\right) \neq 0$, $\varphi\left(x_{n}\right) \neq 0$. The support of $\varphi$ is then the subset $\operatorname{supp}(\varphi)=\left\{x_{1}, \ldots, x_{n}\right\} \subseteq X$ of those elements that occur in the multiset, with certain multiplicities. The multiplicity of $x_{i} \in$ elements that occur in the multiset, with certain multiplicities. The multiplicity of $x_{i} \in$
$\operatorname{supp}(\varphi)$ is $\varphi\left(x_{i}\right) \in M$. One conveniently writes such a multiset as formal sum $m_{1} x_{1}+$ $\operatorname{supp}(\varphi)$ is $\varphi\left(x_{i}\right) \in M$. One conveniently writes such a multiset as formal sum $m_{1} x_{1}+$
$\cdots+m_{n} x_{n}$, where $m_{i}=\varphi\left(x_{i}\right) \in M$ is the multiplicity of the element $x_{i}$. By convention, $\cdots+m_{n} x_{n}$, where $m_{i}=\varphi\left(x_{i}\right) \in M$ is the multiplicity of the element $x_{i}$. By convention,
the + in these formal sums is commutative and associative; $m x+m^{\prime} x$ is the same as $\left(m+m^{\prime}\right) x$, and $m x+0 y$ is $m x$.
With this formal sum notation we can write the action of the functor $\mathcal{M}_{M}$ on functions as:

$$
\begin{equation*}
\mathcal{M}_{M}(f)\left(m_{1} x_{1}+\cdots+m_{n} x_{n}\right)=m_{1} f\left(x_{1}\right)+\cdots+m_{n} f\left(x_{n}\right) . \tag{4.1}
\end{equation*}
$$

This works by the above mentioned conventions about formal sums. Preservation of composition holds simply by:

$$
\mathcal{M}_{M}(g)\left(\mathcal{M}_{M}(f)\left(\sum_{i} m_{i} x_{i}\right)\right)=\mathcal{M}_{M}(g)\left(\sum_{i} m_{i} f\left(x_{i}\right)\right)=\sum_{i} m_{i} g\left(f\left(x_{i}\right)\right)
$$

$$
=\mathcal{M}_{M}(g \circ f)\left(\sum_{i} m_{i} x_{i}\right) .
$$

Thus, $\mathcal{M}_{M}(X)$ contains finite multisets, with elements from the set $X$ and multiplicities in the monoid $M$. We restrict ourselves to finite multiset, to make sure that the sums $\sum$ in the definition of $\mathcal{M}_{M}(f)$ in Definition 4.1.1 exist
Before describing examples, we mention some obvious properties.
4.1.2. Lemma. The empty multiset and the join of multisets make the sets $\mathcal{M}_{M}(X)$ from Definition 4.1.1 commutative monoids; the functions $\mathcal{M}_{M}(f): \mathcal{M}_{M}(X) \rightarrow \mathcal{M}_{M}(Y)$ pre serve this monoid structure
Further, for the initial (empty) set 0 , for the final (singleton) set 1 , and for a finite set , there are isomorphisms:

$$
\mathcal{M}_{M}(0) \cong 1 \quad \mathcal{M}_{M}(1) \cong M \quad \mathcal{M}_{M}(V) \cong M^{V}
$$

(which are all isomorphisms of monoids).
Proof. The monoid structure on $\mathcal{M}_{M}(X)$ can be described pointwise:

$$
\varphi+\psi=\lambda x \in X . \varphi(x)+\psi(x) \quad \text { with zero } \quad \lambda x \in X .0
$$

Alternatively, it may be described in terms of the formal sums: the operations represent the join of multisets and the empty multiset. The isomorphisms are obvious.
4.1.3. Examples. For some specific examples of monoids $M$ we describe the multiset $\mathcal{M}_{M}(X)$ in some more detail. The characterisations we give as free structures can be checked per case, but turn out to be instances of a more general result, see Example 5.4.3 (ii) later on.
(i) We start with $M=\mathbb{N}$, the commutative monoid of natural numbers with addition $(0,+)$. The set $\mathcal{M}_{\mathbb{N}}(X)$ contains 'traditional' multisets (or bags), with natural numbers as multiplicities. This set $\mathcal{M}_{\mathbb{N}}(X)$ is the free commutative monoid on the set $X$.
(ii) For $M=\mathbb{Z}$ we can additionally have negative occurrences of elements in $\mathcal{M}_{\mathbb{Z}}(X)$.
his $\mathcal{M}_{\mathbb{Z}}(X)$ is the free commutative (Abelian) group on $X$.
(iii) For the two-element monoid $M=2=\{0,1\}$, with join $\vee$ (logical or) and unit 0 monoid structure, there are no multiplicities except 0 and 1 . Hence multisets over 2 are finite subsets: $\mathcal{M}_{2}(X) \cong \mathcal{P}_{\text {fin }}(X)$.
(iv) For $M=\mathbb{R}$ we get real numbers as multiplicities and $\mathcal{M}_{\mathbb{R}}(X)$ is free vector space ver $\mathbb{R}$ on $X$. Scalar multiplication is given by $r \bullet \varphi=\lambda x \cdot r \cdot \varphi(x)$, where $\cdot$ is multiplication of real numbers
The general description of multisets, over an arbitrary monoid, thus covers various mathematical structures. Next we illustrate how repeated multisets are of interest, namely in order to describe (multivariate) polynomials.
4.1.4. Example. Above we have used formal sums $m_{1} x_{1}+\cdots+m_{n} x_{n}$ as convenient notaion for multisets. For monoids and groups one sometimes uses additive notation $(0,+)$ and sometimes multiplicative notation $(1, \cdot)$. Similarly, one may choose to use multiplicative notation for multisets, as in.

$$
x_{1}^{m_{1}} \cdots x_{n}^{m_{n}} .
$$

Now let's consider the repeated multiset functor application

$$
\mathcal{M}_{M}\left(\mathcal{M}_{\mathbb{N}}(X)\right),
$$

where $M$ is an arbitrary monoid. An element $\Phi \in \mathcal{M}_{M}\left(\mathcal{M}_{\mathbb{N}}(X)\right)$ is described as a formal sum of multisets:

$$
\Phi=\sum_{i} m_{i} \varphi_{i} \quad \text { where } \quad \varphi_{i} \in \mathcal{M}_{\mathbb{N}}(X) .
$$

Now it is convenient to use multiplicative notation for the inner multisets $\varphi_{i}$, so that we get:

$$
\Phi=\sum_{i} m_{i} x_{i 1}^{n_{i 1}} \cdots x_{i k_{i}}^{n_{i k_{i}}} \quad \text { for } \quad k_{i}, n_{i j} \in \mathbb{N} .
$$

Thus, elements of the double-multiset (4.1) are polynomials (as in algebra), with coefficients $m_{i}$ from $M$. They are so-called multivariate polynomials, involving multiple variables $x_{i j}$, taken from a set of variables $X$. The univariate polynomials, with only one variable-say $x$-are obtained as special case of (4.1), namely by taking the singleton se $X=1$. The element of $\mathcal{M}_{M}\left(\mathcal{M}_{\mathbb{N}}(1)\right) \cong \mathcal{M}_{M}(\mathbb{N})$ are formal sums $\sum_{i} m_{i} n_{i}$, commonly written as $\sum_{i} m_{i} x^{n_{i}}$, where $x$ is a chosen variable.

This concludes, for the time being, our investigation of multiset functors. In Section 5. we shall return to them and see that they carry a monad structure, provided the set of multiplicities is not only a monoid but also a semiring (with additionally multiplication, see Definition 5.1.4 and Lemma 5.1.5). In the remainder of this section we investigate the distribution functor $\mathcal{D}$, which involves probabilities as multiplicities
4.1.5. Definition. The (discrete probability) distribution functor $\mathcal{D}:$ Sets $\rightarrow$ Sets is
defined as: defined as:

$$
\mathcal{D}(X)=\left\{\varphi: X \rightarrow[0,1] \mid \operatorname{supp}(\varphi) \text { is finite and } \sum_{x} \varphi(x)=1\right\},
$$

where $[0,1] \subseteq \mathbb{R}$ be the unit interval of real numbers, and $\operatorname{supp}(\varphi) \subseteq X$ is the subset of $x \in X$ where $\varphi(x) \neq 0$, like in Definition 4.1.1. For a function $f: X \rightarrow Y$ the map $\mathcal{D}(f): \mathcal{D}(X) \rightarrow \mathcal{D}(Y)$ is defined as for multisets, namely by:

$$
\mathcal{D}(f)(\varphi)(y)=\sum_{x \in f^{-1}(y)} \varphi(x)=\sum\{\varphi(x) \mid x \in \operatorname{supp}(\varphi) \text { with } f(x)=y\} .
$$

A discrete probability distribution $\varphi \in \mathcal{D}(X)$ may be identified with a formal convex $\operatorname{sum} r_{1} x_{1}+\cdots+r_{n} x_{n}$, where $\operatorname{supp}(\varphi)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $r_{i}=\varphi\left(x_{i}\right) \in[0,1]$ is the probability associated with the element $x_{i} \in X$. These probabilities are required to add up to one: $\sum_{i} r_{i}=1$. With this formal sum notation we can again describe the functor applied to a function $f$ succinctly as $\mathcal{D}(f)\left(\sum_{i} r_{i} x_{i}\right)=\sum_{i} r_{i} f\left(x_{i}\right)$, like for multiset functors. This hows that the map $\mathcal{D}(f)$ is well-defined, in the sense $\sum_{y} \mathcal{D}(f)(\varphi)(y)=1$.
For distributions $\sum_{i} r_{i} x_{i} \in \mathcal{D}(X)$ the probabilities $r_{i} \in[0,1]$ add up to 1 . In some situations one wishes to be more flexible and allow $\sum_{i} r_{i} \leq 1$. Such sub probability dishave more structure than sets $\mathcal{D}(X)$ of (proper) probabilities, For instance $\mathcal{D}_{\leq 1}(X)$ is dcpo (used in [193]) and carries an action [0,1] $\times \mathcal{D}_{\leq 1}(X) \rightarrow \mathcal{D}_{\leq 1}(X)$.
Multiset functors $\mathcal{M}_{M}$ are parametrised by a monoid $M$. In contrast, distributions in $\mathcal{D}(X)$ take their values in the (fixed) set $[0,1]$ of probabilities. It is also possible to replace $[0,1]$ by a parameterised structure, namely a so-called effect monoid, see [236]. Such effect monoids are used in the probability theory developed in the context of quantum mechanic (see e.g. [363]). However, such generality is not needed here.

In analogy with Lemma 4.1.2 we have the following results for distribution functors.
4.1.6. Lemma. For the distribution functor $\mathcal{D}$ there are the following isomorphisms.

$$
\mathcal{D}(0) \cong 0 \quad \mathcal{D}(1) \cong 1 \quad \mathcal{D}(2) \cong[0,1] .
$$

We saw that sets $\mathcal{M}_{M}(X)$ are commutative monoids. Sets $\mathcal{D}(X)$ also carry algebraic structure in the form of convex sums, see [232]. Further investigation of the categorical structure of distribution functors will be postponed until Section 5.1 on monads. We conlude by briefly describing what coalgebras of the functors $\mathcal{M}_{M}$ and $\mathcal{D}$ introduced in this section.
Coalgebras $c: X \rightarrow \mathcal{D}(X)$ of the distribution functor map a state $x$ to a probability distribution $c(X) \in \mathcal{D}(X)$ over successor states. Such a distribution may be written as $f(x)=r_{1} x_{1}+\cdots+r_{n} x_{n}$, where $\sum_{i} r_{i}=1$. A transition $x \longrightarrow x_{i}$ takes place with system $X \rightarrow \mathcal{D}(X)$ is also known as Markov chain. This basic form may be extended in various ways, for instance with labels, as in $X \rightarrow \mathcal{D}(A \times X)$, or with non-determinism, as in $X \rightarrow \mathcal{P}(A \times \mathcal{D}(X))$, see [391]. A classification of various such systems is given in [61].

Here is a very simple example of a Markov chain. Assume an abstract political landscape where only lefties ( L ) and righties $(\mathrm{R})$ are distinguished. It appears that with each cycle (of one year, say) $80 \%$ of lefties remain lefties and $20 \%$ become righties. The righties are more stable: $90 \%$ of them remains loyal, and $10 \%$ become lefties. This may be written as a Markov chain, or probabilistic automaton, with two states $L$ and $R$.


This Markov chain can equivalently be described as a coalgebra $c:\{L, R\} \rightarrow \mathcal{D}(\{L, R\})$ of the distribution functor. The function $c$ maps each state to a distribution, written as ormal convex sum

$$
c(L)=0.8 L+0.2 R
$$

$$
c(R)=0.1 L+0.9 R .
$$

Conventionally, such a system is described via a transition matrix:

$$
\left(\begin{array}{ll}
0.8 & 0.2 \\
0.1 & 0.9
\end{array}\right)
$$

and the analysis of the system proceeds via an analysis of the matrix (see [269, 213] for more information).
So far we have seen non-deterministic systems as coalgebras of the powerset functor $\mathcal{P}$ and probabilistic systems as coalgebras of the distribution functor $\mathcal{D}$. Many systems display both non-deterministic and probabilistic behaviour, in many combinations. Via a description in terms of coalgebras the differences can be seen clearly. Figure 4.2 gives an overview of the various systems that have been studied in the literature. The table is copied from [60, 399], to which we refer for more information. Here we focus on discrete probabilistic systems, in contrast to continuous ones, taking measurable spaces as state paces. Such continuous systems can also be described as coalgebras, namely of the "Giry" functor (or monad), see [147] and [339, 115] for more information.
Coalgebras $c: X \rightarrow \mathcal{M}_{M}(X)$ of a multiset functor are known as multigraphs [106] They can be understood more generally in terms of resources or costs $m \in M$ associated with a transition, as in $x \xrightarrow{m} x^{\prime}$ when $c(x)\left(x^{\prime}\right)=m$. This is characteristic of a weighted automaton, see [387, 116, 84].

### 4.1.1 Mappings between collection functor

In Figure 4.1 we have seen various functors, like list $(-)^{\star}$, powerset $\mathcal{P}$, multiset $\mathcal{M}$ and distribution $\mathcal{D}$ that collect elements in a certain way. An obvious question that comes up is if we can relate these functors, via suitable mappings. This can be done via natural
transformations. Recall from Definition 2.5 .4 that they are mappings between functors Below it will be shown that naturality is quite a subtle matter in this setting.
Consider first the probability distribution functor $\mathcal{D}:$ Sets $\rightarrow$ Sets. Each distribution $\varphi \in \mathcal{D}(X)$ is a function $\varphi: X \rightarrow[0,1]$ with finite support $\operatorname{supp}(\varphi) \subseteq X$, given by $\varphi \in \mathcal{D}(X)$ is a function $\varphi: X \rightarrow[0,1]$ with finite support $\operatorname{supp}(\varphi) \subseteq X$, given by
$\operatorname{supp}(\varphi)=\{x \in X \mid \varphi(x) \neq 0\}$, and probabilities adding up to $1: \sum_{x} \varphi(x)=1$. Thus, $\operatorname{supp}(\varphi)=\{x \in X \mid \varphi(x) \neq 0\}$, and probabilities adding up to 1 : $\sum_{x} \varphi(x)=1$. Thus,
we have $\operatorname{supp}(\varphi) \in \mathcal{P}(X)$, or even $\operatorname{supp}(\varphi) \in \mathcal{P}_{\text {fin }}(X)$. In order to emphasise that we we have $\operatorname{supp}(\varphi) \in \mathcal{P}(X)$, or even $\operatorname{supp}(\varphi) \in \mathcal{P}_{\text {fin }}(X)$. In order to emphasise that we
take supports of distributions on $X$ we label the support $\operatorname{supp}(\varphi)$ with this set $X$, as in $\operatorname{supp}_{X}(\varphi)$. Thus we have a collection of mappings:

$$
\left(\mathcal{D}(X) \xrightarrow{\operatorname{supp}_{X}} \mathcal{P}(X)\right)_{X \in \text { Sets }}
$$

This collection of functions is "natural in $X$ ": for each function $f: X \rightarrow Y$ we have a commuting square:

$$
\begin{gathered}
X \\
f \\
\underset{Y}{\downarrow}
\end{gathered}
$$



We check in detail that this diagram commutes. For a multiset $\varphi=\left(\sum_{1 \leq i \leq n} r_{i} x_{i}\right) \in$ $\mathcal{D}(X)$, with $r_{i} \in(0,1]$, going east-south in the rectangle yields:

$$
\left(\mathcal{P}(f) \circ \operatorname{supp}_{X}\right)(\varphi)=\mathcal{P}(f)\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)=\left\{f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\} .
$$

Notice that this result is a set, in which elements $f\left(x_{i}\right)=f\left(x_{j}\right)$ for $i \neq j$ are not distinguished. Similarly, going south-east in the rectangle above gives:

$$
\left(\operatorname{supp}_{Y} \circ \mathcal{D}(f)\right)(\varphi)=\operatorname{supp}_{Y}\left(\sum_{1 \leq i \leq n} r_{i} f\left(x_{i}\right)\right)=\left\{f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\}
$$

A subtle point is that when $f\left(x_{i}\right)=f\left(x_{j}\right)=y$, say, then this element occurs as $\left(r_{i}+r_{j}\right) y$ in the distribution $\mathcal{D}(f)(\varphi)$. This $y$ appears in the resulting support $\operatorname{supp}_{Y}(\mathcal{D}(f)(\varphi))$ because $r_{i}+r_{j} \neq 0$. This is obvious for (non-zero) probabilities $r_{i}, r_{j} \in[0,1]$, but needs o be required explicitly for multiset functors.

Call a monoid $M$ zerosumfree if $x+y=0$ in $M$ implies $x=y=0$. For a zerosumfree commutative monoid $M$, the multiset functor $\mathcal{M}_{M}$ comes with a natural transformation supp: $\mathcal{M}_{M} \Rightarrow \mathcal{P}_{\text {fin }}$.
If we take the non-zerosumfree monoid $M=\mathbb{Z}$ we can show that the support maps $\operatorname{upp}_{X}: \mathcal{M}_{\mathbb{Z}}(X) \rightarrow \mathcal{P}_{\text {fin }}(X)$ are not natural. Take as example $A=\{a, b\}$ with multiset $=1 a+(-1) b \in \mathcal{M}_{\mathbb{Z}}(A)$. The unique function !: $A \rightarrow 1=\{*\}$ then provides a counter example to naturality. On the one hand we have

$$
\left(\mathcal{P}_{\text {fin }}(!) \circ \operatorname{supp}_{A}\right)(\varphi)=\mathcal{P}_{\text {fin }}(!)(\{a, b\})=\{!(a),!(b)\}=\{*\} .
$$

But by applying $\mathcal{M}_{\mathbb{Z}}$ first and then support we get a different result:

$$
\begin{aligned}
\left(\operatorname{supp}_{1} \circ \mathcal{M}_{\mathbb{Z}}(f)\right)(\varphi) & =\operatorname{supp}_{1}(1!(a)+(-1)!(b)) \\
& =\operatorname{supp}_{1}(1 *+(-1) *)=\sup _{1}(0)=\emptyset .
\end{aligned}
$$

In Section 2.5 we have already seen that turning a list into the set of its elements yields natural transformation $(-)^{\star} \Rightarrow \mathcal{P}_{\text {fin }}$, and also that there are no "natural" mappings in the
the obvious mappings $v_{X}: \mathcal{P}_{\text {fin }}(X) \rightarrow \mathcal{D}(X)$, choosing the uniform distribution on a finite subset is also not natural. To be more specific, this mapping $u_{X}$ is given by:

$$
v_{X}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)=\frac{1}{n} x_{1}+\cdots+\frac{1}{n} x_{n} .
$$

Take for instance $A=\{a, b, c\}$ and $2=\{T, \perp\}$ with function $f: A \rightarrow 2$ given by $f(a)=f(b)=\mathrm{T}$ and $f(c)=\perp$. Then, for the subset $\{a, b, c\} \in \mathcal{P}_{\text {fin }}(A)$ we have on the one hand:

$$
\begin{aligned}
\left(\mathcal{D}(f) \circ u_{A}\right)(\{a, b, c\}) & =\mathcal{D}(f)\left(\frac{1}{3} a+\frac{1}{3} b+\frac{1}{3} c\right) \\
& =\frac{1}{3} f(a)+\frac{1}{3} f(b)+\frac{1}{3} f(c) \\
& \left.\left.=\frac{1}{3}\right\rceil+\frac{1}{3}\right\rceil+\frac{1}{3} \perp \\
& \left.=\frac{2}{3}\right\rceil+\frac{1}{3} \perp .
\end{aligned}
$$

On the other hand:

$$
\begin{aligned}
\left(u_{2} \circ \mathcal{P}_{\text {fin }}(f)\right)(\{a, b, c\}) & =u_{2}(\{f(a), f(b), f(c)\}) \\
& \left.=u_{2}(\top, \perp\}\right) \\
& =\frac{1}{2} \top+\frac{1}{2} \perp .
\end{aligned}
$$

We conclude with a diagram describing some natural transformations between collection functors.

$$
\begin{equation*}
\mathcal{D} \longrightarrow \underset{\substack{\mathcal{M} \\(M \text { zerosumfree })}}{(-)^{\star}} \mathcal{M}_{\mathbb{R}} \xrightarrow{\mathcal{M}} \mathcal{P}_{\text {fin }} \longrightarrow \mathcal{P} \tag{4.3}
\end{equation*}
$$

The map $\mathcal{D} \Rightarrow \mathcal{M}_{\mathbb{R}}$ has not been discussed explicitly, but is the obvious inclusion, forgetting that probabilities add up to 1 .

## Exercises

4.1.1. Verify that the construction $\mathcal{M}_{M}(X)$ from Definition 4.1.1 is not only functorial in $X$ but also in $M$ : for a homomorphism of monoids $g: M \rightarrow L$ there is a natural transformation $\mathcal{M}_{M} \Rightarrow \mathcal{M}_{L}$.
4.1.2. (i) Prove that the multiset functor maps coproducts to products, in the sense that there is an isomorphism:

$$
\mathcal{M}_{M}(X) \times \mathcal{M}_{M}(Y) \cong \mathcal{M}_{M}(X+Y)
$$

(ii) Prove that this isomorphism is natural in $X$ and $Y$.
(iii) Recall from Exercise 2.1.6 that the product $M \times L$ of (commutative) monoids $M, L$ is at the same time a coproduct (a biproduct). Check that the isomorphism in (i) is the cotuple:

$$
\mathcal{M}_{M}(X) \times \mathcal{M}_{M}(Y) \xrightarrow{\left[\mathcal{M}_{M}\left(\kappa_{1}\right), \mathcal{M}_{M}\left(\kappa_{2}\right)\right]} \mathcal{M}_{M}(X+Y)
$$

in the category of commutative monoids.
in the category of commutative monoids.
[This property will be re-described as additivity for monads in Exercise 5.1.15.]
4.1.3. Interpret, like in Example 4.1.4, what double-multisets in $\mathcal{M}_{M}\left(\mathcal{M}_{\mathbb{Z}}(X)\right)$ are. They are usually called Laurent polynomials.
4.1.4. The Dirac distribution $\eta_{X}: X \rightarrow \mathcal{D}$ is $\eta(x)=1 x=(\lambda y$. if $y=x$ then 1 else 0$)$. Prove that it forms a natural transformation id $\Rightarrow \mathcal{D}$.
4.5. Prove that Markov chains $X \rightarrow \mathcal{D}(X)$ on a fixed set $X$ form a monoid-in analogy with the situation for powersets in Exercise 1.1.2-with the Dirac distribution from the previous exercise as unit (or 'skip').
4.1.6. Consider the political Markov chain (2.20), as coalgebra.
(i) Describe the coalgebra composed with itself, using composition from the previous
(ii) Check that this corresponds to matrix composition, for the corresponding transition matrix.
4.1.7. The distribution functor $\mathcal{D}$ as introduced in Definition 4.1.5 involves distributions $\varphi: X \rightarrow$ $[0,1]$ with finite support only. This finiteness restriction is not strictly needed. One can define:

$$
\mathcal{D}^{\infty}(X)=\left\{\varphi: X \rightarrow[0,1] \mid \sum_{x \in X} \varphi(x) \text { exists and equals } 1\right\} .
$$

(i) Prove that in this case the support $\operatorname{supp}(\varphi)=\{x \in X \mid \varphi \neq 0\}$ is necessarily a (ii) countable set.
(ii) Check that $\mathcal{D}^{\infty}$ is a functor Sets $\rightarrow$ Sets.
[This generalisation involves the existence of sums over non-finite sets; they exist in the special case of the unit interval $[0,1]$. This infinite generalisation is less natural for multiset functors $\mathcal{M}_{M}$.l

### 4.2 Weak pullbacks

If one starts to develop the theory of coalgebras in full categorical generality, for endofunctors $F: \mathbb{C} \rightarrow \mathbb{C}$ on an arbitrary category $\mathbb{C}$ (and not just on Sets), so-called weak-pullback-preserving functors become relevant, for at least two reasons:

1. for weak-pullback-preserving functors Aczel-Mendler bisimilarity coincides with equality on the final coalgebra-like in Theorem 3.3.2;
2. for such functors there is a well-behaved categorical version of relation lifting, giving for such functors there is a well-behaved categorical version of relation lifting,
us another way to define bisimulations, namely as coalgebras of these liftings.
The current section concentrates on this first point, and the subsequent sections 4.3-4.5 on the second one. Hence we start by describing what (weak) pullbacks are
4.2.1. Definition. Let $\mathbb{C}$ be an arbitrary category.
(i) For two morphisms $X \xrightarrow{f} Z \stackrel{g}{\leftarrow} Y$ in $\mathbb{C}$ with a common codomain, a pullback is a commuting square as on the left:

which is universal in the sense that for an arbitrary span $X \xrightarrow{h^{\prime}} V^{\prime} \xrightarrow{k^{\prime}} Y$ with $f \circ h^{\prime}=$ $g \circ k^{\prime}$ there is a unique "mediating" map $\ell: V^{\prime} \rightarrow V$ with $h \circ \ell=h^{\prime}$ and $k \circ \ell=k^{\prime}$, as on the right. In diagrams a pulback is often indicated via a small angle, like in:

A weak pullback is like a pullback except that only existence and not unique existence of $\ell$ is required.
(ii) A functor $F: \mathbb{C} \rightarrow \mathbb{D}$ is called (weak) pullback preserving if it maps (weak) pullback squares to (weak) pullback squares: that is, if $F$ applied a (weak) pullback square in the category $\mathbb{C}$ forms a (weak) pullback square in $\mathbb{D}$.

The pullback of two maps $X \xrightarrow{f} Z \stackrel{g}{\longleftrightarrow} Y$ in the category of sets can be described by the set:

$$
\operatorname{Eq}(f, g)=\{(x, y) \in X \times Y \mid f(x)=g(y)\},
$$

that we used earlier in Lemma 3.2.5. It comes with obvious projections $p_{i}$ to $X$ and $Y$ as in:

$$
\{(x, y) \in X \times Y \mid f(x)=g(y)\} \xrightarrow[p_{1}]{p_{2}} \underset{\sim}{\perp} \xrightarrow{\mid} \underset{\sim}{\mid} \underset{Z}{\mid}
$$

Also, inverse images of predicates and relations can be described via pullbacks, as in:


It is a general fact that a pullback of a mono yields a mono, see Exercise 4.2.2 below.
A pullback is a generalisation of a cartesian product of objects (like in Definition 2.1.1) in the presence of a final object $1 \in \mathbb{C}$, the product of two objects $X, Y \in \mathbb{C}$ is the same as
the pullback:


Similarly, the following result exploits that being a monomorphism can be expressed via pullbacks.
4.2.2. Lemma. An arbitrary map $m$ in a category $\mathbb{C}$ is a monomorphism if and only if the square:

is a (weak) pullback.
$A$ (weak) pullback preserving functor $F: \mathbb{C} \rightarrow \mathbb{D}$ thus preserves monomorphisms: if $m$ is mono, then so is $F(m)$.
4.2.3. Remark. In category theory it is quite common that structures, like products and 4.2.3. Remark. In category theory it is quite common that structures, like products and coproducts in Definitions 2.1 .1 and 2.1.3, are described via the "unique existence" of a
certain map. The version with only existence, not necessarily unique existence, is typically cerled "weak". For instance, one can have a weak final object $Z$, such that for each object $X$ there is a map $X \rightarrow Z$. Each non-empty set is a weak final object in the category Sets. There is a third notion in between, denoted by "semi", involving "natural existence",
see [195, 212]. For instance, an object $Z$ is semi-final if for each object $X$ there is a map $s_{X}: X \rightarrow Z$, and for each $f: X \rightarrow Y$ one has $s_{Y} \circ f=s_{X}$.
Even though "weak" versions are not standard, weak pullbacks are quite natural in he theory of coalgebras. Especially, preservation of weak pullbacks is a common (and useful) property. It can often be characterised in different ways, like for instance in Proposition 4.2.9 below, or in Theorem 4.4.6 later on. Also it plays a crucial role in the distinction between polynomial and analytical functors in Section 4.7.
As mentioned in the introduction to this section, the following result is one of the reasons why weak-pullback-preservation is important. It generalises Theorem 3.3.2.
4.2.4. Theorem. Assume a category $\mathbb{C}$ with pullbacks, and a weak-pullback-preserving functor $F: \mathbb{C} \rightarrow \mathbb{C}$ with a final coalgebra $Z \xrightarrow{\longrightarrow} F(Z)$. Let $c: X \rightarrow F(X)$ and $d: Y \rightarrow$ $F(Y)$ be coalgebras. The pullback relation on $X, Y$ in:

is then the greatest Aczel-Mendler bisimulation on coalgebras $c, d$.
Proof. First, if a relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$ is an Aczel-Mendler bisimulation, that is, if $R$ carries a coalgebra $R \rightarrow F(R)$ in $\mathbb{C}$ making the legs $r_{i}$ homomorphisms in:

then by finality beh $_{c} \circ r_{1}=$ beh $_{d} \circ r_{2}: R \longrightarrow Z$. Hence there is a factorisation through the equality relation on $Z$, as in:

This may be read as: pairs in $R$ are equal when mapped to the final coalgebra. It means hat $R$ factors through the pullback $E q\left(\right.$ beh $_{c}$, beh $\left._{d}\right)$ from (4.5)
Next, we are done if we can show that the pullback relation Eq $\left(\mathrm{beh}_{c}, \mathrm{beh}_{d}\right) \mapsto X \times Y$ fom (4.5) is an Aczel-Mendler bisimulation. Here we use that $F$ preserves weak pullbacks and Exercise 4.2.3) to obtain a coalgebra structure in:


By construction, the maps $X \longleftarrow \mathrm{Eq}\left(\mathrm{beh}_{c}, \mathrm{beh}_{d}\right) \longrightarrow Y$ are maps of coalgebras.

We add another general result, this time involving preservation of ordinary (proper) We Recall that a category of colgebras inherits colimits (coproducts and coequalis ers) from the underlying category (see Proposition 2.1.5 and Exercise 2.1.14). The situatio for the dual notion of limit-including products, pullbacks and equalisers-is different. In general, they need not exist in categories of coalgebras, even if they exist in the under ying category-see also Section 6.3. The next result shows that pullbacks of coalgebras xist if the functor preserves ordinary pullbacks. As we shall see subsequently, in Proposition 4.2.6, this applies to simple polynomial functors.
4.2.5. Proposition. Assume a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ that preserves (ordinary) pullbacks. If the category $\mathbb{C}$ has pullbacks, then so has the category of coalgebras $\operatorname{CoAlg}(F)$
Proof. Assume we have span of coalgebras as on the left below. Then we take the pullback in $\mathbb{C}$ of the underlying maps $f, g$, as on the right.

$$
\begin{gathered}
\left(\begin{array}{c}
F(Y) \\
\uparrow d \\
Y
\end{array}\right) \\
\nmid g \\
\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \underset{f}{\longrightarrow}\left(\begin{array}{c}
F(W) \\
\uparrow e \\
W
\end{array}\right)
\end{gathered}
$$



We need a coalgebra structure on the object $P$. Here we use that $F$ preserves pullbacks and obtain this structure in:

The outer maps in this diagram commute:

$$
\begin{aligned}
F(f) \circ c \circ p_{1} & =e \circ f \circ p_{1} & & \text { since } f \text { is a map of coalgebras } \\
& =e \circ g \circ p_{2} & & \text { since the pullback square in } \mathbb{C} \text { commutes } \\
& =F(g) \circ d \circ p_{2} & & \text { because } g \text { is a map of coalgebras too. }
\end{aligned}
$$

Hence the dashed map (coalgebra) $b: P \rightarrow F(P)$ exists. Thus we have constructed a commuting square of coalgebra maps:


In order to obtain this square preservation of weak pullbacks would have been enough. But in order to show that it is a pullback we do need preservation of proper pullbacks. Suppose
we have two coalgebra homomorphisms:

$$
\left(\begin{array}{c}
F(U) \\
\uparrow a \\
U
\end{array}\right) \xrightarrow{h}\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{c}
F(U) \\
\uparrow a \\
U
\end{array}\right) \xrightarrow{k}\left(\begin{array}{c}
F(Y) \\
\uparrow d \\
Y
\end{array}\right)
$$

with $f \circ h=g \circ k$. Then there is a unique mediating map $\ell: U \rightarrow P$ in $\mathbb{C}$ with $p_{1} \circ \ell=h$ and $p_{2} \circ \ell=k$. What remains is showing that $\ell$ is a homomorphism of coalgebras. Here we use that $F$ properly preserves pullbacks. There are two parallel maps in:

namely $b \circ \ell$ and $F(\ell) \circ a$. Thus, by uniqueness, $b \circ \ell=F(\ell) \circ a$, making $\ell$ a homomorphism of coalgebras. Uniqueness of $\ell$ in $\operatorname{CoAlg}(F)$ is left to the reader.

The remainder of this section concentrates on preservation of (weak) pullbacks for spe cific functors. It is not hard to see that preservation of ordinary pullbacks implies preservation of weak pullbacks. This is left as exercise below. In Section 4.7 we shall see that preservation of (countably indexed) weak pullbacks and pullbacks is a key property of sim ple polynomial and analytical functors.
4.2.6. Proposition. (i) Every exponent polynomial functor $\mathrm{Sets} \rightarrow$ Sets preserves pullbacks (and also weak ones).
(ii) The powerset functors $\mathcal{P}$ and $\mathcal{P}_{\text {fin }}$ preserve weak pullbacks

In particular, Kripke polynomial functors, finite or not, preserve weak pullbacks.
Proof. (i) Trivially, identity and constant functors preserve pullbacks, so we only look at (set-indexed) coproducts and exponents. So assume for an index set $I$ we have pullbacks in Sets as on the left below.


We have to show that the square on the right is again a pulback. So assume we have a set $U$ with maps $\alpha: U \rightarrow \coprod_{i \in I} X_{i}$ and $\beta: U \rightarrow \coprod_{i \in I} Y_{i}$, as indicated, satisfying $\left(\coprod_{i \in I} f_{i}\right) \circ$ $\alpha=\left(\coprod_{i \in I} g_{i}\right) \circ \beta$. We can decompose each of the maps $\alpha, \beta$ into two parts: $\alpha=\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ and $\beta=\left\langle\beta_{1}, \beta_{2}\right\rangle$ where
$\alpha_{1}, \beta_{1}: U \longrightarrow I \quad$ and for each $u \in U, \quad\left\{\begin{array}{l}\alpha_{2}(u) \in X_{\alpha_{1}(u)} \\ \beta_{2}(u) \in Y_{\beta_{1}(u)}\end{array}\right.$

## Because the diagram on the right commutes we have

$$
\alpha_{1}=\beta_{1} \quad \text { and for each } u \in U, \quad f_{\alpha_{1}(u)}\left(\alpha_{2}(u)\right)=g_{\alpha_{1}(u)}\left(\beta_{2}(u)\right) .
$$

Since the diagram on the left is a pullback there is for each $u \in U$ a unique element $\gamma(u) \in W_{\alpha_{1}(u)}$ with $h_{\alpha_{1}(u)}(\gamma(u))=\alpha_{2}(u)$ and $k_{\alpha_{1}(u)}(\gamma(u))=\beta_{2}(u)$. Thus we get a map $\left\langle\alpha_{1}, \gamma\right\rangle: U \rightarrow \coprod_{i} W_{i}$ on the right. It is the unique mediating map.

For exponents assume again a pullback on the left in



We need to find a mediating map on the right. This is straightforward by a pointwise construction: for each $u \in U$ and $a \in A$ we have:

$$
f(\alpha(u)(a))=\left(f^{A} \circ \alpha\right)(u)(a)=\left(g^{A} \circ \beta\right)(u)(a)=g(\beta(u)(a)) .
$$

Hence there is a unique $\gamma(u)(a) \in W$ with $h(\gamma(u)(a))=\alpha(u)(a)$ and $k(\gamma(u)(a))=$ $\beta(u)(a)$. Thus we get $\gamma: U \rightarrow W^{A}$, as required.
(ii) We first consider the powerset functor, assuming a weak pullback as on the left below.


For the diagram on the right we assume $\mathcal{P}(f) \circ \alpha=\mathcal{P}(g) \circ \beta$. This means for each $u \in U$,

$$
\{f(x) \mid x \in \alpha(u)\}=\{g(y) \mid y \in \beta(u)\}
$$

Thus, for each $x \in \alpha(u)$ there is an $y_{x} \in \beta(u)$ with $f(x)=g\left(y_{x}\right)$, and thus there is $w_{x} \in W$ with $h\left(w_{x}\right)=x$ and $k\left(w_{x}\right)=y_{x}$. Similarly, for each $y \in \beta(u)$ there is a $x_{y} \in \alpha(u)$ with $f\left(x_{y}\right)=g(y)$ and so a $w_{y} \in W$ with $h\left(w_{y}\right)=x_{y}$ and $k\left(w_{y}\right)=y$. Now take $V(u)=\left\{w_{x} \mid x \in \alpha(u)\right\} \cup\left\{w_{y} \mid y \in \beta(u)\right\}$. Then:

$$
\begin{aligned}
\mathcal{P}(h)(V(u)) & =\left\{h\left(w_{x}\right) \mid x \in \alpha(u)\right\} \cup\left\{h\left(w_{y}\right) \mid y \in \beta(u)\right\} \\
& =\{x \mid x \in \alpha(u)\} \cup\left\{x_{y} \mid y \in \beta(u)\right\} \\
& =\alpha(u),
\end{aligned}
$$

and similarly $\mathcal{P}(k)(V(u))=\beta(u)$.
The multiset functors $\mathcal{M}_{M}$ from Definition 4.1.1 do not preserve weak pullbacks in general. In [174] it is shown that this holds if and only if the commutative monoid $M$ is both positive and a so-called refinement monoid (introduced in [114]).
4.2.7. Definition. A commutative monoid $M=(M, 0,+)$ is called:
(i) positive if $m+m^{\prime}=0$ implies $m=m^{\prime}=0$
(ii) a refinement monoid if for each equation:

$$
r_{1}+r_{2}=c_{1}+c_{2}
$$

there is a $2 \times 2$ "matrix" $m_{i j}$ with

$$
\left\{\begin{array}{l}
r_{i}=m_{i 1}+m_{i 2} \\
c_{j}=m_{1 j}+m_{2 j}
\end{array} \quad \text { as depicted in } \quad \begin{array}{cc|c}
m_{11} & m_{12} & r_{1} \\
m_{21} & m_{22} & r_{2} \\
\hline c_{1} & c_{2} &
\end{array}\right.
$$

The natural numbers $\mathbb{N}$ with addition are obviously a positive monoid. They are also a efinement monoid: assume $r_{1}+r_{2}=c_{1}+c_{2}$ for $r_{i}, c_{i} \in \mathbb{N}$. The numbers $m_{i j}$ that we need to find are written below the relevant segment of $\mathbb{N}$ in


Clearly there are ways to shift this $c_{2}$ left or right, in such a way that the $m_{i j}$ are fixed.
It is not hard to see that each Abelian group is a refinement monoid: if $r_{1}+r_{2}=c_{1}+c_{2}$,
then we can take for example as matrix: hen we can take for example as matrix:

$$
\begin{array}{cc|c}
r_{1}-c_{1} & c_{1} & r_{1} \\
2 c_{1}-r_{1} & c_{2}-c_{1} & r_{2} \\
\hline c_{1} & c_{2} &
\end{array}
$$

using (for the second row) that: $\left(2 c_{1}-r_{1}\right)+\left(c_{2}-c_{1}\right)=c_{1}+c_{2}-r_{1}=r_{1}+r_{2}-r_{1}=r_{2}$.
4.2.8. Lemma (From [114]; also in [174]). A commutative monoid is a positive refinemen monoid if and only if the refinement property holds for each pair of numbers $(n, k) \in \mathbb{N}^{2}$. That is, if:

$$
r_{1}+\cdots+r_{n}=c_{1}+\cdots+c_{k}
$$

then there is $n \times k$ matrix $\left(m_{i j}\right)_{i \leq n, j \leq k}$ with:

$$
r_{i}=\sum_{j} m_{i j} \quad \text { and } \quad c_{j}=\sum_{i} m_{i j}
$$

Proof. For pairs $(0, k)$ and $(n, 0)$ positivity is used. For pairs $(1, k)$ and $(n, 1)$ the result rivially holds. For the other cases it suffices to see how $(2,3)$-refinement follows from $(2,2)$-refinement. So assume we have $r_{1}+r_{2}=c_{1}+c_{2}+c_{3}$. We obtain the following successive refinements:

| $m_{11}$ | $m_{12}$ | $r_{1}$ |
| :---: | :---: | :--- |
| $m_{21}$ | $m_{22}$ | $r_{2}$ |
| $c_{1}$ | $c_{2}+c_{3}$ |  |$\quad$| $m_{11}^{\prime}$ | $m_{12}^{\prime}$ | $m_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{21}^{\prime}$ | $m_{22}^{\prime}$ | $m_{22}$ |\(\quad \begin{array}{ccccc}m_{11} \& m_{11}^{\prime} \& m_{12}^{\prime} \& r_{1} <br>

c_{2} \& c_{3} \& \end{array} $$
\begin{aligned} & m_{21} \\
& m_{21}^{\prime}\end{aligned}
$$ m_{22}^{\prime} \quad r_{2}\).
Now we can address preservation of weak pullbacks for the multiset functors $\mathcal{M}_{M}$ : Sets $\rightarrow$ Sets from Definition 4.1.1.
4.2.9. Proposition (From [174]). A multiset functor $\mathcal{M}_{M}$ preserves weak pullbacks if and only if the commutative monoid $M$ is both positive and a refinement monoid.

Proof. First, assume $\mathcal{M}_{M}$ preserves weak pullbacks. We show that $M$ is a refined monoid. So assume we have $r_{1}+r_{2}=c_{1}+c_{2}$. For the set $2=\{0,1\}$ we consider the pullback in Sets on the left, and the resulting weak pullback on the right.

$\mathcal{M}_{M}(2 \times 2) \xrightarrow{\mathcal{M}_{M}\left(\pi_{2}\right)} \mathcal{M}_{M}(2)$
$\mathcal{M}_{M}\left(\pi_{1}\right) \mid$
$\mathcal{M}_{M}(2) \xrightarrow[\mathcal{M}_{M}(!)]{ } \mathcal{M}_{M}(1) \cong M$

We use the numbers $r_{i}, c_{i} \in M$ in multisets $\varphi, \psi \in \mathcal{M}_{M}(2)$, namely via $\varphi(i)=r_{i}$ We use the numbers $r_{i}, c_{i} \in M$ in multisets $\varphi, \psi \in \mathcal{M}_{M}(2)$, namely via $\varphi(i)=r_{i}$ and $\psi(\imath)=c_{i}$, for $i \in 2=\{0,1\}$. The equation $r_{1}+r_{2}=c_{1}+c_{2}$ yields $\mathcal{M}_{M}(!)(\varphi)=$
$\mathcal{M}_{M}(!)(\psi)$. The weak pullback property gives a multiset $\chi \in \mathcal{M}_{M}(2 \times 2)$ with $\mathcal{M}_{M}\left(\pi_{1}\right)(\chi)=$ $\mathcal{M}_{M}(!)(\psi)$. The weak pullback property gives a multiset $\chi \in \mathcal{M}_{M}(2 \times 2)$ with $\mathcal{M}_{M}\left(\pi_{1}\right)(\chi)$
$\rho$ and $\mathcal{M}_{M}\left(\pi_{2}\right)(\chi)=\psi$. Writing $\chi(i, j)=m_{i j}$ we get the required matrix, since, for instance:

$$
r_{1}=\varphi(0)=\mathcal{M}_{M}\left(\pi_{1}\right)(\chi)(0)=\sum_{j} \chi(0, j)=m_{00}+m_{01} .
$$

Next we show that $M$ is positive. If we have $m, m^{\prime} \in M$ with $m+m^{\prime}=0$ we consider the pullback in Sets on the left, and the resulting weak pullback on the right.


$$
\begin{gathered}
\mathcal{M}_{M}(0) \xrightarrow{\text { id }} \mathcal{M}_{M}(0) \cong 1 \\
\mathcal{M}_{M}(!) \downarrow^{\downarrow} \underset{\mathcal{M}_{M}(!)}{ } \mathcal{M}_{M}(1) \cong M
\end{gathered}
$$

The pair $m, m^{\prime}$ gives rise to the multiset $\varphi \in \mathcal{M}_{M}(2)$ given by $\varphi(0)=m$ and $\varphi(1)=$ $m^{\prime}$. It satisfies $\mathcal{M}_{M}(!)(\varphi)=m+m^{\prime}=0=\mathcal{M}_{M}(!)(0)$, for the empty multiset $0 \in$ $\mathcal{M}_{M}(0)$ The weak pullback property now yields an element in $\mathcal{M}_{M}(0)$, necessarily th empty multiset 0 , with $\mathcal{M}_{M}(!)(0)=\varphi$. Thus $\varphi=0$ and so $m=m^{\prime}=0$.
on the left, we need to show that the square on the right is also a weak pullback

So suppose we have multisets $\varphi \in \mathcal{M}_{M}(X)$ and $\psi \in \mathcal{M}_{M}(Y)$ with $\mathcal{M}_{M}(f)(\varphi)=$ $\mathcal{M}_{M}(g)(\psi)$. This means:

$$
\sum_{x \in f^{-1}(z)} \varphi(x)=\sum_{y \in g^{-1}(z)} \psi(y)
$$

for each $z \in Z$. We can limit these sums to the finite subset $Z^{\prime} \subseteq Z$, given by

$$
Z^{\prime}=\{f(x) \mid x \in \operatorname{supp}(\varphi)\} \cup\{g(y) \mid y \in \operatorname{supp}(\psi)\} .
$$

For each $z \in Z^{\prime}$ we now have $\sum_{x \in f^{-1}(z)} \varphi(x)=\sum_{y \in g^{-1}(z)} \psi(y)$. This has the shape of For each $z \in Z^{2}$ we now have $\sum_{x \in f^{-1}(z)} \varphi(x)=\sum_{y \in g^{-1}(z)} \psi(y)$. This has the shape of
a gefinement problem, like in Lemma 4.2.8. Thus there is a matrix $\left(m_{x y}^{z}\right)$, where $x \in f^{-1}(z) \cap \operatorname{supp}(\varphi)$ and $y \in g^{-1}(z) \cap \operatorname{supp}(\psi)$ with:

$$
\varphi(x)=\sum_{y} m_{x y}^{z} \quad \text { and } \quad \psi(y)=\sum_{x} m_{x y}^{z} .
$$

For each pair $x \in f^{-1}(z) \cap \operatorname{supp}(\varphi), y \in g^{-1}(z) \cap \operatorname{supp}(\psi)$ we use the weak pullback on the left and choose an element $w_{x y}^{z} \in W$ with $h\left(w_{x y}^{z}\right)=x$ and $k\left(w_{x y}^{z}\right)=y$. This yields a multiset $\chi_{z}=\sum_{x, y} m_{x y}^{z} w_{x y}^{z} \in \mathcal{M}_{M}(W)$.
By doing this for each $z \in Z^{\prime}$ we can form $\chi=\sum_{z \in Z^{\prime}} \chi_{z} \in \mathcal{M}_{M}(W)$. Notice that if $\neq z_{2}$, then $\operatorname{supp}\left(\chi_{z_{1}}\right) \cap \operatorname{supp}\left(\chi_{z_{2}}\right)=\emptyset$. Indeed, if $w \in \operatorname{supp}\left(\chi_{z_{1}}\right) \cup \operatorname{supp}\left(\chi_{z_{2}}\right)$, then $z_{1}=(f \circ h)(w)=z_{2}$, which is impossible. Finally,

$$
\begin{aligned}
& \mathcal{M}_{M}(h)(\chi) \\
& =\sum_{z \in Z^{\prime}} \mathcal{M}_{M}(h)\left(\chi_{z}\right) \\
& =\sum_{z \in Z^{\prime}} \sum\left\{m_{x y}^{z} h\left(w_{x y}^{z}\right) \mid x \in f^{-1}(z) \cap \operatorname{supp}(\varphi), y \in g^{-1}(z) \cap \operatorname{supp}(\psi)\right\} \\
& =\sum_{x \in \operatorname{supp}(\varphi)} \sum\left\{m_{x y}^{z} h\left(w_{x y}^{z}\right) \mid z=f(x), y \in g^{-1}(z) \cap \operatorname{supp}(\psi)\right\} \\
& =\sum_{x \in \operatorname{supp}(\varphi)} \varphi(x) x \\
& =\varphi .
\end{aligned}
$$

Similarly one gets $\mathcal{M}_{M}(k)(\chi)=\psi$.

## For the distribution functor the situation is simpler

4.2.10. Proposition. The distribution functor $\mathcal{D}:$ Sets $\rightarrow$ Sets from Definition 4.1.5 preserves weak pullbacks.

Proof. This result can be obtained in several ways. One can mimick the proof for the muliset functor $\mathcal{M}_{M}$, after observing that the unit interval $[0,1]$ of probabilities is a "partial commutative monoid" that is positive and satisfies the refinement property (in a suitably generalised sense). This approach is followed (implicitly) in [328]. Alternatively, one can ollow the appendix of [420] which contains a proof using the max-flow min-cut theorem from graph theory.
The "continuous" analogue of the (discrete) distribution functor $\mathcal{D}$ on Sets is the "Giry" functor $\mathcal{G}$ on the category of measurable spaces, see e.g. [147, 108, 251, 339, 115]. Giry functor $\mathcal{G}$ on the category of measurable spaces, see e.g. (147, 108, 251, 339, 115 ]. example occurs in Exercise 4.211 below

## Exercises

4.2.1. Describe the graph $\operatorname{Graph}(f)$ of a function via a pullback in Sets
4.2.2. Consider in an arbitrary category a pullback:


Prove: if $m$ is a mono, then so is $m^{\prime}$.
4.2.3. Verify that taking a pullback as on the left is the same as taking a pullback on the right.
4.2.4. $\quad$ Assume a category $\mathbb{C}$ with pullbacks. Prove that if a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ preserves pullbacks, then it also preserves weak pullbacks.
4.2.5. Let $F$ be a weak pullback preserving functor $\mathbb{C} \rightarrow \mathbb{C}$.
(i) Prove that $F$ preserves (ordinary) pullbacks of monos: if the diagram below on the left is a pullback, then so is the one on the right.


This result can be written as: $F\left(g^{-1}(n)\right) \xrightarrow{\cong} F(g)^{-1}(F(n))$.
(ii) Conclude that $F$ also preserves intersections $\wedge$ of monos, given as diagonal in a pullback square:


The following two results are known as the Pullback Lemmas. Prove them yourself

(i) If (A) and (B) are pullback squares, then the outer rectangle is also a pullback square (i) If the outer rectangle and (A) are pullback squares, then (B) is a pullback square a well.
2.2.7. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with pulbacks. Prove that the category $\operatorname{Alg}(F)$ of algebras also has pullbacks, constructed as in $\mathbb{C}$.
4.2.8. Assume a category $\mathbb{C}$ with pullbacks. Prove that each slice category $\mathbb{C} / I$, see Exercise 1.4.3 then has
(i) products (and trivially also a final object);
(ii) pulbacks.
4.2.9. Prove, using the axiom of choice, that in the category Sets a diagram

4.2.10. Consider the following pullback in Sets.

where

$$
\left\{\begin{array}{l}
f(a)=f(b)=0, f(c)=f(d)=1 \\
g(u)=0, g(v)=g(w)=1 \\
h(0)=a, h(1)=b, h(2)=h(3)=c, h(4)=h(5)=d \\
k(0)=k(1)=u, k(2)=k(4)=v, k(3)=k(5)=w .
\end{array}\right.
$$

Assume multisets $\varphi \in \mathcal{M}_{\mathbb{N}}(\{a, b, c, d\})$ and $\psi \in \mathcal{M}_{\mathbb{N}}(\{u, v, w\})$ given by

$$
\varphi=2 a+3 b+4 c+5 d \quad \psi=5 u+3 v+6 w .
$$

Check that $\mathcal{M}_{\mathbb{N}}(f)(\varphi)=\mathcal{M}_{\mathbb{N}}(g)(\psi)$.
(ii) Find a multiset $\chi \in \mathcal{M}_{\mathbb{N}}(6)$ with $\mathcal{M}_{\mathbb{N}}(h)(\chi)=\varphi$ and $\mathcal{M}_{\mathbb{N}}(k)(\chi)=\psi$
(iii) There are four such $\chi$; describe them all.
4.2.11. ([378]) Consider the neighbourhood functor $\mathcal{N}:$ Sets $\rightarrow$ Sets from Exercise 2.2.7, given by the contravariant powerset functor composed with itself. That is, $\mathcal{N}(X)=\mathcal{P}(\mathcal{P}(X))$, and for $f: X \rightarrow Y$ we have $\mathcal{N}(f): \mathcal{P}(\mathcal{P}(X)) \rightarrow \mathcal{P}(\mathcal{P}(Y))$ by:

$$
\mathcal{N}(f)(A \subseteq \mathcal{P}(X))=\left(f^{-1}\right)^{-1}(A)=\left\{V \in \mathcal{P}(Y) \mid f^{-1}(V) \in A\right\} .
$$

Later on, in Example 5.1 .3 (vii) we shall recognise $\mathcal{N}=2^{\left(2^{(-)}\right)}$as an example of a coninuation monad.
rove that $\mathcal{N}$ does not preserve weak pullbacks.
[Hint. Consider the pullback of the following functions $f, g$ (as in [378]):

$$
\left\{\begin{array}{rrr}
X=\left\{x_{1}, x_{2}, x_{3}\right\} & X \xrightarrow{f} Z & X \xrightarrow{g} Z \\
Z=\left\{z_{1}, z_{2}\right\} & x_{3}, x_{2} \longmapsto y_{1} & x_{1} \longmapsto y_{2}
\end{array}\right.
$$

### 4.3 Predicates and relations

Recall from Section 3.1 that the notion of bisimulation (and hence of bisimilarity) is in roduced via the lifting of a polynomial functor $F$ : Sets $\rightarrow$ Sets to an endofunctor $\operatorname{Rel}(F): \operatorname{Rel} \rightarrow$ Rel on a category of relations. Bisimulations $R$ are then coalgebras $R \rightarrow \operatorname{Rel}(F)(R)$ of this functor, and congruences are $\operatorname{Rel}(F)$-algebras. In the next few sections we generalise this situation from Sets to more general categories $\mathbb{C}$. But first we need to better understand what predicates and relations are, in an arbitrary category C. "logical" logica s mate inite conjuctions $T$, $A$, existential quantification $\exists$ and comprehencion $\{x: \sigma \mid \varphi\}$

First we need to establish some basic notions and terminology-some of which has First we need to establish some basic notions and terminology-some of which has $m, V$ and $n: V$. We $n: U \xrightarrow{\bullet}$ and $n: V \mapsto X$ one writes $m \leq n$ if there is a necessarily unique, dashed map $\varphi$ in

This order $\leq$ is reflexive ( $m \leq m$ ) and transitive ( $m \leq n$ and $n \leq k$ implies $m \leq k$ ), and is thus a preorder. If we write $m \cong n$ for $m \leq n$ and $n \leq m$, then $\cong$ is an equivalence elation. An equivalence class $[m]=\{n \mid n \cong m\}$ of such monos is called a subobject These subobjects are seen as predicates on the object $X$. They are partially ordered, via $\leq$ as described above.

In practice one often writes $m$ for the corresponding equivalence class $[m]$. Thus, we often say things like: consider a subobject $m: U \hookrightarrow X$ with .

In the category Sets, monos $U \hookrightarrow X$ are injections and subobjects $U \hookrightarrow X$ are subsets $U \subseteq X$. Thus, a relation $R \subseteq X \times Y$ is a subobject $R \mapsto X \times Y$ in Sets. More generally, in a category $\mathbb{C}$ a relation is a subobject $R \hookrightarrow X \times Y$. Such relations carry a partial order $\leq$, as subobjects of $X \times Y$
In practical situations it is sometimes more appropriate to consider certain subsets of monos as predicates. This will be illustrated in the case of directed complete partial orders (dcpos).
4.3.1. Example. Recall the category Dcpo of directed complete partial orders from Example 1.4.2 (iii) (4). These orders play an important role in the semantics of many programming constructs (see e.g. [177, 325, 33]). Here we take a closer look at predicates in Dcpo.

For a dcpo $D$ a subset $U \subseteq D$ is called admissible if, with the order inherited from $D$, it is closed under directed joins-and thus a sub-dcpo. These admissible subsets look like subobjects (equivalence classes of monos) in Dcpo, but they are not. They correspond to a special class of monos, namely those monos that reflect the order. Thus, an admissible ubset $U \subseteq D$ can be identified with an equivalence class of maps $m$ : $E \rightarrow D$ in Dcpo that reflect the order: $m(x) \leq m\left(x^{\prime}\right)$ in $D$ iff $x \leq x^{\prime}$ in $E$. Such a map $m$ is automatically injective: $m(x)=m\left(x^{\prime}\right)$ implies $m(x) \leq m\left(x^{\prime}\right)$ and $m\left(x^{\prime}\right) \leq m(x)$, and thus $x \leq x^{\prime}$ and $x^{\prime} \leq x$, so $x=x^{\prime}$.

The appropriate notion to capture such situations where one only wants to conside particular subsets of monos is a factorisation system, see [56, 35, 137]. In general, such factorisation system is given by two collections of morphisms, $\mathfrak{M}$ for "abstract monos" and $\mathfrak{E}$ for "abstract epis" satisfying certain properties. In the present "logical" context w add three special requirements, in points (iv)-(vi) below, to the standard properties; so we will speak of a "logical factorisation system".
4.3.2. Definition. In an arbitrary category $\mathbb{C}$, a logical factorisation system is given by two collections of maps $\mathfrak{M}$ and $\mathfrak{E}$ satisfying the following properties.
(i) Both $\mathfrak{M}$ and $\mathfrak{E}$ contain all isomorphisms from $\mathbb{C}$ and are closed under composition (ii) Each map $f: X \rightarrow Y$ in $\mathbb{C}$ can be factored as a map $\mathfrak{e}(f) \in \mathfrak{E}$ followed by a map $\mathfrak{m}(f) \in \mathfrak{M}$, as in:


In such diagrams we standardly write special arrows $\mapsto$ for maps from $\mathfrak{M}$ and $\rightarrow$ for maps from $\mathfrak{E}$. Maps in $\mathfrak{M}$ and $\mathfrak{E}$ are sometimes called abstract monos and abstract epis, respectively
(iii) The diagonal-fill-in property holds: in a commuting square as indicated below, there is a unique diagonal map as indicated, making the two triangles commute.

(iv) All maps in $\mathfrak{M}$ are monos
(v) The collection $\mathfrak{M}$ is closed under pullback: if $m \in \mathfrak{M}$ then the pullback $f^{-1}(m)$ (v) The collection $\mathfrak{M}$ is closed under pulback: if $m \in \mathfrak{M}$
along an arbitrary map $f$ in $\mathbb{C}$ exists, and $f^{-1}(m) \in \mathfrak{M}$, like in:


Notice that we have overloaded the notation $f^{-1}$ by writing both $f^{-1}(V)$ and $f^{-1}(n)$ This is often convenient.
(vi) For each $m \in \mathfrak{M}$ and $e \in \mathfrak{E}$ we have $m^{-1}(e) \in \mathfrak{E}$; this pullback exists by the previous point.

The standard example of a logical factorisation system is is given by $\mathfrak{M}=$ (injections) and $\mathfrak{E}=($ surjections $)$ in Sets. But there are many other examples, for instance with the abstract monos $\mathfrak{M}$ given by admissible subsets on dcpos (Example 4.3.1), closed subsets of metric or topological spaces, or linearly closed subsets of vector spaces. The maps in $\mathfrak{E}$ of metric or topological spaces, or linearly closed subsets of vector spaces. The maps in be discussed explicitly in Example 4.3.7 below.
It can be shown that the collections $\mathfrak{M}$ and $\mathfrak{E}$ determine each other, see Exercise 4.3.5. The above definition requires that the collection $\mathfrak{M}$ of abstract monos is closed under pullbacks. Sometimes it also happens that $\mathfrak{E}$ is closed under pullback, but such stability may fail (for a counter example involving admissible subsets of dcpos, see [104, Chapter 1 , Exercise (7)]). It does hold in Sets, where surjections are indeed closed under pullback.
We now define categories of predicates and relations with respect to a logical factorisaion system.
4.3.3. Definition. For a category $\mathbb{C}$ with a logical factorisation system ( $\mathfrak{M}, \mathfrak{E}$ ) we define:

- the category $\operatorname{Pred}(\mathbb{C})$ of predicates in $\mathbb{C}$;
- the category $\operatorname{Rel}(\mathbb{C})$ of relations in $\mathbb{C}$-provided $\mathbb{C}$ has products $\times$.

Notice that in these notations $\operatorname{Pred}(\mathbb{C})$ and $\operatorname{Rel}(\mathbb{C})$ we leave $(\mathfrak{M}, \mathfrak{E})$ implicit. Usually it clear for a given category what the relevant factorisation system is.
Objects of the category Pred $(\mathbb{C})$ are subobjects/predicates $(m: U \mapsto X)$ of maps $m \in$ $\mathfrak{M}$. Morphisms from ( $m: U \mapsto X$ ) to $(n: V \mapsto Y)$ in Pred (C) are maps $f: X \rightarrow Y$ in $\mathbb{C}$ for which there is a necessarily unique dashed map as on the left below.

Intuitively, this says $\forall x \in X . U(x) \Rightarrow V(f(x))$.
Objects of the category $\operatorname{Rel}(\mathbb{C})$ are relations/subobjects $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X_{1} \times X_{2}$ where $\left\langle r_{1}, r_{2}\right\rangle \in \mathfrak{M}$. And morphisms from $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X_{1} \times X_{2}$ to $\left\langle s_{1}, s_{2}\right\rangle: S \mapsto Y_{1} \times Y_{2}$ in $\operatorname{Rel}(\mathbb{C})$ are pairs of morphisms $f_{1}: X_{1} \rightarrow Y_{1}, f_{2}: X_{2} \rightarrow Y_{2}$ in $\mathbb{C}$ for which there is a necessarily unique morphism $R \rightarrow S$ making the diagram on the right commute. It says: $R\left(x_{1}, x_{2}\right) \Rightarrow S\left(f_{1}\left(x_{1}\right), f_{2}\left(x_{2}\right)\right)$.
For an object $X \in \mathbb{C}$ we sometimes write $\operatorname{Pred}(X)$ for the partial order of subobjects $U \mapsto X$ of an object $X$, coming from $\mathfrak{M}$; it may be considered as the subcategory $\operatorname{Pred}(X) \hookrightarrow \operatorname{Pred}(\mathbb{C})$ with morphisms given by the identity map in $\mathbb{C}$. Similarly, we write $\operatorname{Rel}\left(X_{1}, X_{2}\right) \hookrightarrow \operatorname{Rel}(\mathbb{C})$ for the subcategory of relations $R \mapsto X_{1} \times X_{2}$ with pairs of identities as morphisms. Thus $\operatorname{Rel}\left(X_{1}, X_{2}\right)=\operatorname{Pred}\left(X_{1} \times X_{2}\right)$.

Applying this construction for $\mathbb{C}=$ Sets yields the category $\operatorname{Rel}($ Sets $)$ which is the category Rel as described earlier in Definition 3.2.3.
4.3.4. Lemma. Assume a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$. There are obvious forgetful functors that map predicates and relations to their carriers.

$$
\begin{array}{cccc}
\operatorname{Pred}(\mathbb{C}) & U \longmapsto X & \operatorname{Rel}(\mathbb{C}) & R \mapsto X_{1} \times X_{2} \\
\downarrow & \downarrow & \downarrow & I \\
\mathbb{C} & X & \mathbb{C} \times \mathbb{C} & \left(X_{1}, X_{2}\right)
\end{array}
$$

(i) Each map $f: X \rightarrow Y$ in $\mathbb{C}$ gives rise to a pullback functor $f^{-1}: \operatorname{Pred}(Y) \rightarrow$ $\operatorname{Pred}(X)$, using diagram (4.6). Similarly, each pair of maps $f_{1}: X_{1} \rightarrow Y_{1}, f_{2}: X_{2} \rightarrow Y_{2}$
ives rise to a pullback functor $\left(f_{1} \times f_{2}\right)^{-1}: \operatorname{Rel}\left(Y_{1}, Y_{2}\right) \rightarrow \operatorname{Rel}\left(X_{1}, X_{2}\right)$. In this way we get two functors:

$$
\mathbb{C}^{\mathrm{op}} \xrightarrow{\operatorname{Pred}(-)} \text { PoSets } \quad \text { and } \quad(\mathbb{C} \times \mathbb{C})^{\text {op }} \xrightarrow{\operatorname{Rel}(-)} \text { PoSets }
$$

Such functors are also known as indexed categories, see e.g. [225].
(ii) These posets $\operatorname{Pred}(X)$ and $\operatorname{Rel}\left(X_{1}, X_{2}\right)$ have finite meets $\top, \wedge$, given by the iden tity predicate and pullbacks of predicates:

$$
\top_{X}=\left(\begin{array}{c}
X \\
J_{\text {id }} \\
X
\end{array}\right)
$$


and similarly for relations. These meets are preserved by pullback functors $f^{-1}$ so the above indexed categories can be restricted to:

$$
\mathbb{C}^{\mathrm{op}} \xrightarrow{\operatorname{Pred}(-)} \text { MSL } \quad \text { and } \quad(\mathbb{C} \times \mathbb{C})^{\text {op }} \xrightarrow{\operatorname{Rel}(-)} \text { MSL }
$$

where MSL is the category of meet semilattices (and monotone functions preserving $T, \wedge$ as homomorphisms).
(iii) The mapping $X \mapsto \top_{X}$ yields a 'truth' functor $\mathrm{T}: \mathbb{C} \rightarrow \operatorname{Pred}(\mathbb{C})$ that is a right adjoint to the forgetful functor in:

$$
\underset{\mathbb{C}}{\operatorname{Pred}(\mathbb{C})} \underset{\substack{-1\\)}}{ }
$$

(iv) This truth functor $\mathrm{T}: \mathbb{C} \rightarrow \operatorname{Pred}(\mathbb{C})$ itself also has a right adjoint, mapping a predicate $(U \mapsto X)$ to its domain $U$. This functor provides comprehension and will thus be written as $\{-\}$ in:

Since subobjects are equivalence classes, this domain functor $\{-\}$ involves a choice of objects, from an isomorphism class. Proof. (i) We first have to check that the pullback operations $f^{-1}$ preserve the order between predicates. This is obvious. Further, we have id ${ }^{-1}=$ id and also $(g \circ f)^{-1}=$
$f^{-1} \circ g^{-1}$; the latter holds by the "Pullback Lemma", see Exercise 4.2.6. Notice that we $f^{-1} \circ g^{-1}$; the latter holds by the "Pullback Lemma", see Exercise 4.2.6. Notice that we
get equalities (instead of isomorphisms) because predicates are subobjects and thus equiv get equalities (instead of isomorphisms) because predicates are subobjects and thus equiv
alence classes of maps.
(ii) The identity predicate $\mathrm{T}_{X}=(\mathrm{id}: X \mapsto X)$ is obviously the top element in the poset Pred $(X)$. Also, the above square defining $m \wedge n: P \mapsto X$ satisfies $k \leq m$ and poset $\operatorname{Pred}(X)$. Also, the above square defining $m \wedge n: P \mapsto X$ satisfies $k \leq m$ and
$k \leq n$ iff $k \leq m \wedge n$ in $\operatorname{Pred}(X)$. The top element (identity map) is clearly preserved under pullback. The same holds for the meet $m \wedge n$, but this requires some low-level reasoning with pullbacks (using Exercise 4.2.6 again). In a similar manner finite meets for relations exist; they are preserved by pullback.
(iii) We check the adjunction forgetful $\dashv$ truth. For a predicate $U \mapsto X$ and an object $Y \in \mathbb{C}$ this involves a bijective correspondence:
$\xlongequal{(U \stackrel{m}{\longmapsto} X) \longrightarrow(Y \stackrel{\text { id }}{\longmapsto} Y)}$
in $\operatorname{Pred}(\mathbb{C})$
in $\mathbb{C}$
namely

Clearly, the dashed map is uniquely determined as $f \circ m$.
(iv) We now prove the adjunction truth $\dashv$ comprehension. For an object $X \in \mathbb{C}$ and a predicate $n: V \mapsto Y$ we have to prove bijective correspondences

$$
\begin{aligned}
& \xlongequal{(X \stackrel{\text { id }}{\longrightarrow} X) \longrightarrow\left(V \stackrel{\rightharpoonup}{n}^{n} Y\right)} \quad \text { in } \operatorname{Pred}(\mathbb{C} \\
& \text { in } \mathbb{C} \\
& \text { namely } \\
& \xlongequal[X \underset{f}{\longrightarrow} Y]{\substack{X-\stackrel{f}{-} \rightarrow V \\
\text { id } \downarrow \\
X \xrightarrow{\text { iof }} n \\
V}}
\end{aligned}
$$

Clearly the maps above and under the double lines determine each other.
We continue the investigation of the logical structure provided by factorisation systems. The next result shows that existential quantifier $\exists$, written categorically as $\amalg$, exists for the predicates and relations defined in terms of a logical factorisation structure.
4.3.5. Proposition. Let $\mathbb{C}$ be a category with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$.
(i) Each map $f: X \rightarrow Y$ and each pair of maps $f_{1}: X_{1} \rightarrow Y_{1}, f_{2}: X_{2} \rightarrow Y_{2}$ in $\mathbb{C}$ give rise to functors (monotone functions) between posets:
$\operatorname{Pred}(X) \xrightarrow{山_{f}} \operatorname{Pred}(Y)$
$\operatorname{Rel}\left(X_{1}, X_{2}\right) \xrightarrow{山_{f_{1} \times f_{2}}} \operatorname{Rel}\left(Y_{1}, Y_{2}\right)$
which are defined via the factorisations: $\amalg_{f}(m)=\mathfrak{m}(f \circ m)$ and $\amalg_{f_{1} \times f_{2}}(r)=\mathfrak{m}\left(\left(f_{1} \times\right.\right.$ $\left.f_{2}\right) \circ r$ ) in:


Here we have used the same overloading for $\amalg$ that we used for $f^{-1}$ in (4.6).
(ii) These functors $\amalg$ are left (Galois) adjoints to the pullback functors from Lemma 4.3.4:
$\operatorname{Pred}(X) \xrightarrow[f^{-1}]{\amalg_{f}^{T}} \operatorname{Pred}(Y)$
$\operatorname{Rel}\left(X_{1}, X_{2}\right) \xrightarrow[\underbrace{T}_{\left(f_{1} \times f_{2}\right)^{-1}}]{\amalg_{f_{1} \times f_{2}}} \operatorname{Rel}\left(Y_{1}, Y_{2}\right)$

They satisfy:

$$
\begin{equation*}
\amalg_{\mathrm{id}_{X}}=\operatorname{id}_{\text {Pred }(X)} \quad \text { and } \quad \amalg_{g \circ f}=\amalg_{g} \circ \amalg_{f} \tag{4.7}
\end{equation*}
$$

(iii) For each object $X \in \mathbb{C}$ the equality relation $\operatorname{Eq}(X) \in \operatorname{Rel}(X, X)$ is defined by factoring the diagonal $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle: X \mapsto X \times X$, in:

Here we deliberately overload the notation $\operatorname{Eq}(X)$. This equality forms a functor in:

$$
\mathbb{C} \xrightarrow[\left\langle\mathrm{id}_{\mathbb{C}}, \mathrm{id}_{\mathbb{C}}\right\rangle]{\operatorname{Eq}(-)} \underset{\mathbb{C} \times \mathbb{C}}{\operatorname{Rel}(\mathbb{C})}
$$

If diagonals $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle: X \rightarrow X \times X$ are in the set $\mathfrak{M}$ of abstract monos, then $\mathrm{Eq}(X)$ is equal to this diagonal and "internal" equality in our predicate logic and "exter nal" equality coincide, in the sense that for two parallel maps $f, g: Y \rightarrow X$ one has:

$$
\begin{aligned}
f, g \text { are internally equal } & \stackrel{\text { def }}{\Longleftrightarrow} \mathrm{T} \leq \mathrm{Eq}(f, g)=\langle f, g\rangle^{-1}(\mathrm{Eq}(X)) \\
& \Longleftrightarrow \nLeftarrow=g \\
& \stackrel{\text { def }}{\Longleftrightarrow} f, g \text { are externally equal. }
\end{aligned}
$$

The direction $(\Longleftarrow)$ of the equivalence in the middle always hold; only for $(\Longrightarrow)$ one needs that diagonals are in $\mathfrak{M}$.)
(iv) The inequalities $\amalg_{f}\left(f^{-1}(n) \wedge m\right) \leq n \wedge \amalg_{f}(m)$ are isomorphism, because the collection $\mathfrak{E}$ is closed under pullback along $m \in \mathfrak{M}$-see Definition 4.3.2 (vi),

Having an equality like in the last point is usually referred to as the "Frobenius" con dition. Logically, it corresponds to the equivalence of $\exists x . \varphi \wedge \psi$ and $\varphi \wedge \exists x . \psi$ if the variable $x$ does not occur freely in the formula $\varphi$
Proof. We do the proofs for predicates since they subsume relations
(i) Assume $m \leq m^{\prime}$ in $\operatorname{Pred}(X)$, say via a map $\varphi$, then we get $\amalg_{f}(m) \leq \amalg_{f}\left(m^{\prime}\right)$ in $\operatorname{Pred}(Y)$ via the diagonal-fill-in property:

(ii) For predicates $m: U \mapsto X$ and $n: V \mapsto Y$ we have to produce a bijective corre spondence:
$\xlongequal{\coprod_{f}(m) \leq n}$
that is


This works as follows. Given $\varphi$ as indicated, we obtain $\psi$ on the left below. The converse is sketched on the right.


The functoriality equations (4.7) for $\amalg$ follow from the functoriality equations for pullback, via Galois connection (adjunction) $\amalg_{f} \dashv f^{-1}$
(iii) For a map $f: X \rightarrow Y$ in $\mathbb{C}$ we have to show that the pair $(f, f)$ is a morphism $\mathrm{Eq}(X) \rightarrow \mathrm{Eq}(Y)$ in $\operatorname{Rel}(\mathbb{C})$. This follows from diagonal-fill-in:


The outer rectangle commutes because $\langle\mathrm{id}, \mathrm{id}\rangle \circ f=(f \times f) \circ\langle\mathrm{id}, \mathrm{id}\rangle$.
Clearly, external equality $f=g$ implies internal equality, since the unit of the adjuncion $\amalg_{\langle i d, i d\rangle} \dashv\langle\text { id, id }\rangle^{-1}$ gives:

$$
\mathrm{T} \leq\langle\mathrm{id}, \mathrm{id}\rangle^{-1} \amalg_{\langle\mathrm{id}, \mathrm{id}\rangle}(\mathrm{T})=\langle\mathrm{id}, \mathrm{id}\rangle^{-1} \mathrm{Eq}(X) .
$$

Hence by applying $f^{-1}$ we get:
$\top=f^{-1}(T) \leq f^{-1}\langle\mathrm{id}, \mathrm{id}\rangle^{-1} \mathrm{Eq}(X)=(\langle\mathrm{id}, \mathrm{id}\rangle \circ f)^{-1} \mathrm{Eq}(X)=\langle f, f\rangle^{-1} \mathrm{Eq}(X)$.
For the other direction, assume the diagonal $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle$ is in $\mathfrak{M}$. Equality $\operatorname{Eq}(X)$ is then equal to this diagonal, and so $\langle f, g\rangle^{-1}(\operatorname{Eq}(X))$ is the pullback:
where the map $p_{1}$ is in fact the equaliser of $f, g$. Internal equality of $f, g$ amounts to an nequality $\mathrm{T} \leq\langle f, g\rangle^{-1}(\mathrm{Eq}(X))=p_{1}$. It expresses that the map $p_{1}$ is an isomorphism, and so:

$$
\begin{aligned}
f=\pi_{1} \circ\langle f, g\rangle & =\pi_{1} \circ\langle\mathrm{id}, \mathrm{id}\rangle \circ p_{2} \circ p_{1}^{-1} \\
& =\pi_{2} \circ\langle\mathrm{id}, \mathrm{id}\rangle \circ p_{2} \circ p_{1}^{-1}=\pi_{2} \circ\langle f, g\rangle=g .
\end{aligned}
$$

(iv) Assume a map $f: X \rightarrow Y$ with predicates $m: U \mapsto X$ and $n: V \mapsto Y$. The unit of the adjunction $\coprod_{f} \dashv f^{-1}$ gives and inequality $m \leq f^{-1}\left(\coprod_{f}(m)\right)$, from which we obtain:

$$
f^{-1}(n) \wedge m \leq f^{-1}(n) \wedge f^{-1}\left(\amalg_{f}(m)\right)=f^{-1}\left(n \wedge \coprod_{f}(m)\right) .
$$

The adjunction $\amalg_{f} \dashv f^{-1}$ now yields the required inequality $\coprod_{f}\left(f^{-1}(n) \wedge m\right) \leq n \wedge$ $\amalg_{f}(m)$. The second part of the statement requires more work and uses requirement (vi) in

Definition 4.3.2, which says that $\mathfrak{E}$ is closed under pullback along each $k \in \mathfrak{M}$. Consider the following diagram, below on the left.


The diagonal is the conjunction $f^{-1}(n) \wedge m$. In order to get $\amalg_{f}\left(f^{-1}(n) \wedge m\right)$ we need to factorise the composite $f \circ\left(f^{-1}(n) \wedge m\right)=f \circ m \circ p_{2}$. This factorisation appears if we consider the other conjunct $n \wedge \coprod_{f}(m)$, arising as diagonal on the left below.


The outer rectangle is a pullback because $f \circ m=\coprod_{f}(m) \circ e$, as described above. Thus, by the Pullback Lemma (see Exercise 4.2.6), the rectangle on the left is a pullback. But then the map $d$ arises as pullback of $e \in \mathfrak{E}$ along $q_{2} \in \mathfrak{M}$. Hence, by assumption, $d \in \mathfrak{C}$. But this means that $\amalg_{f}\left(f^{-1}(n) \wedge m\right)$, which is by definition the $\mathfrak{M}$-part of $f \circ m \circ p_{2}$, is the diagonal map $n \wedge \coprod_{f}(m)$. Thus we are done.
4.3.6. Remark. The third point of Proposition 4.3 .5 deals with equality relations $\mathrm{Eq}(X)$, as $\mathfrak{M}$-part of the diagonal $\Delta=\langle$ id, id $\rangle: X \stackrel{\leftrightarrow}{\mapsto} \times X$. This diagonal $\Delta$ need not be as $\mathfrak{M}$-part of the diagonal $\Delta=\langle$ id, id $\rangle: X \rightarrow X \times X$. This diagonal $\Delta$ need not be
in $\mathfrak{M}$. Its presence in $\mathfrak{M}$ is a non-trivial property, and therefore we have not made it part in $\mathfrak{M}$. Its presence in $\mathfrak{M}$ is a non-trivial property, and therefore we have not made it part of the requirements for a 'logical factorisation system' in Definition 4.3.2. Recall, for
instance, that one formulation of the Hausdorff property for topological spaces says: the instance, that one formulation of the Hausdorf property for topological spaces says: the
diagonal res $\Delta$ is closed. Closed subsets of topological spaces may indeed be used diagonal relation $\Delta$ is closed. Closed subsets of topological spaces may indeed be used
as abstract monos for a factorisation system. An alternative example will be elaborated in Examples 4.3.7 (i) below: in the category SetsRel of sets and relations diagonals $\Delta$ are not abstract monos.
The requirement that diagonals are in $\mathfrak{M}$ is equivalent to the requirement that all maps in $\mathfrak{E}$ are epis. This is left as an exercise below.

But if diagonals are in $\mathfrak{M}$ the resulting logic in the category satisfies the special property that internal and external equality coincide. This is for instance the case in every topos whose logic is described via all monos/subobjects (see e.g. [317])
4.3.7. Examples. (i) The category SetsRel of sets and relations is defined in Example 1.4.2. Each relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$, seen as morphism $R: X \rightarrow Y$ in SetsRel, can be factored as:

$$
(X \xrightarrow{R} Y)=\left(X \xrightarrow{\mathfrak{e}(R)} Y^{\prime} \xrightarrow{\mathfrak{m}(R)} Y\right),
$$

where $Y^{\prime}=\{y \mid \exists x . R(x, y)\}$ is the image of $r_{2}: R \rightarrow Y$ and

$$
\mathfrak{e}(R)=\left(\begin{array}{ccc}
r_{1} & R & \\
X^{\swarrow} & & Y^{\prime}
\end{array}\right) \quad \mathfrak{m}(R)=\left(\begin{array}{ccc} 
& Y^{\prime} & \\
Y^{\prime} & & Y
\end{array}\right)
$$

A factorisation system $(\mathfrak{M}, \mathfrak{E})$ exists on the category SetsRel: the collection $\mathfrak{M}$ consists of injections $Y^{\prime} \multimap Y$, forming a relation as on the right above. And $\mathfrak{E}$ contains relations
$\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$ with the right leg $r_{2}$ forming a surjection. These maps in $\mathfrak{M}$ and $\mathfrak{E}$ are characterised in [207] as "dagger kernels" and "zero-epis" respectively

The category SetsRel has products (actually biproducts) given by coproducts + on sts. The diagonal (relation) $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle: Y \mapsto Y+Y$ in SetsRel is given by the subset:

$$
\Delta=\left\{\left(y, \kappa_{1} y\right) \mid y \in Y\right\} \cup\left\{\left(y, \kappa_{2} y\right) \mid y \in Y\right\} \subseteq Y \times(Y+Y) .
$$

Thus, in span form it can be written as:

$$
\Delta=\left(\begin{array}{cc}
\stackrel{[\mathrm{id}, \mathrm{id}]}{ } & Y+Y \\
Y^{\swarrow} & \\
& \\
Y+Y
\end{array}\right)
$$

with image given by the equality relation on $Y+Y$, obtained as:

$$
\operatorname{Eq}(Y)=\mathfrak{m}(\Delta)=\left({ }_{Y+Y} \quad \begin{array}{r}
Y+Y \\
\approx_{Y+Y}
\end{array}\right)
$$

For parallel relations $R, S: X \rightarrow Y$ in SetsRel we then have:

$$
\langle R, S\rangle^{-1}(\operatorname{Eq}(Y))=\left\{x \in X \mid \forall y, y^{\prime} . R(x, y) \wedge S\left(x, y^{\prime}\right) \Rightarrow y=y^{\prime}\right\} .
$$

Hence internal equality $\mathrm{T} \leq\langle R, S\rangle^{-1}(\mathrm{Eq}(Y))$ is in SetsRel not the same as external equality.
(ii) Recall the category Vect of vector spaces (over the real numbers $\mathbb{R}$, or some other feld). It carries a factorisation system $(\mathfrak{M}, \mathfrak{E})$ where $\mathfrak{M}=$ (injective linear maps) and $\mathfrak{E}=$ (surjective linear maps). The subobjects associated with $\mathfrak{M}$ are linearly closed subspaces. The product (actually biproduct) for two vector spaces is given by the product of the under lying sets, with coordinatewise structure. Hence the diagonal $\Delta=\langle$ id, id $\rangle: V \rightarrow V \times V$ is the usual (set-theoretic)
(iii) We write Hilb for the category of Hilbert spaces (over the real, or possibly also over the complex numbers). Morphisms are linear maps which are continuous (or equivaently bounded). The category Hilb also carries a factorisation system, where maps in $\mathfrak{M}$ correspond to subspaces which are both linearly and metrically closed. Also in this case diagonals are in $\mathfrak{M}$. More details can be found in [207].

We close this section with a special example of a category with a logical factorisation system. It is obtained from an ordinary logical calculus, by suitably organising the syntactic material into a category. It illustrates what kind of logical structure is relevant in this setting Categories like these are described as Lindenbaum-Tarski (or term model) constructions in [225]. These categories may also be described via an initiality property but that goes beyond the current setting.
4.3.8. Example. We sketch a (multi-sorted, typed) logic, whose types, terms and formulas are given by the following BNF syntax.
Types $\quad \sigma:=B|1| \sigma \times \sigma \mid\{x: \sigma \mid \varphi\}$
( $B$ is primitive type)
Terms $\quad M:=x|f(M, \ldots, M)| \pi_{1} M\left|\pi_{2} M\right|\langle M, M\rangle$
( $f$ is function symbol)

Formulas $\quad \varphi:=P|\top| \varphi \wedge \varphi\left|M={ }_{\sigma} M\right| \exists x: \sigma . \varphi \quad$ ( $P$ is atomic predicate)
A type is thus either a primitive type $B$, a singleton (or unit) type 1, a product type $\sigma \times \sigma^{\prime}$ or a comprehension type $\{x: \sigma \mid \varphi\}$ for a formula $\varphi$. A term is either a variable $x$, a
function application $f\left(M_{1}, \ldots, M_{n}\right)$ for a function symbol $f$ with appropriate arity and type, a projection term $\pi_{i} M$, or a tuple $\left\langle M, M^{\prime}\right\rangle$. Finally, a formula is either an atomic predicate $P$, a truth formula $T$ a conjunction $\varphi \wedge \varphi^{\prime}$ an equation $M={ }_{\sigma} M^{\prime}$ for two terms $M, M^{\prime}$ both of type $\sigma$, or a (typed) existential formula $\exists x: \sigma . \varphi$. Here we assume that the function symbols $f$ and atomic predicates $P$ are somehow given, via an appropriate signature. Notice, by the way, that negation is not part of this logical language.

A proper account of our predicate logic now lists the typing rules for sequents of the A proper account of our predicate logic now lists the typing rules for sequents of the
form $x_{1}: \sigma_{1}, \ldots, x_{n}: \sigma_{n} \vdash M: \tau$, expressing that term $M$, (possibly) containing typed form $x_{1}: \sigma_{1}, \ldots, x_{n}: \sigma_{n} \vdash M: \tau$, expressing that term $M$, (possibly) containing typed
variables $x_{1}, \ldots, x_{n}$, has type $\tau$, and also the deduction rules for logical sequents written as $x_{1}: \sigma_{1}, \ldots, x_{n}: \sigma_{n} \mid \varphi_{1}, \ldots, \varphi_{n} \vdash \psi$. Sometimes we write a term $M$ as $M\left(x_{1}, \ldots, x_{n}\right)$ $x_{1}$. $\sigma_{1}, \ldots, x_{n}: \sigma_{n} \varphi_{1}, \ldots, \varphi_{n}$
to make the variables occurring in $M$ explicit (and similarly for formulas). We write $[M / x]$ for the (postfix) operation of substituting the term $M$ for all (free) occurrences of the variable $x$ (where $M$ and $x$ have the same type). We assume the reader is reasonably familia with these rules, and refer to [225] for further information. The exception we make is for the rules of the comprehension type, see below, because they are not so standard.

But first we show that we may restrict ourselves to terms and formulas containing at most one variable. Suppose a term $M(x, y)$ has two variables $x: \sigma, y: \tau$. Then we may replace $x, y$ by a single variable $z: \sigma \times \tau$ in a product type. This $z$ is placed in $M$ vi substitution: $M\left[\pi_{1} z / x, \pi_{2} / y\right]$. This can of course be repeated for multiple variables. Sim ilarly, we may replace entailments $\varphi_{1}, \cdots, \varphi_{n} \vdash \psi$ by an entailment $\varphi_{1} \wedge \cdots \wedge \varphi_{n} \vdash \psi$ between only two formulas (using $T$ as antecedent if $n=0$ ). If we keep track of the variable involved we write such sequents as $x: \sigma \mid \varphi \vdash \psi$.
Now we can be more explicit about comprehension types. If we have a formula $\varphi(x)$, involving a variable $x: \sigma$, we can form the type $\{x: \sigma \mid \varphi\}$. It comes with introduction and
elimination rules, involving tags $i$ for 'in' and o for 'out'.

$$
\begin{gathered}
\frac{y: \tau \vdash M: \sigma \quad y: \tau \mid \top \vdash \varphi[M / x]}{y: \tau \vdash \mathrm{i}_{\varphi}(M):\{x: \sigma \mid \varphi\}} \\
\frac{y: \tau \vdash N:\{x: \sigma \mid \varphi\}}{y: \tau \vdash \mathrm{o}_{\varphi}(N): \sigma} \quad \frac{x: \sigma \mid \varphi, \psi \vdash \chi}{x^{\prime}:\{x: \sigma \mid \varphi\} \mid \psi\left[\mathbf{o}_{\varphi}\left(x^{\prime}\right) / x\right] \vdash \chi\left[\mathbf{0}_{\varphi}\left(x^{\prime}\right) / x\right]}
\end{gathered}
$$

with associated conversions $\mathrm{O}_{\varphi}\left(\mathrm{i}_{\varphi}(M)\right)=M$ and $\mathrm{i}_{\varphi}\left(\mathrm{o}_{\varphi}(N)\right)=N$. In the sequel we omit hese subscripts $\varphi$ for convenience.

We now form a category $\mathbb{L}$, for logic, with:

## objects types $\sigma$

morphisms $\quad \sigma \rightarrow \tau$ are equivalence classes $[M]$ of terms $x: \vdash M: \tau$. Two terms $\sigma \rightarrow \tau$ are equivalence classes $[M]$ of terms $x: \vdash M: \tau$. Two term
$M, M^{\prime}$ are equivalent when one can deduce $x: \sigma \mid \top \vdash M=_{\sigma} M^{\prime}$ $M, M^{\prime}$ are equivalent when one can deduce $x: \sigma \mid \vdash M=\sigma M^{\prime}$.
Via these equivalence classes we force 'internal' (provable) equality and 'external' equality (of maps) to coincide

The identity map $\sigma \rightarrow \sigma$ is $\left[x_{\sigma}\right]$, where $x_{\sigma}: \sigma$ is a particular (chosen) variable of type $\sigma$. The composition of maps $[M(x)]: \sigma \rightarrow \tau$ and $[N(y)]: \tau \rightarrow \rho$ is given by the term $x: \sigma \vdash N[M(x) / y]: \rho$ obtained by substitution. This category $\mathbb{L}$ has finite (categorical) products, via the type-theoretic products $1, \sigma \times \tau$.

The category $\mathbb{L}$ also carries a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$. The set $\mathfrak{M}$ contains he " 0 -maps", given by a formula $\varphi$ in:

$$
u:\{x: \sigma \mid \varphi\} \vdash \mathrm{o}(u): \sigma .
$$

(Actually, we take in $\mathfrak{M}$ all these o-maps composed with isomorphisms.)

These o-maps are clearly monic: if $\mathrm{o}(N)=\mathrm{o}\left(N^{\prime}\right)$, then $N=\mathrm{i}(\mathrm{o}(N))=\mathrm{i}\left(\mathrm{o}\left(N^{\prime}\right)\right)=$ $N^{\prime}$. Also, they are closed under composition. This can be seen in the following diagram.


The term $P(v)$ is $\mathrm{i}(\mathrm{o}(\mathrm{o}(v)))$ and is obtained in the following derivation.
$\frac{x: \sigma \mid \varphi, \top \vdash \varphi}{\underline{y:\{x: \sigma \mid \varphi\} \mid \top \vdash \varphi[\mathbf{0}(y) / x]} \quad \frac{y:\{x: \sigma \mid \varphi\} \mid \psi, \top \vdash \psi}{v:\{y:\{x: \sigma \mid \varphi\} \mid \psi\} \mid \top \vdash \psi[\mathbf{0}(v) / y]}}$

$$
\begin{aligned}
& v:\{y:\{x: \sigma \mid \varphi\} \mid \psi\} \mid \top \vdash \varphi[\mathbf{0}(\mathbf{0}(v)) / x] \wedge \psi[\mathbf{0}(v) / y] \\
&=(\varphi \wedge \psi[\mathbf{i}(x) / y])[\mathbf{0}(\mathbf{o}(v)) / x] \\
& \hline
\end{aligned}
$$

$$
v:\{y:\{x: \sigma \mid \varphi\} \mid \psi\} \vdash P(v) \stackrel{\text { def }}{=} \mathrm{i}(\mathrm{o}(\mathrm{o}(v))):\{x: \sigma \mid \varphi \wedge \psi[\mathrm{i}(x) / y]\}
$$

Notice that the i and o 's in $P(v)=\mathrm{i}(\mathrm{O}(\mathrm{O}(v)))$ are associated with different formulas. In a similar manner one obtains the inverse term $P^{-1}$ of $P$ as $P^{-1}(u)=\mathrm{i}(\mathrm{i}(\mathrm{o}(u))$ ).

The set $\mathfrak{M}$ is also closed under pullback, via substitution in formulas:


The map on top is well-typed since:

$$
\frac{y: \tau \mid \varphi[M(y) / x], \mathrm{T} \vdash \varphi[M(y) / x]}{v:\{y: \tau \mid \varphi[M(y) / x]\} \mid \top \vdash \varphi[M(y) / x][\mathbf{0}(v) / y]}=\varphi[M[\mathbf{0}(v) / y] / x]
$$

We leave it to the reader to check that it forms a pullback in $\mathbb{L}$.
The set $\mathfrak{M}$ also contains the equality relations via the following isomorphism.


The inverse in this diagram is given by $\left[\pi_{1} \mathrm{O}(v)\right]=\left[\pi_{2} \mathrm{O}(v)\right]$, where the variable $v$ has type $\left\{z: \sigma \times \sigma \mid \pi_{1} z={ }_{\sigma} \pi_{2} z\right\}$.
We define $\mathfrak{E}$ so that it contains those maps of the form $[M]: \sigma \rightarrow\{y: \tau \mid \psi\}$ that satisfy $y: \tau \mid \psi \vdash \exists x: \sigma .0(M(x))=y$. We leave it to the reader to show that these maps are cosed under composition and also closed under pullback along 0 -maps (from $\mathfrak{M}$ ).
We come to factorisation. For an arbitrary map $[M]: \sigma \rightarrow \tau$ in $\mathbb{L}$ we can consider the following predicate on the codomain type $\tau$.

$$
\operatorname{Im}([M])=(y: \tau \vdash \exists x: \sigma . M(x)=y) .
$$

Thus we can factorise the map $[M]$ as:

$$
\sigma \underbrace{[\mathrm{i}(M)]}_{[M]}\left\{\underset{\sim}{\int} \underset{\sim}{[0]} \underset{\sim}{\operatorname{Im}([M])\}}=\{y: \tau \mid \exists x: \sigma \cdot M(x)=y\}\right.
$$

Finally, we check the diagonal-fill-in condition. Assume we have a commuting square:


Commutation says $\mathbf{O}(P)={ }_{\rho} Q\left[M / y^{\prime}\right]$, where $y^{\prime}:\{y: \tau \mid \psi\}$. It may be clear that the only choice as diagonal $\{y: \tau \mid \psi\} \rightarrow\{z: \rho \mid \varphi\}$ is the term $\mathrm{i}(Q)$, since:

$$
\begin{aligned}
\mathrm{o}(\mathrm{i}(Q)) & =Q \\
\mathrm{i}(Q)\left[M / y^{\prime}\right] & =\mathrm{i}\left(Q\left[M / y^{\prime}\right]\right) \\
& =\mathrm{i}(\mathbf{o}(P))
\end{aligned}
$$

$$
=P
$$

The challenge is to show that the term $\mathrm{i}(Q)$ is appropriately typed. This is achieved via the derivation in Figure 4.3.

## Exercises

4.3.1. Let $(\mathfrak{M}, \mathfrak{E})$ be a logical factorisation system.
(i) Show that a map $f \in \mathfrak{M} \cap \mathfrak{E}$ is an isomorphism.
(ii) Prove that if we can factor a map $g$ both as $g=m \circ e$ and as $g=m^{\prime} \circ e^{\prime}$, where $m, m^{\prime} \in \mathfrak{M}$ and $e, e^{\prime} \in \mathfrak{E}$, then there is a unique isomorphism $\varphi$ with $m^{\prime} \circ \varphi=m$ $\varphi \circ e=e$
(iii) Show for $m \in \mathfrak{M}$ and $e \in \mathfrak{E}$ that $\mathfrak{m}(m \circ f)=m \circ \mathfrak{m}(f)$ and $\mathfrak{e}(f \circ e)=\mathfrak{m}(f) \circ e$ where $\mathfrak{m}(-)$ and $\mathfrak{e}(-)$ take the $\mathfrak{M}$-part and $\mathfrak{E}$-part like in Definition 4.3.2 (ii).
4.3.2. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with a logical factorisation system
(i) Assume that $F$ preserves abstract epis, i.e. $e \in \mathfrak{E} \Rightarrow F(e) \in \mathfrak{E}$. Prove that the category $\operatorname{Alg}(F)$ of algebras also carries a logical factorisation system. Use that pullbacks in $\operatorname{Alg}(F)$ are constructed as in $\mathbb{C}$, see Exercise 4.2.7.
(ii) Check that every endofunctor $F:$ Sets $\rightarrow$ Sets satisfies this assumption, i.e. preserves surjections-if the axiom of choice holds.
[Hint. Recall that the axiom of choice can be formulated as: each surjection has a section, see Section 2.1.]
4.3.3. Define the category $\operatorname{EnRel}(\mathbb{C})$ of endorelations in a category $\mathbb{C}$ (with a logical factorisation system) via the following pullback of functors.

(i) Describe this category $\operatorname{EnRel}(\mathbb{C})$ in detail.


Figure 4.3: Well-typedness of the diagonal map for the rectangle (4.8).
(ii) Show that equality relations form a functor $\mathrm{Eq}(-): \mathbb{C} \rightarrow \operatorname{EnRel}(\mathbb{C})$.
4.3.4. Let $\mathbb{C}$ be a category with a logical factorisation system and finite coproducts $(0,+)$.
(i) Show that the image of the unique map $!: 0 \rightarrow X$ is the least element $\perp$ in the poset Simildy
(ii) Similarly, show that the join $m \vee n$ in $\operatorname{Pred}(X)$ of predicates $m: U \mapsto X$ and $n: V \mapsto Y$ is the image of the cotuple $[m, n]: U+V \rightarrow X$.
4.3.5. Two morphisms $f, g$ in an arbitrary category $\mathbb{C}$ may be called orthogonal, written as $f \perp g$, if in each commuting square as below there is a unique diagonal making everything in sight commute.

The diagonal-fill-in property for a factorisation system $(\mathfrak{M}, \mathfrak{E})$ in Definition 4.3 .2 thus says that $e \perp m$ for each $m \in \mathfrak{M}$ and $e \in \mathfrak{E}$.
Now assume that a category $\mathbb{C}$ is equipped with a factorisation system ( $\mathfrak{M}$, $\mathfrak{E}$ ), not neces sarily 'logical'. This means that only properties (i)-(iii) in Definition 4.3 .2 hold.
(i) Prove that $f \in \mathfrak{E}$ if and only if $f \perp m$ for $)$ all $\in \mathfrak{m}$
(ii) Similarly, prove that $g \in \mathfrak{M}$ if and only if $e$ all $m \in \mathfrak{M}$.
(iii) Prove: $e, d \circ e \in \mathfrak{E} \Rightarrow d \in \mathfrak{E}$.
(iv) Similarly (or dually): $m, m \circ n \in \mathfrak{M} \Rightarrow n \in \mathfrak{M}$.
(v) Prove also $m, n \in \mathfrak{M} \Rightarrow m \times n \in \mathfrak{M}$, assuming products exist in $\mathbb{C}$.
(vi) Show that diagonals $\Delta=\langle i d$, id $\rangle$ are in $\mathfrak{M}$ if and only if all maps in $\mathfrak{E}$ are epis.
4.3.6. Prove that the converse of Proposition 4.3 .5 (iv) also holds: if $\amalg_{f}\left(f^{-1}(n) \wedge m\right)=n \wedge$ $\amalg_{\mathfrak{M}}(m)$ holds for all appropriate $f, m, n$, then $\mathfrak{E}$ is closed under pulback along maps $m \in$ $\mathfrak{M}$.
4.3.7. Assume a factorisation system $(\mathfrak{M}, \mathfrak{E})$ on a category $\mathbb{C}$ with finite products $1, \times$. Prove that Assume a factorisation system $(\mathfrak{M}, \mathfrak{E})$ on a category $\mathbb{C}$ with finite products $1, \times$. Prove that
the category of predicates Pred $(\mathbb{C})$ also has finite products, via the following constructions.

- The identity $(1 \mapsto 1)$ on the final object $1 \in \mathbb{C}$ is final in $\operatorname{Pred}(\mathbb{C})$.
- The product of predicates $(m: U \mapsto X)$ and $(n: V \mapsto Y)$ is the conjunction of the pullbacks $\pi_{1}^{-1}(m) \wedge \pi_{2}^{-1}(n)$, as predicate on $X \times Y$.

$$
\text { Show that also the category of relations } \operatorname{Rel}(\mathbb{C}) \text { has finite products. }
$$

4.3.8. Let $(\mathfrak{M}, \mathfrak{E})$ be a logical factorisation system on a category $\mathbb{C}$ with pullbacks. Prove that $\mathfrak{E}$ is closed under pullbacks along arbitrary maps if and only if the so-called Beck-Chevalley condition holds: for a pullback as on the left, the inequality on the right is an isomorphism:

$$
\begin{aligned}
& \amalg_{f} h^{-1}(m) \leq g^{-1} \amalg_{k}(m)
\end{aligned}
$$

### 4.4 Relation lifting, categorically

The previous section introduced predicates and relations in a category via a factorisation system, corresponding to conjunctions $T, \wedge$, equality, existential quantification $\exists$, and comsystem, corresponding to conjunctions $\uparrow, \wedge$, equality, existential quantification $\exists$, and com-
prehension $\{-\}$. In this section we use such factorisation systems to describe relation lifting for an arbitrary functor-not just for a polynomial one, like in Section 3.1. Predicate lifting wrt. such a factorisation system will be described later, in Subsection 6.1.2.
4.4.1. Definition. Assume a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$, and an arbitrary endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$. Then we define a functor $\operatorname{Rel}(F): \operatorname{Rel}(\mathbb{C}) \rightarrow \operatorname{Rel}(\mathbb{C})$ in the following way.

- Given a relation $r=\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X_{1} \times X_{2}$ in $\operatorname{Rel}(\mathbb{C})$ we introduce a new relation $\operatorname{Rel}(F)(r): \operatorname{Rel}(F)(R) \mapsto F\left(X_{1}\right) \times F\left(X_{2}\right)$ via the following factorisation, describing the lifted relation as the right-hand-side leg of the triangle:

$$
\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle \underbrace{F(R)}_{F\left(X_{1}\right) \times F\left(X_{2}\right)} \operatorname{Rel}_{\operatorname{Rel}(F)(r)}^{\operatorname{Rel}(F)(R)}
$$

- Assume a morphism $\left(f_{1}, f_{2}\right): R \rightarrow S$ in $\operatorname{Rel}(\mathbb{C})$, as in:

$$
r=\left\langle r_{1}, r_{2}\right\rangle \underbrace{R-}-\underline{\varphi}-\cdots \xrightarrow{S} s=\left\langle s_{1}, s_{2}\right\rangle
$$

The pair of maps $\left(F\left(f_{1}\right), F\left(f_{2}\right)\right)$ then forms a morphism $\operatorname{Rel}(F)(r) \rightarrow \operatorname{Rel}(F)(s)$ in $\operatorname{Rel}(\mathbb{C})$ by the diagonal-fill-in property from Definition 4.3 .2 (iii):


By uniqueness of such diagonals one verifies that $\operatorname{Rel}(F)(-)$ preserves identities and composition.

This definition of relation lifting generalises the situation found in Lemma 3.3.1 for Kripke polynomial functors on Sets. We first establish some general properties of this relation lifting, much like in Section 3.2. But before we can do so we need to describe composition of relations.
For two relations $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$ and $\left\langle s_{1}, s_{2}\right\rangle: S \mapsto Y \times Z$ we define their relational composition $S \circ R \mapsto X \times Z$ via pullback and image: first form the object $P$ by pullback in:

and take the image:
$\left\langle r_{1} \circ p_{1}, s_{2} \circ p_{2}\right\rangle \underset{X}{P \times Z} \underset{\sim}{\perp}(S \circ R)$
It is possible to turn objects with such relations between them into a category, say $\mathbb{C}$-Rel like in SetsRel, but this requires additional properties of logical factorisation systems namely: diagonals are in $\mathfrak{M}$ and $\mathfrak{E}$ is closed under pullbacks, like in Exercise 4.3.8). See [271] for details.
4.4.2. Proposition. Relation lifting as defined above forms a functor in a commuting diagram:

$$
\underset{\mathbb{C} \times \mathbb{C} \xrightarrow[F \times F]{\operatorname{Rel}(\mathbb{C})} \xrightarrow{\operatorname{Rel}(F)} \operatorname{Rel}(\mathbb{C})}{\substack{\downarrow \\ \\ \mathbb{C}}}
$$

Then:
(i) The functor $\operatorname{Rel}(F)$ preserves the order $\leq$ between relations (on the same objects): $R \leq S \xlongequal{(1)}$ The functor $\operatorname{Rel}(F)(R)<\operatorname{Rel}(F)(() S)$.
(ii) This $\operatorname{Rel}(F)$ also preserves reversal (also called daggers) $(-)^{\dagger}$ of relations, where

$$
\left(R \stackrel{\left\langle r_{1}, r_{2}\right\rangle}{\longrightarrow} X \times Y\right)^{\dagger}=\left(R \stackrel{\left\langle r_{2}, r_{1}\right\rangle}{\longmapsto} Y \times X\right) .
$$

Moreover, there are inequalities:
(iii) $\operatorname{Eq}(F(X)) \leq \operatorname{Rel}(F)(\operatorname{Eq}(X))$, and $\operatorname{Eq}(F(X))=\operatorname{Rel}(F)(\operatorname{Eq}(X))$ in case either:

- diagonals are in $\mathfrak{M}$, or
- F preserves abstract epis, i.e. $e \in \mathfrak{E} \Longrightarrow F(e) \in \mathfrak{E}$.
(iv) $\operatorname{Rel}(F)(S \circ R) \leq \operatorname{Rel}(F)(R) \circ \operatorname{Rel}(F)(S)$, if $F$ preserves abstract epis.

Proof. (i) Assume two relations $R \hookrightarrow X_{1} \times X_{2}$ and $S \hookrightarrow X_{1} \times X_{2}$ on the same objects. Then $R \leq S$ means that the pair of identities $\left(\operatorname{id}_{X_{1}}\right.$, id $\left._{X_{2}}\right)$ is a morphism $R \rightarrow S$ in $\operatorname{Rel}(\mathbb{C})$. By applying $\operatorname{Rel}(F)$ we get a map $\left(\operatorname{id}_{F\left(X_{1}\right)}, \operatorname{id}_{F\left(X_{2}\right)}\right): \operatorname{Rel}(F)(R) \rightarrow \operatorname{Rel}(F)(S)$ in $\operatorname{Rel}(\mathbb{C})$. This means $\operatorname{Rel}(F)(R) \leq \operatorname{Rel}(F)(S)$.
(ii) Let us write $\gamma=\left\langle\pi_{2}, \pi_{1}\right\rangle$ for the twist map. For a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$ the reversed relation $R^{\dagger}$ is $\gamma \circ\left\langle r_{1}, r_{2}\right\rangle=\left\langle r_{2}, r_{1}\right\rangle: R \mapsto Y \times X$. We write the image of $F(R)$ as $\left\langle s_{1}, s_{2}\right\rangle: \operatorname{Rel}(F)(R) \mapsto F\left(X_{1}\right) \times F\left(X_{2}\right)$. The reversal $\operatorname{Rel}(F)(R)^{\dagger}$ of the lifted relation is $\left\langle s_{2}, s_{1}\right\rangle$. Thus we need to prove that the image of $\left\langle F\left(r_{2}\right), F\left(r_{1}\right)\right\rangle$ is $\left\langle s_{2}, s_{1}\right\rangle$. This is done via Exercise 4.3.1 (iii):
$\mathfrak{m}\left(\left\langle F\left(r_{2}\right), F\left(r_{1}\right)\right\rangle\right)=\mathfrak{m}\left(\gamma \circ\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle\right)$

$$
\begin{aligned}
& =\gamma \circ \mathfrak{m}\left(\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle\right) \\
& =\gamma \circ\left\langle s_{1}, s_{2}\right\rangle \\
& =\left\langle s_{2}, s_{1}\right\rangle .
\end{aligned}
$$

(iii) The equality relation $\mathrm{Eq}(X)$ on an object $X$ is given by the image of the diagonal, below on the left, giving rise to the relation lifting on the right:

The inequality $\operatorname{Eq}(F(X)) \leq \operatorname{Rel}(F)(\operatorname{Eq}(X))$ is obtained via diagonal-fill-in:

n case $F\left(e_{X}\right) \in \mathfrak{E}$ we have two factorisations of the diagonal $F(X) \hookrightarrow F(X) \times F(X)$, making the dashed map an isomorphism.
If diagonals $\Delta_{X}=\left\langle\operatorname{id}_{X}, \operatorname{id}_{X}\right\rangle: X \mapsto X \times X$ are in $\mathfrak{M}$, then the equality relation $\mathrm{Eq}(X)$ on $X$ is this diagonal $\Delta_{X}$ and its lifting $\operatorname{Rel}(F)(\operatorname{Eq}(X))$ is the image of the tuple $\left\langle F\left(\operatorname{id}_{X}\right), F\left(\operatorname{id}_{X}\right)\right\rangle=\left\langle\operatorname{id}_{F(X)}, \operatorname{id}_{F(X)}\right\rangle: F(X) \longleftrightarrow F(X) \times F(X)$. This image is the diagonal $\Delta_{F(X)}$ itself, which is the equality relation $\operatorname{Eq}(F(X))$ on $F(X)$.
(iv) Assume two relations $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$ and $\left\langle s_{1}, s_{2}\right\rangle: S \mapsto Y \times Z$ with composition $S \circ R$ as in (4.9). We write their liftings as $\left\langle r_{1}^{\prime}, r_{2}^{\prime}\right\rangle: \operatorname{Rel}(F)(R) \mapsto F(X) \times F(Y)$ and $\left\langle s_{1}^{\prime}, s_{2}^{\prime}\right\rangle: \operatorname{Rel}(F)(S) \mapsto F(Y) \times F(Z)$, with composition:

Consider the map $\varphi$ obtained in:


Since $F(e) \in \mathfrak{E}$, by assumption, we obtain the required inequality $\leq$ as diagonal in:


Stronger preservation results for lifted functors $\operatorname{Rel}(F)$ can be obtained if we assume hat all abstract epis are split epis, i.e. that $\mathfrak{E} \subseteq$ SplitEpis. This assumption in Sets is equivalent to the axiom of choice, see before Lemma 2.1.7. Also in the category Vect of vector spaces surjective (linear) maps are split: if $f: V \rightarrow W$ in Vect is surjective, then there are isomorphisms $V \cong \operatorname{ker}(f) \oplus \operatorname{Im}(f)$ and $\operatorname{Im}(f) \cong W$. The resulting map

$$
W \xrightarrow{\cong} \operatorname{Im}(f) \xrightarrow{\kappa_{2}} \operatorname{ker}(f) \oplus \operatorname{Im}(f) \xrightarrow{\cong} V
$$

is a section of $f$.
4.4.3. Proposition. Assume a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$ on a category $\mathbb{C}$ where $\mathfrak{E} \subseteq$ SplitEpis. In this case the lifting of a functor $\operatorname{Rel}(F): \operatorname{Rel}(\mathbb{C}) \rightarrow \operatorname{Rel}(\mathbb{C})$ preserves reversals $(-)^{\dagger}$, equality and coproducts $\amalg$.

Moreover, if $F$ preserves weak pulbacks, then $\operatorname{Rel}(F)$ preserves composition of relations and inverse images:

$$
\begin{aligned}
\operatorname{Rel}(F)(S \circ R) & =\operatorname{Rel}(F)(S) \circ \operatorname{Rel}(F)(R) \\
\operatorname{Rel}(F)\left(\left(f_{1} \times f_{2}\right)^{-1}(S)\right) & =\left(F\left(f_{1}\right) \times F\left(f_{2}\right)\right)^{-1}(\operatorname{Rel}(F)(S)) .
\end{aligned}
$$

In particular relation lifting preserves graph relations: $\operatorname{Rel}(F)(\operatorname{Graph}(f))=\operatorname{Graph}(F(f))$, since $\operatorname{Graph}(f)=(f \times \mathrm{id})^{-1}(\mathrm{Eq}(Y)) \mapsto X \times Y$ for $f: X \rightarrow Y$.

Proof. Split epis are "absolute": they are preserved by any functor $F$, see Lemma 2.1.7 As a result, equality and coproducts are preserved, see Proposition 4.4.2 and Exercise 4.4. As a result, equality and coproducts are preserved, see Proposition 4.4.2 and Exercise 4.4.3
Hence we concentrate on the second part of the proposition and assume that the functor $F$ preserves weak pullbacks. We shall write sections $t_{R}$ in a factorisation:

$$
\begin{aligned}
& F(R) \xrightarrow[e_{R}]{e_{R}} \underset{\left.\int\left(r_{2}\right)\right\rangle\left(r_{1}^{\prime}, r_{2}^{\prime}\right\rangle}{t_{R}} \text { where } \quad e_{R} \circ t_{R}=\mathrm{id} \text {. } \\
& \left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle \quad \underset{F}{P}(X) \times F(Y)
\end{aligned}
$$

We then get $\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle \circ t_{R}=\left\langle r_{1}^{\prime}, r_{2}^{\prime}\right\rangle$, and thus $F\left(r_{i}\right) \circ t_{R}=r_{i}^{\prime}$, because $e_{R}$ is (split) epi:

$$
\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle \circ t_{R} \circ e_{R}=\left\langle r_{1}^{\prime}, r_{2}^{\prime}\right\rangle \circ e_{R} \circ t_{R} \circ e_{R}=\left\langle r_{1}^{\prime}, r_{2}^{\prime}\right\rangle \circ e_{R} .
$$

We first show that $\operatorname{Rel}(F)$ preserves composition of relations. We use pullbacks $P$ and $Q$ as in the proof of Proposition 4.4.2. Because $F$ preserves weak pullbacks we obtain a $\operatorname{map} \varphi$ in


Thus we obtain a diagonal:


Preservation of inverse images is obtained as follows. Consider the pullback $\left(F\left(f_{1}\right) \times\right.$
$\left.F\left(f_{2}\right)\right)^{-1}(\operatorname{Rel}(F)(S))$ written simply as $\bullet$ in:


The map $g$ is obtained because the lower square is a pullback. And $h$ arises because $F$ preserves weak pullbacks (and the map $F(S) \longrightarrow \operatorname{Rel}(F)(S)$ is a split epi). Then $g \circ h=\mathrm{id}$, because the lower square is a (proper) pullback, so that $g$ is split epi. From Exercise 4.4.2 we can conclude that we have an appropriate factorisation giving $\bullet \cong \operatorname{Rel}(F)\left(\left(f_{1} \times\right.\right.$ $\left.f_{2}\right)^{-1}(S)$ ), as required.
4.4.4. Corollary. Assume $F$ is a weak-pullback-preserving functor on a category with a logical factorisation system ( $\mathfrak{M}, \mathfrak{E}$ ) satisfying $\mathfrak{E} \subseteq$ SplitEpis. Then:

$$
R \text { is an equivalence relation } \Longrightarrow \operatorname{Rel}(F)(R) \text { is an equivalence relation. }
$$

Writing $\operatorname{EqRel}(R)$ for the category of equivalence relations $R \mapsto X \times X$, we get an obvious restriction of the relation lifting functor $\operatorname{Rel}(F)$ to $\operatorname{EqRel}(F)$ in:


Proof. The fact that $R \mapsto X \times X$ is an equivalence relation can be expressed via three inequalities $\Delta=\mathrm{Eq}(X) \leq R$ and $R^{\dagger} \leq R$ and $R \circ R \leq R$. By the previous result relation lifting $\operatorname{Rel}(F)$ preserves equality, reversal and composition, making $\operatorname{Rel}(F)(R)$ and equivalence relation
The next definition captures some essential properties of the lifted functor $\operatorname{Rel}(F)$. Subsequently, a close connection with weak-pullback-preserving functors is established.
4.4.5. Definition. Let $\mathbb{C}$ be a category with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$. A re ator for a functor $F: \mathbb{C} \rightarrow \mathbb{C}$, also known as an $F$-relator, is a functor $H: \operatorname{Rel}(\mathbb{C}) \rightarrow$ $\operatorname{Rel}(\mathbb{C})$ that makes the following diagram commute

$$
\begin{array}{cc}
\operatorname{Rel}(\mathbb{C}) \xrightarrow{H} & \operatorname{Rel}(\mathbb{C}) \\
\downarrow & \\
\mathbb{C} \times \mathbb{C} \xrightarrow[F \times F]{ } & \downarrow \\
\mathbb{C} \times \mathbb{C}
\end{array}
$$

and preserves equality relations, relation reversal, relation composition, and graph relaions. (The latter means $H(\operatorname{Graph}(f))=\operatorname{Graph}(F(f))$ and thus links $H$ and $F$.)

There is some disagreement in the literature about the precise definition of an $F$-relator see for instance $[409,376]$, but the most reasonable requirements seem to be precisely ose that yield the equivalence with weak-pullback-preservation by $F$ in the next result. Often these relators are defined with respect to a category with relations as morphisms, like SetsRel in Example 1.4.2 (vii). But the category $\operatorname{Rel}(\mathbb{C})$ with relations as objects (that we
use) seems more natural in this context, for instance, because it contains bisimulations as coalgebras (see below). The situation is compared, in the set-theoretic case, more explicitly in Corollary 5.2.8 later on.
The essence of the following result comes from [411] and [88]. It applies in particular for $\mathbb{C}=$ Sets. A generalisation in enriched categories may be found in [71] (using preservation of exact squares instead of preservation of weak pullbacks).
4.4.6. Theorem. Assume a functor $F: \mathbb{C} \rightarrow \mathbb{C}$, where the category $\mathbb{C}$ carries a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$ with $\mathfrak{E} \subseteq$ SplitEpis. Then: $F$ has a relator if and only if $F$ preserves weak pulbacks.

> Moreover, this relator, if it exists, is uniquely determined.

Proof. Proposition 4.4.3 tells us that $\operatorname{Rel}(F)$ is a relator if $F$ preserves weak pullbacks. Conversely, assume $H$ is an $F$-relator. We use make extensive use of the equations in Exercise 4.4.4 for showing that $F$ preserves weak pullbacks. So assume we have a weak pullback on the left below, and a pair of maps $a, b$ making the outer diagram on the right commute.



Commutation of this diagram means.

$$
\begin{align*}
\mathrm{\top} & \leq\langle F(f) \circ a, F(g) \circ b\rangle^{-1}(\operatorname{Eq}(F(Z))) \\
& =\langle a, b\rangle^{-1}(F(f) \times F(g))^{-1}(\operatorname{Eq}(F(Z))) \\
& =\langle a, b\rangle^{-1}(\operatorname{Eq}(F(f), F(g)))  \tag{*}\\
& =\langle a, b\rangle^{-1}(H(\operatorname{Eq}(f, g))),
\end{align*}
$$

where the latter equation holds because in Exercise 4.4.4 equality is formulated in terms of graphs, composition and reversal, namely as: $\operatorname{Eq}(f, g)=\operatorname{Graph}(g)^{\dagger} \circ \operatorname{Graph}(f)$. The two graph relations involved are obtained via pullbacks in:

And the relation composition $\operatorname{Graph}(g)^{\dagger} \circ \operatorname{Graph}(f)=\operatorname{Eq}(f, g)$ results from the following pullback and image.


$$
\left\langle m_{1} \circ p_{1}, n_{1} \circ p_{2}\right\rangle \underset{X}{P \stackrel{e}{\longrightarrow}} \underset{\sim}{\operatorname{Eq}(f, g)}\left\langle r_{1}, r_{2}\right\rangle
$$

We then have:

$$
f \circ m_{1} \circ p_{1}=m_{2} \circ p_{1}=n_{2} \circ p_{2}=g \circ n_{1} \circ p_{2} .
$$

This line of reasoning started with a weak pullback. It yields a map $c: P \rightarrow V$, not necessarily unique, with $h \circ c=m_{1} \circ p_{1}$ and $k \circ c=n_{1} \circ p_{2}$. The image factorisation on the left below then gives a diagonal on the right:


Thus we have an inequality $\mathrm{Eq}(f, g) \leq \coprod_{\langle h, k\rangle}(T)$. Using the equation $\amalg_{\langle h, k\rangle}(T)=$ $\operatorname{Graph}(k) \circ \operatorname{Graph}(h)^{\dagger}$ from Exercise 4.4.4 we can continue the reasoning from $(*)$ in:

$$
\begin{aligned}
\mathrm{T} & \leq\langle a, b\rangle^{-1}(H(\operatorname{Eq}(f, g))) \\
& \leq\langle a, b\rangle^{-1}\left(H\left(\amalg_{\langle h, k\rangle}(\mathrm{T})\right)\right) \\
& =\langle a, b\rangle^{-1}\left(H\left(\operatorname{Graph}(k) \circ \operatorname{Graph}(h)^{\dagger}\right)\right) \\
& =\langle a, b\rangle^{-1}\left(\operatorname{Graph}(F(k)) \circ \operatorname{Graph}(F(h))^{\dagger}\right) \\
& =\langle a, b\rangle^{-1}\left(\amalg_{\langle F(h), F(k)\rangle}(\mathrm{T})\right) .
\end{aligned}
$$

This inequality can be described diagrammatically as:

where $s$ satisfies $d^{\prime} \circ s=\mathrm{id}$, using that $d^{\prime}$ is a split epi. The resulting map $s \circ j: A \rightarrow$ $F(V)$ is the mediating map that proves that $F$ preserves weak pullbacks:

$$
\langle F(h), F(k)\rangle \circ s \circ j=\ell^{\prime} \circ d^{\prime} \circ s \circ j=\ell^{\prime} \circ j=\langle a, b\rangle .
$$

Finally, via the equations in Exercise 4.4.4 and the preservation properties of relators we can prove uniqueness: one gets $H=\operatorname{Rel}(F)$ from:

$$
\begin{aligned}
H(R) & =H\left(\operatorname{Graph}\left(r_{2}\right) \circ \operatorname{Graph}\left(r_{1}\right)^{\dagger}\right) \\
& =H\left(\operatorname{Graph}\left(r_{2}\right)\right) \circ H\left(\operatorname{Graph}\left(r_{1}\right)^{\dagger}\right) \\
& =H\left(\operatorname{Graph}\left(r_{2}\right)\right) \circ H\left(\operatorname{Graph}\left(r_{1}\right)\right)^{\dagger} \\
& =\operatorname{Graph}\left(F\left(r_{2}\right)\right) \circ \operatorname{Graph}\left(F\left(r_{1}\right)\right)^{\dagger} \\
& =\operatorname{Rel}(F)\left(\operatorname{Graph}\left(r_{2}\right)\right) \circ \operatorname{Rel}(F)\left(\operatorname{Graph}\left(r_{1}\right)\right)^{\dagger} \\
& =\cdots=\operatorname{Rel}(F)(R) .
\end{aligned}
$$

## Exercises

4.4.1. Verify that composition of relations as defined categorically in (4.9) is in the set-theoretic case, with $\mathfrak{M}=$ (injections) and $\mathfrak{E}=($ surjections $)$, the same as ordinary composition of relations.
4.4.2. Prove that split epis are orthogonal to all monos (where orthogonality is defined in Exercise 4.3.5)
SplitEpis.
4.4.3. Use functoriality of relation lifting to obtain:
(i) $\amalg_{F(f) \times F(g)}(\operatorname{Rel}(F)(R)) \leq \operatorname{Rel}(F)\left(\amalg_{f \times g}(R)\right)$
(ii) $\operatorname{Rel}(F)\left((f \times g)^{-1}(R)\right) \leq(F(f) \times F(g))^{-1}(\operatorname{Rel}(F)(R))$.

Prove that the inequality $\leq$ in (i) is an equality $=$ if the functor $F$ preserves abstract epis.
4.4.4. Assume a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathbb{C})$. Show that graph relations, composition and reversal are fundamental, in the sense that:
(i) $\operatorname{Eq}(f, g) \stackrel{\text { dere }}{=}\langle f, g\rangle^{-1}(\operatorname{Eq}(Z))=\operatorname{Graph}(g)^{\dagger} \circ \operatorname{Graph}(f)$, for $f: X \rightarrow Z$ and $g: Y \rightarrow Z$.
And if $\mathfrak{E} \subseteq$ SplitEpis, show that:
(ii) $R=\operatorname{Graph}\left(r_{2}\right) \circ \operatorname{Graph}\left(r_{1}\right)^{\dagger}$, for $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y ;$
(iii) $\operatorname{Im}\left(\langle h, k\rangle \stackrel{\text { der }}{=} \amalg_{\langle h, k\rangle}(\mathrm{T})=\operatorname{Graph}(k) \circ \operatorname{Graph}(h)^{\dagger}\right.$, for $h: V \rightarrow X$ and $k: V \rightarrow$ (iii) $\operatorname{Im}_{Y}$.
4.4.5. Use the pullback in Exercise 4.3 .3 to define alifting $\operatorname{EnRel}(F): \operatorname{EnRel}(\mathbb{C}) \rightarrow \operatorname{EnRel}(\mathbb{C})$ of an endofunctor on $\mathbb{C}$ to an endofunctor on endorelations in $\mathbb{C}$. Describe in detail how this functor works.
4.4.6. Let $\mathbb{C}$ be a category with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$.
(i) Show that a natural transformation $\sigma: F \Rightarrow G$ gives rise to a "lifted" natural transformation $\operatorname{Rel}(\sigma): \operatorname{Rel}(F) \Rightarrow \operatorname{Rel}(G)$ in.

(ii) Prove that relation lifting is functorial, in the sense that it preserves identity natura transformations $\operatorname{Rel}\left(\mathrm{id}_{F}\right)=\mathrm{id}_{\operatorname{Rel}(F)}$ and composition of natural transformations Show that for two arbitrary end
ctors $F, G: \mathbb{C} \rightarrow \mathbb{C}$, there is a natural transforma tion $\operatorname{Rel}(F G) \Rightarrow \operatorname{Rel}(F) \operatorname{Rel}(G)$

### 4.5 Logical bisimulations

n the preceding sections we have first developed a general form of categorical logic us ing factorisation systems, and subsequently used this logic to introduce liftings $\operatorname{Rel}(F)$ of functors $F$ to relations. This enables us to describe $F$-bisimulations as $\operatorname{Rel}(F)$-coalgebras, like Lemma 3.2.4, in but at a much more general level (not only for polynomial functors, not only on Sets).
4.5.1. Definition. Consider a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with a logical factorisa tion system, together with the resulting lifting $\operatorname{Rel}(F): \operatorname{Rel}(\mathbb{C}) \rightarrow \operatorname{Rel}(\mathbb{C})$ as described in Definition 4.4.1.
In this setting a logical $F$-bisimulation is a $\operatorname{Rel}(F)$-coalgebra. It thus consists of elation $R \hookrightarrow X \times Y$ with a pair of morphisms (colgebras) $c: X \rightarrow F(X), d: Y$ $F(Y)$ in $\mathbb{C}$ forming a morphism in the category $\operatorname{Rel}(\mathbb{C})$ :

$$
{\underset{X}{\perp}}_{R-\cdots \xrightarrow[c \times d]{ } F(X) \times F(Y)}^{I^{\prime}}
$$

For the record we add that a logical $F$-congruence is a $\operatorname{Rel}(F)$-algebra
As a special case a coalgebra of the functor $\operatorname{EnRel}(F): \operatorname{EnRel}(\mathbb{C}) \rightarrow \operatorname{EnRel}(\mathbb{C})$ from Exercise 4.4.5 is a bisimulation on a single coalgebra. It is an endorelation itself.

The notion of $\operatorname{Rel}(F)$-coalgebra thus already contains the two underlying coalgebras. It is more common that these two coalgebras $c, d$ are already given and that a bisimulation is a relation $R$ on their state spaces so that the pair $(c, d)$ is a morphism $R \rightarrow \operatorname{Rel}(F)(R)$ in $\operatorname{Rel}(\mathbb{C})$. This is just a matter of presentation
As is to be expected, equality relations are bisimulations. This can be formulated more bstractly as a lifting property, using the category $\operatorname{EnRel}(\mathbb{C})$ of endorelations from Exercise 4.3.3.
4.5.2. Lemma. Assume an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with a logical factori sation system. For each coalgebra c: $X \rightarrow F(X)$ the equality relation $\operatorname{Eq}(X) \mapsto X \times X$ on its state is a bisimulation.
As a result there is a lifting of the equality functor in:


This lifting sends:

$$
(X \xrightarrow{c} F(X)) \longmapsto\left(\begin{array}{l}
\mathrm{Eq}(X) \longrightarrow \operatorname{Eq}(F(X)) \leq \operatorname{Rel}(F)(\mathrm{Eq}(X)) \\
I \\
X \times X \longrightarrow \quad c \times c
\end{array}\right)
$$

where we use that the functor $\operatorname{Rel}(F)$ and $\operatorname{EnRel}(F)$ coincide on endorelations.
A similar lifting for algebras is more complicated, because in general, there is only an inequality $\operatorname{Eq}(F(X)) \leq \operatorname{Rel}(F)(\operatorname{Eq}(X))$, see Proposition 4.4.2 (iii). But under additional assumptions guaranteeing $\operatorname{Eq}(F(X))=\operatorname{Rel}(F)(\operatorname{Eq}(X))$ there is also a lifted funcor $\mathrm{Eq}(-): \mathbf{A l g}(F) \rightarrow \mathbf{A l g}(\operatorname{EnRel}(F))$. These additional assumptions are for instance that diagonals are abstract monos, or $F$ preserves abstract epis

In a next step we wish to compare notions of bisimulation (like in [401]):

- the above logical one involving a coalgebra $R \rightarrow \operatorname{Rel}(F)(R)$ in $\operatorname{Rel}(\mathbb{C})$;
the span-based formulation, with the Aczel-Mendler notion involving a coalgebra $R \rightarrow F(R)$ in $\mathbb{C}$ as special case;
- the cospan-based formulation, also known as behavioural equivalence.

Earlier, in Theorems 3.3.2 and 3.3.3 it was shown that these notions coincide in the more restricted context of polynomial functors on Sets. In the present general setting they diverge-but they still coincide in Sets, for weak-pullback-preserving functors.
5.3. Theorem. In the setting of Definition 4.5.1, with a logical factorisation system $\mathfrak{M}, \mathfrak{E})$ on a category $\mathbb{C}$, there are the following implication arrows between notions of
bisimulation.

(1) abstract epis are split, i.e. $\mathfrak{E} \subseteq$ SplitEpis
(2) the category $\mathbb{C}$ has pushouts
(3) the functor $F$ preserves weak pullbacks and diagonals $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle$ are in $\mathfrak{M}$ —or equivalently, $\mathfrak{E} \subseteq$ Epis, see Exercise 4.3 .5 (vi)

Proof. Clearly an Aczel-Mendler bisimulation $R \rightarrow F(R)$ on coalgebras $c: X \rightarrow F(X$ and $d: Y \rightarrow F(Y)$ forms a span of coalgebra maps $X \leftarrow R \rightarrow Y$. This implication is the (vertical) downarrow in the middle.
For the other unlabelled (unconditional) implication starting from an Aczel-Mendle isimulation, assume the relation is $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$, carrying a coalgebra $R \rightarrow$ $F(R)$ as on the left below. It gives rise to a $\operatorname{Rel}(F)$-coalgebra on the right via the factorisation that defines $\operatorname{Rel}(F)(R)$.


Here we assume that the relation $R$ is already in $\mathfrak{M}$; if not, we have to consider it as a proper span and factorise it first, see below.)
In the other direction, for the implication with label/condition (1), assume a coalgebra $(c, d): R \rightarrow \operatorname{Rel}(F)(R)$ i $\operatorname{Rel}(\mathbb{C})$ as in the outer diagram on the right above. If the (e,d). $\rightarrow \operatorname{Rel}(F)(R)$ is split, we obtain a map $R \rightarrow \operatorname{Rel}(F)(R) \rightarrow F(R)$ yielding a commuting digram on the left ing diagram as on the left.
Next assume a general span of coalgebra maps:

$$
\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \stackrel{f}{\longleftrightarrow}\left(\begin{array}{c}
F(W) \\
\uparrow b \\
W
\end{array}\right) \xrightarrow{g}\left(\begin{array}{c}
F(Y) \\
\uparrow d \\
Y
\end{array}\right)
$$

Clearly if the category $\mathbb{C}$ has pushouts, then so has the category $\operatorname{CoAlg}(F)$. The pushout of this diagram forms a cospan of coalgebras. This establishes the implication (2).
For the span above we consider the two factorisations of $\langle f, g\rangle$ and $\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle$ in the diagram below. They make the image $\operatorname{Im}(\langle f, g\rangle)$ a logical bisimulation via diagonal-
fill-in

$\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle$

Finally, for the implication with condition (3) assume we have a cospan of coalgebra maps:

$$
\left(\begin{array}{c}
F(X) \\
\uparrow c \\
X
\end{array}\right) \xrightarrow{f}\left(\begin{array}{c}
F(W) \\
\uparrow b \\
W
\end{array}\right) \stackrel{g}{\longleftrightarrow}\left(\begin{array}{c}
F(Y) \\
\uparrow d \\
Y
\end{array}\right)
$$

We claim that the pullback below on the left gives rise to a coalgebra map on the right.

y construction the pair $X \stackrel{p_{1}}{\leftarrow} R \xrightarrow{p_{2}} Y$ is the pullback of $f, g$. Hence because $F$ preserves weak pullbacks there is a (not necessarily unique) map $c: R \rightarrow F(R)$ in


It is precisely the map we seek.
After this analysis of the abstract situation we become more concrete and characterise (ogical) bisimulation for the two endofunctors from Section 4.1, namely multiset $\mathcal{M}_{M}$ (for a commutative monoid $M$ ) and distribution $\mathcal{D}$, both on Sets. We follow [420] where it was first shown that bisimulation equivalence for the distribution functor coincides with the (non-coalgebraic) formulation developed by Larsen and Skou [301].

For a relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$ the relation lifting $\operatorname{Rel}\left(\mathcal{M}_{M}\right)(R) \subseteq \mathcal{M}_{M}(X) \times$ $\mathcal{M}_{M}(Y)$ is the image in Sets in the diagram:


We can describe this image concretely as:

$$
\begin{aligned}
\operatorname{Rel}\left(\mathcal{M}_{M}\right)(R)= & \left\{(\varphi, \psi) \in \mathcal{M}_{M}(X) \times \mathcal{M}_{M}(Y) \mid \exists \chi \in \mathcal{M}_{M}(R) .\right. \\
& \left.\mathcal{M}_{M}\left(r_{1}\right)(\chi)=\varphi \wedge \mathcal{M}_{M}\left(r_{2}\right)(\chi)=\psi\right\} \\
= & \left\{\left(\mathcal{M}_{M}\left(r_{1}\right)(\chi), \mathcal{M}_{M}\left(r_{2}\right)(\chi)\right) \mid \chi \in \mathcal{M}_{M}(R)\right\} \\
= & \left\{\left(\sum_{i} m_{i} x_{i}, \sum_{i} m_{i} y_{i}\right) \mid \sum_{i} m_{i}\left(x_{i}, y_{i}\right) \in \mathcal{M}_{M}(R)\right\} .
\end{aligned}
$$

Thus, this relation $R$ is a (logical) bisimulation for two $\mathcal{M}_{M}$-coalgebras $c: X \rightarrow \mathcal{M}_{M}(X)$ Thus, this relation $R$ is a (logical) bisimulation for two $\mathcal{M}_{M}$-coalgebras $c: X \rightarrow \mathcal{M}_{M}(X)$
and $d: Y \rightarrow \mathcal{M}_{M}(Y)$ if for each pair $(x, y) \in R$ there is multiset $\sum_{i} m_{i}\left(x_{i}, y_{i}\right)$ over $R$ with $c(x)=\sum_{i} m_{i} x_{i}$ and $d(x)=\sum_{i} m_{i} y_{i}$.
It is not hard to see that bisimulations for the distribution functor $\mathcal{D}$ take precisely he same form, except that the multiplicities $m_{i}$ must be in in the unit interval $[0,1]$ and add up to 1 . For the distribution functor there is an alternative description of bisimulation equivalences (ie. for relation that are the same time bisimulations and equivalence equivalences (i.e. for relations that are at the same time bisimulations and equivalence
4.5.4. Proposition (From [420]). Assume two coalgebras $c, d: X \rightarrow \mathcal{D}(X)$ of the distri bution functor, with the same state space $X$. An equivalence relation $R \subseteq X \times X$ is then a logical bisimulation for $\mathcal{D}$-coalgebras $c, d$ if and only if $R$ is a "probabilistic bisimulation" (as defined in [301]): for all $x, y \in X$,
$R(x, y) \Longrightarrow c(x)[Q]=d(y)[Q], \quad$ for each $R$-equivalence class $Q \subseteq X$
(where for $\varphi \in \mathcal{D}(X)$ and $U \subseteq X$ we write $\varphi[U]=\sum_{x \in U} \varphi(x)$ ).
Proof. First, assume $R$ is a bisimulation equivalence with $R(x, y)$. As described above there is then a formal distribution $\chi=\sum_{i} r_{i}\left(x_{i}, y_{i}\right) \in \mathcal{D}(X \times X)$ with $R\left(x_{i}, y_{i}\right)$ for each $i$, and $c(x)=\sum_{i} r_{i} x_{i}$ and $d(y)=\sum_{i} r_{i} y_{i}$. Now let $Q \subseteq X$ be an $R$-equivalence class. Then $x_{i} \in Q$ iff $y_{i} \in Q$, since $R\left(x_{i}, y_{i}\right)$, and thus:

$$
c(x)[Q]=\sum_{x_{i} \in Q} r_{i}=\sum_{y_{i} \in Q} r_{i}=d(y)[Q] .
$$

Conversely, assume $R$ is a probabilistic bisimulation with $R(x, y)$. We write $c(x)=$ $\sum_{i} r_{i} x_{i}$ and $d(y)=\sum_{j} s_{j} y_{j}$. For each $x_{i}$ and $y_{j}$ in this sum, for which $R\left(x_{i}, y_{j}\right)$ holds, there is an equivalence class:

$$
Q_{i, j} \stackrel{\text { def }}{=}\left[x_{i}\right]_{R}=\left[y_{j}\right]_{R} .
$$

By assumption, $c(x)\left[Q_{i, j}\right]=d(y)\left[Q_{i, j}\right]$. These sums, say $t_{i, j} \in[0,1]$, are non-zero because by definition of $x_{i} \in \operatorname{supp}(c(x))$ and $y_{j} \in \operatorname{supp}(d(y))$. We now define $\chi \in$ $\mathcal{D}(X \times X)$ by:

$$
\chi(u, v)= \begin{cases}\frac{c(x)\left(x_{i}\right) \cdot d(y)\left(y_{j}\right)}{t_{i, j}} & \text { if }(u, v)=\left(x_{i}, y_{j}\right) \text { and } R\left(x_{i}, y_{j}\right) \\ 0 & \text { otherwise. }\end{cases}
$$

We then have for $x_{i} \in \operatorname{supp}(c(x))$

$$
\begin{aligned}
\mathcal{D}\left(\pi_{1}\right)(\chi)\left(x_{i}\right) & =\sum_{j, R\left(x_{i}, y_{j}\right)} \chi\left(x_{i}, y_{j}\right) \\
& =\sum_{j, R\left(x_{i}, y_{j}\right)} \frac{c(x)\left(x_{i}\right) \cdot d(y)\left(y_{j}\right)}{t_{i, j}} \\
& =c(x)\left(x_{i}\right) \cdot \frac{\sum_{j, R\left(x_{i}, y_{j}\right)} d(y)\left(y_{j}\right)}{t_{i, j}} \\
& =c(x)\left(x_{i}\right) .
\end{aligned}
$$

Similarly, $\mathcal{D}\left(\pi_{2}\right)(\chi)=d(y)$. Finally, the probabilities in $\chi$ add up to 1 since:

$$
\begin{aligned}
\sum_{i, j, R\left(x_{i}, y_{j}\right)} \chi\left(x_{i}, y_{j}\right) & =\sum_{i} \sum_{j, R\left(x_{i}, y_{j}\right)} \chi\left(x_{i}, y_{j}\right) \\
& =\sum_{i} c(x)\left(x_{i}\right) \quad \text { as just shown } \\
& =1 .
\end{aligned}
$$

### 4.5.1 Logical formulations of induction and coinduction

Earlier, in Theorem 3.1.4 we have stated that the familiar induction principle for initial algebras can be formulated in "binary" form as: every congruence on the initial algebra is reflexive (i.e. contains the equality relation). In the present setting we can formulate this duction principle in far more general logical form, as preservation properties.
For the validity of these logical formulations we need the assumption that relation liftng preserves equality: $\operatorname{Eq}(F(X))=\operatorname{Rel}(F)(\mathrm{Eq}(X))$. Recall from Proposition 4.4 .2 (iii) and uarantee hat equary ifs to a ity relations on carriers of a but firs we wis But first we have a quite general result.
4.5.5. Theorem. Assume an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$, on a category $\mathbb{C}$ with a logical factorisation system, which has an initial algebra $\alpha: F(A) \xlongequal{\rightrightarrows} A$. Then each logical congruence is reflexive.
More precisely, suppose we have two arbitrary algebras a: $F(X) \rightarrow X$ and $b: F(Y) \rightarrow$ $Y$ and a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$. Assume this $R$ is a logical congruence, in the $Y$ and a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$. Assume this $R$ is a logical congruence, in the
sense that the pair $(a, b)$ forms an algebra $\operatorname{Rel}(F)(R) \rightarrow R$ in the category $\operatorname{Rel}(\mathbb{C})$ of relations. Then there is a map $\operatorname{Eq}(A) \rightarrow R$ in $\operatorname{Rel}(\mathbb{C})$, namely:
where $\operatorname{int}_{a}: A \rightarrow X$ and $\operatorname{int}_{b}: A \rightarrow Y$ are the algebra homomorphisms obtained by initiality.
Proof. Exercise 4.5 .1 says that the fact that $R$ is a logical congruence may be described via a (necessarily unique) algebra structure $c: F(R) \rightarrow R$ with $\left\langle r_{1}, r_{2}\right\rangle \circ c=(a \times b) \circ$ $\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle$, as in the rectangle on the right, below. It yields an algebra map int ${ }_{c}: A \rightarrow$ $R$ on the left, in:


By uniqueness we then get $r_{1} \circ \operatorname{int}_{c}=\operatorname{int}_{a}$ and $r_{2} \circ \operatorname{int}_{c}=\operatorname{int}_{b}$ in:


But then we obtain the map of relations $\mathrm{Eq}(A) \rightarrow R$ via diagonal-fill-in:


If we restrict ourselves to endorelations (on the same object) then we can formulate this binary induction principle more abstractly as a preservation property (like in [205]).
4.5.6. Corollary. Assuming relation lifting preserves equality, the lifted equality functor $\mathrm{Eq}(-): \mathrm{Alg}(F) \rightarrow \mathbf{A l g}(\operatorname{EnRel}(F))$ preserves initial objects.
Thus: if $F(A) \xlongequal{\cong} A$ is initial in the category $\operatorname{Alg}(F)$, then the logical congruence $\operatorname{Eq}(A) \mapsto A \times A$ is initial in $\operatorname{Alg}(\operatorname{EnRel}(F))$, i.e. is the initial logical congruence.
Proof. Assume an $\operatorname{EnRel}(F)$-algebra $b: \operatorname{EnRel}(F)(R) \rightarrow R$, given by an $F$-algebra b: $F(X) \rightarrow X$ and a logical congruence relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times X$. Theorem 4.5.5 gives the unique map of relations int $t_{b}: \operatorname{Eq}(A) \rightarrow R$ in the category $\operatorname{EnRel}(\mathbb{C})$ of endorela tions. This makes $\operatorname{Eq}(A)$ initial in $\operatorname{Alg}(\operatorname{EnRel}(F))$. Hence the functor $\operatorname{Eq}(-): \operatorname{Alg}(F)$
$\operatorname{Alg}(\operatorname{EnRel}(F))$ preserves initial objects.

The formulation " $\operatorname{Eq}(-): \operatorname{Alg}(F) \rightarrow \mathbf{A l g}(\operatorname{EnRel}(F))$ preserves initial objects" is The formulation $\mathrm{Eq}(-): \operatorname{Alg}(F) \rightarrow \mathrm{Alg}(\operatorname{EnRe}(F))$ preserves initial objects" is used as definition in [205]; it expresses that the logic involved satisfies the induction princi-
ple. The above result says that under mild assumptions (relation lifting preserves equality) ple. The above result says that under mild assumptions (relation lifting preserves equality)
the logic given by a logical factorisation system indeed satisfies the induction principle the logic given by a logical factorisation system indeed satisfies the induction principle. In [205] logics are described more generally in terms of fibrations. Then it is shown that we consider here, see Section 4.3.
A bit more concretely, suppose we have a relation $R \subseteq A^{\star} \times A^{\star}$ on the initial algebra $A^{\star}$ of lists over a set $A$. Assume $R($ nil, nil $)$ and $R\left(\sigma, \sigma^{\prime}\right) \Rightarrow R\left(\operatorname{cons}(a, \sigma), \operatorname{cons}\left(a, \sigma^{\prime}\right)\right)$ hold. These two assumptions express that $R$ is a logical congruence, for the (initial) algebra [nil, cons]: $1+A \times A^{\star} \stackrel{\cong}{\Longrightarrow} A^{\star}$. The previous corollary then says that $R$ must be reflexive, i.e. that $R(\sigma, \sigma)$ holds for all $\sigma \in A^{\star}$

We turn to a similar logical formulation of coinduction. We can say, still following the approach of [205], that the coinduction principle is satisfied if the equality functor $\mathrm{Eq}(-): \operatorname{CoAlg}(F) \rightarrow \mathbf{C o A l g}(\operatorname{EnRel}(F))$ from Lemma 4.5.2 preserves final objects. This is not automatically the case. The crucial structure we now need are quotients (instead of comprehension). We briefly explain how this works.
4.5.7. Definition. Assume a category $\mathbb{C}$ with a logical factorisation system. We say that it admits quotients if the equality functor $\mathrm{Eq}(-): \mathbb{C} \rightarrow \operatorname{EnRel}(\mathbb{C})$ has a left adjoint, typically written as $\mathcal{Q}$

Intuitively, the above functor $\mathcal{Q}$ sends an endorelation $R \mapsto X \times X$ to the quotient $X / \overline{\bar{R}}$ where $\overline{\bar{R}}$ is the least equivalence relation containing $R$. Exercise 4.55 will describe some conditions guaranteeing the existence of such quotients $\mathcal{Q}$.
4.5.8. Theorem. Assume a logical factorisation system with quotients on a category $\mathbb{C}$ and an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$ whose relation lifting $\operatorname{Rel}(F)$ preserves equality. Then the coinduction principle holds: the functor $\mathrm{Eq}(-): \operatorname{CoAlg}(F) \rightarrow \mathbf{C o A l g}(\operatorname{EnRel}(F))$ from Lemma 4.5.2 preserves final objects.

Proof. Assume a final $F$-coalgebra $\zeta: Z \xlongequal{\cong} F(Z)$. We have to prove that equality $\mathrm{Eq}(Z)$ on its carrier is the final logical bisimulation. So let $R \mapsto X \times X$ be an arbitrary logical bisimulation on a coalgebra $c: X \rightarrow F(X)$. We have to produce a unique map of $\operatorname{Rel}(F)$ coalgebras:

$$
(R \xrightarrow{c} \operatorname{Rel}(F)(R)) \longrightarrow(\mathrm{Eq}(Z) \xrightarrow{\zeta} \operatorname{Rel}(F)(\mathrm{Eq}(Z)))
$$

Since such a map is by definition also a map in $c \rightarrow \zeta$ in the category $\operatorname{CoAlg}(F)$ it can only be the unique map beh ${ }_{c}: X \rightarrow Z$ to the final coalgebra. Hence our task is reduced to showing that beh ${ }_{c}$ is a map of relations $R \rightarrow \mathrm{Eq}(Z)$. But since $\mathrm{Eq}(-)$ is righ adjoint to quotients $\mathcal{Q}$ we need to find a map $\mathcal{Q}(R) \rightarrow Z$. It arises by finality as soon as the object $\mathcal{Q}(R)$ carries an $F$-coalgebra structure $\mathcal{Q}(R) \rightarrow F(\mathcal{Q}(R))$. Again we use the adjunction $\mathcal{Q} \dashv \mathrm{Eq}(-)$ to obtain such a coalgebra map. It suffices to have a map of relations $R \rightarrow \operatorname{Eq}(F(\mathcal{Q}(R)))$. The latter is obtained as from the unit $\eta: R \rightarrow \operatorname{Eq}(\mathcal{Q}(R))$ of the adjunction, using that relation lifting preserves equality:

$$
R \xrightarrow{c} \operatorname{Rel}(F)(R) \xrightarrow{\operatorname{Rel}(F)(\eta)} \operatorname{Rel}(F)(\operatorname{Eq}(\mathcal{Q}(R)))=\operatorname{Eq}(F(\mathcal{Q}(R)))
$$

## Exercises

4.5.1. Let $F$ be an endofunctor an a category $\mathbb{C}$ with a logical factorisation system. Assume algebras $a: F(X) \rightarrow X$ and $b: F(Y) \rightarrow Y$ and a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$. Prove algebras a: $F(X) \rightarrow X$ and $b: F(Y) \rightarrow Y$ and a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times Y$. Prove
$(a, b)$ is a $\operatorname{Rel}(F)$-algebra $\operatorname{Rel}(F)(R) \rightarrow R$ in $\operatorname{Rel}(\mathbb{C})-$ making $R$ a logical congruenceif and only if the object $R \in \mathbb{C}$ carries an $F$-algebra $c: F(R) \rightarrow R$ making the $r_{i}$ algebra homomorphisms in:


Check that this algebra $c$, if it exists, is unique,
4.5.2. Generalise Lemma 4.5.2 in the following manner. Assume an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with a logical factorisation system. Consider two coalgebra homomorphisms $f, g$ with the same domain. Prove that the image $\operatorname{Im}(\langle f, g\rangle)=\amalg_{\langle f, g\rangle}(T)$ is a logical bisimulation.
4.5.3. Assume two coalgebras $X \xrightarrow{c} F(X), Y \xrightarrow{d} F(Y)$ of an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with a logical factorisation system.
(i) Prove that a relation $R \mapsto X \times Y$ is a logical bisimulation for $c, d$ if and only if $\amalg_{c \times d}(R) \leq \operatorname{Rel}(F)(R)$.
(ii) Assume that posets of relations have arbitrary joins V . Prove that logical bisimulations are closed under $\bigvee$, in the sense that if each $R_{i}$ is a logical bisimulation, then so $\bigvee_{i} R_{i}$ [Hint. Use that $\amalg_{c \times d}$, as left adjoint, preserves joins.]
This shows that bisimilarity $\leftrightarrows$, as join of all bisimulations, is a bisimulation itself.
4.5.4. Use Exercise 4.4.3 (i) to prove that for coalgebra homomorphisms $f, g$ one has: if $R$ is a bisimulation, then so is $\coprod_{f \times g}(R)$.
4.5.5. Consider a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$ with diagonals $\Delta=$ $\langle$ id, id $\rangle$ contained in $\mathfrak{M}$. Prove that if $\mathbb{C}$ has coequalisers, then its logic admits quotientsin the sense of Definition 4.5.7.
[Hint. Define the functor $\mathcal{Q}: \operatorname{EnRel}(\mathbb{C}) \rightarrow \mathbb{C}$ via the coequaliser of the two legs of a relation.]
4.5.6. Assume a logical factorisation system with quotients on a category $\mathbb{C}$, and an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$ whose relation lifting $\operatorname{Rel}(F)$ preserves equality. Prove that a bisimulation $R \mapsto X \times X$ on a coalgebra $c: X \rightarrow F(X)$ yields a quotient coalgebra $c / R: \mathcal{Q}(R) \rightarrow$ $F(\mathcal{Q}(R))$ and a map of coalgebras:

| $F(X) \xrightarrow{F(q)}$ | $\stackrel{(q)}{\longrightarrow} F(\mathcal{Q}(R))$ |
| :---: | :---: |
| c $\uparrow$ | $\uparrow / R$ |
|  | $q$ |

This construction makes explicit what is used in the proof of Theorem 4.5.8; it generalises Theorem 3.3.4 (i).

### 4.6 Existence of final coalgebras

Final coalgebras have already been used at various places in this text. They have been described explicitly for a number of special functors, like for functors $(-)^{A} \times B$ for de terministic automata in Proposition 2.3.5. Often it is interesting to see what the elements of such final coalgebras are, but in actually using final coalgebras their universal property (i.e. finality) is most relevant. Hence what is most important to know is whether or not a final coalgebra exists. Theorem 2.3.9 has mentioned, without proof, that a final coalgebra exists for each finite Kripke polynomial functor. It is the main aim in this section to prove a general result about the existence of final coalgebras in Sets, which implies the earlier mentioned Theorem 2.3.9. This general result says: bounded endofunctors on Sets have final coalgebras.
In this section we only consider final coalgebras for endofunctors on sets. There are more general results, applying to other categories. For instance, [430] shows that any results go beyond this introductory text. There is an extensive literature on final coalgebras [398, 11, 55, 267, 14, 17, 23, 430, 378, 165, 371, 160] that can be consulted for further bras $[398,11,55,267,14,17,23,430,378,165,371,160]$ that can be consulted for further
information. The last two references [371, 160] describe a "logical" construction of final coalgebras, via modal formulas (known as canonical models, in modal logic).
The section starts with a generalisation of the familiar construction of obtaining least fixed points of continuous endofunctions on directed complete posets (dcpo). It serves as suitable introduction to the topic.
First we recall the basic fixed point constructions for directed complete partial orders (dcpos). Assume $D$ is a dcpo with a least element $\perp \in D$, and $f: D \rightarrow D$ is a continuou function-that is an endo map in Dcpo, so $f$ is not required to preserve $\perp$. The least fixed point $\mu f \in D$ can then be defined as join of an ascending $\omega$-chain of elements in $D$ :

$$
\perp \leq f(\perp) \leq f^{2}(\perp) \leq f^{3}(\perp) \leq \cdots \leq \mu f=\bigvee_{n \in \mathbb{N}} f^{n}(\perp),
$$

where $f^{0}(x)=x$ and $f^{n+1}(x)=f\left(f^{n}(x)\right)$. By continuity one obtains $f(\mu f)=$ $\bigvee_{n} f\left(f^{n}(\perp)\right)=\bigvee_{n} f^{n+1}(\perp)=\mu f$. It is easy to see that $\mu f$ is the least fixed point, or, better, the least pre-fixed point: if $f(x) \leq x$, then $\mu(f) \leq x$. By induction one obtains $f^{n}(\perp) \leq x$, and thus $\mu f=\bigvee_{n} f^{n}(\perp) \leq x$.

Aside: the Greek letter $\omega$ is often used in mathematical logic for the set $\mathbb{N}$ of natural numbers (considered as ordinal). It is standard in this context.
Since each poset is a category and a monotone function between posets is a functor we can $f: D \rightarrow D$ aldor. The elene $\mu f$ is then the initial algebra. Thi ce the relevant notions have been suitably extended, both for algebras and for coalgebras.
4.6.1. Proposition. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary endofunctor.
(i) Suppose the following $\omega$-chain starting from the initial object $0 \in \mathbb{C}$ has a colimit $\in \mathbb{C}$

$$
\begin{equation*}
0 \xrightarrow{!} F(0) \xrightarrow{F(!)} F^{2}(0) \xrightarrow{F^{2}(!)} F^{3}(0) \longrightarrow \cdots \longrightarrow A \tag{4.10}
\end{equation*}
$$

If the functor $F$ is co-continuous, in the sense that it preserves colimits of $\omega$-chains, then here is an initial algebra structure $F(A) \stackrel{ }{\Rightarrow} A$.
(ii) Dually, assume there is a limit $Z \in \mathbb{C}$ of the chain starting at the final object $1 \in \mathbb{C}$.

$$
\begin{equation*}
1 \stackrel{!}{\longleftarrow} F(1) \stackrel{F(!)}{\longleftarrow} F^{2}(1) \stackrel{F^{2}(!)}{\longleftarrow} F^{3}(1) \longleftarrow \cdots \longleftarrow Z \tag{4.11}
\end{equation*}
$$

If $F$ is continuous (preserves $\omega$-limits), then we get a final coalgebra $Z \xrightarrow{\cong} F(Z)$.
Proof. The two statements are each other's duals and we choose to prove only the second one; Exercise 4.6.1 elaborates on the first point. We shall make explicit what it means when an object $X$ is a limit of a diagram

$$
X_{0} \stackrel{f_{1}}{\longleftarrow} X_{1} \stackrel{f_{2}}{\leftrightarrows} X_{2} \stackrel{f_{3}}{\longleftarrow} X_{3} \stackrel{f_{4}}{\longleftarrow} \cdots \quad X
$$

It requires the presence of a 'universal cone': a collection of arrows $\left(X \xrightarrow{\zeta_{n}} X_{n}\right)_{n \in \mathbb{N}}$ satisfying $f_{n+1} \circ \zeta_{n+1}=\zeta_{n}$, with the following universal property. For each cone, given by an object $Y \in \mathbb{C}$ with arrows $g_{n}: Y \rightarrow X_{n}$ such that $f_{n+1} \circ g_{n+1}=g_{n}$, there is a unique map $h: Y \rightarrow Z$ with $\zeta_{n} \circ h=g_{n}$, for each $n \in \mathbb{N}$. In a diagram:


We now return to the situation in the proposition. Assume a limit (4.11) with maps $\zeta_{n}: Z \rightarrow F^{n}(1)$ satisfying $F^{n}(!) \circ \zeta_{n+1}=\zeta_{n}$. Applying $F$ to the chain (4.11) and its limit $Z$ yields another chain $\left(F\left(\zeta_{n}\right): F(Z) \rightarrow F^{n+1}(1)\right)$ with limit $F(Z)$. Using the latter's universal property yields an isomorphism $\zeta: Z \xrightarrow{\cong} F(Z)$ with $F\left(\zeta_{n}\right) \circ \zeta=\zeta_{n+1}$. It is a final coalgebra, since for an arbitrary coalgebra $c . Y \longrightarrow F(Y)$ we can form collection of maps $c_{n}: Y \longrightarrow F^{n}(1)$ via

$$
\begin{aligned}
& c_{0}=(Y \xrightarrow{!} 1) \\
& c_{1}=(Y \xrightarrow{c} F(Y) \xrightarrow{F(!)} F(1))=F\left(c_{0}\right) \circ c \\
& c_{2}=\left(Y \xrightarrow{c} F(Y) \xrightarrow{F(c)} F^{2}(1) \xrightarrow{F^{2}(!)} F^{2}(1)\right)=F\left(c_{1}\right) \circ c
\end{aligned}
$$

$$
c_{n+1}=F\left(c_{n}\right) \circ c
$$

The maps $c_{n}$ commute with the arrows in the chain (4.11), which is easily seen by induction. This yields a unique map $h: Y \rightarrow Z$ with $\zeta_{n} \circ h=c_{n}$. It forms a homomorphism of
coalgebras, i.e. satisfies $\zeta \circ h=F(h) \circ c$, by uniqueness of maps $Y \rightarrow F(Z)$ to the limit $F(Z)$ :

$$
\begin{aligned}
F\left(\zeta_{n}\right) \circ \zeta \circ h & =\zeta_{n+1} \circ h \\
& =c_{n+1} \\
& =F\left(c_{n}\right) \circ c \\
& =F\left(\zeta_{n}\right) \circ F(h) \circ c .
\end{aligned}
$$

In order to make this $\omega$-limit construction more concrete we consider some examples in Sets. The following result is then useful.
4.6.2. Lemma. (i) In Sets limits of $\omega$-chains exist, and are computed as follows. For a chain $\left(X_{n+1} \xrightarrow{f_{n}} X_{n}\right)_{n \in \mathbb{N}}$ the limit $Z$ is a subset of the infinite product $\prod_{n \in \mathbb{N}} X_{n}$ given by:

$$
Z=\left\{\left(x_{0}, x_{1}, x_{2}, \ldots\right) \mid \forall n \in \mathbb{N} . x_{n} \in X_{n} \wedge f_{n}\left(x_{n+1}\right)=x_{n}\right\} .
$$

(ii) Each exponent polynomial functor $F$ : Sets $\rightarrow$ Sets-without powerset-is con tinuous.

Proof. (i) The maps $\zeta_{n}: Z \rightarrow X_{n}$ are the $n$-th projections. The universal property is easily established: given a set $Y$ with functions $g_{n}: Y \rightarrow X_{n}$ satisfying $f_{n+1}$ $g_{n+1}=g_{n}$, the unique map $h: Y \rightarrow Z$ with $\zeta_{n} \circ h=g_{n}$ is given by the $\omega$-tuple $h(y)=\left(g_{0}(y), g_{1}(y), g_{2}(y), \ldots\right)$
(ii) By induction on the structure of $F$, using that products, coproducts and (constant) exponents preserve the relevant constructions.
4.6.3. Corollary. Each exponent polynomial functor $F$ : Sets $\rightarrow$ Sets has a final coalgebra, which can be computed as limit of an $\omega$-chain like in (4.11).

We show how to actually (re)calculate one such final coalgebra.
4.6.4. Example. In Corollary $2 \cdot 3.6$ (ii) we have seen that the final coalgebra for a (simple 4.6.4. Example. In Corollary 2.3 .6 (ii) we have seen that the final coalgebra for a (simple
polynomial) functor $F(X)=X^{A} \times 2$ can be described as the set $2^{A^{\star}}=\mathcal{P}\left(A^{\star}\right)=\mathcal{L}(A)$ of languages with alphabet $A$. Here we shall reconstruct this coalgebra as limit of an $\omega$-chain.

Therefore we start by investigating what the chain (4.11) looks like for this functor $F$.
$F^{0}(1)=1 \cong \mathcal{P}(0)$
$F^{1}(1)=1^{A} \times 2 \cong 1 \times 2 \cong 2 \cong \mathcal{P}(1)$
$F^{2}(1) \cong 2^{A} \times 2 \cong 2^{A+1} \cong \mathcal{P}(1+A)$
$F^{3}(1) \cong\left(2^{A+1}\right)^{A} \times 2 \cong 2^{A \times(A+1)} \times 2 \cong 2^{A^{2}+A+1} \cong \mathcal{P}\left(1+A+A^{2}\right) \quad$ etc.
One sees that:

$$
F^{n}(1) \cong \mathcal{P}\left(\coprod_{i=0}^{n-1} A^{i}\right)
$$

The maps $F^{n}(!): F^{n+1}(1) \rightarrow F^{n}(1)$ in (4.11) are given by the inverse image $\kappa_{n}^{-1}$ of the obvious coprojection function $\kappa_{n}: 1+A+\cdots+A^{n-1} \longrightarrow 1+A+\cdots+A^{n-1}+A^{n}$. An element $U \in Z$ of the limit $Z$ as described in Lemma 4.6 .2 (i) consists of elements $U_{n} \subseteq$ $1+A+\cdots+A^{n-1} \longrightarrow 1+A+\cdots+A^{n-1}$, with the requirement that $\kappa_{n}^{-1}\left(U_{n+1}\right)=U_{n}$
The latter means that these $U_{n+1} \subseteq 1+A+\cdots+A^{n-1} \longrightarrow 1+A+\cdots+A^{n-1}+A^{n}$ can be identified with the set $A^{n}$ of words of length $n$. Together they form a set of words, or language, $U \subseteq A^{\star}$, like in the original description in Corollary 2.3.6 (ii).

What we have done so far applies only to (co-)continuous endofunctors. But for instance, the finite powerset is not continuous. Hence we shall need more powerful techniques to cover a larger class of functors. This is done via the notion of a bounded functor. It goes back to [267] and occurs regularly in the theory of coalgebras, see for intor. It goes back to [267] and occurs regularly in the theory of coalgebras, see for in-
stance [378, 176]. Here we shall use it for the description of final coalgebras. We first introduce the standard formulation, and then immediately introduce an equivalent alternative that is easier to work with in the current setting.
4.6.5. Definition. A functor $F:$ Sets $\rightarrow$ Sets is called bounded if there is a set $M$ such 4.6.5. Definition. A functor $F:$ Sets $\rightarrow$ Sets is called bounded if there is a set $M$ such
that for each coalgebra $X \rightarrow F(X)$ and state $x \in X$ there is a subcoalgebra on $S \hookrightarrow X$ with $x \in S$, where $S$ is strictly smaller than $M$, i.e. $|S|<|M|$.
We use the notation $|X|$ for the cardinality of a set $X$. The notion of subcoalgebra $S \hookrightarrow X$ will be investigated more systematically in the next chapter in terms of invariants. Here the meaning should be obvious, namely a coalgebra $S \rightarrow F(S)$ making the inclusion $S \hookrightarrow X$ a homomorphism of coalgebras.
4.6.6. Example. Here is an example of a bounded functor that will play an important role Deterministic automata are described as coalgebras of the functor $D(X)=X^{A} \times B$, for suitable sets $A, B$. This functor is bounded by the set $\mathcal{P}\left(A^{*}\right)$. Indeed, given an arbitrary $D$-coalgebra $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$ with a state $x \in X$ we can take as subset $S \hookrightarrow X$ the set of successor states of $x$, given by:

$$
S=\left\{\delta^{*}(x, \alpha) \mid \alpha \in A^{\star}\right\},
$$

where the iterated transition function $\delta^{*}$ is introduced in (2.22). Clearly, $x \in S$ for $\alpha=\langle \rangle$. Also, $S$ is closed under transitions and thus carries a subcoalgebra structure. Finally, $|S| \leq$ $\left|A^{\star}\right|<\mid \mathcal{P}\left(A^{\star} \mid\right.$.

The following alternative description of bounded functors is a combination of results from [410, 176, 27].
.6.7. Proposition. For a functor $F$ : Sets $\rightarrow$ Sets the following three statements are equivalent.
(i) $F$ is bounded,
(ii) $F$ is accessible: there is a set $M$ such that for each set $X$

$$
F(X)=\bigcup\{F(U) \mid U \subseteq X \text { and }|U|<|M|\} ;
$$

(iii) There are sets $A, B$ with a natural transformation:

$$
(-)^{A} \times B \stackrel{\sigma}{\Longrightarrow} F
$$

where for each set $X \neq \emptyset$ the component $\sigma_{X}: X^{A} \times B \rightarrow F(X)$ is surjective.
The equation in (ii) is intuitively clear but a bit sloppy, since we have omitted inclusion functions $i: U \hookrightarrow X$, which turn elements $u \in F(U)$ into elements $F(i)(u) \in F(X)$.
A functor that is bounded by the set $\mathbb{N}$ of natural numbers is called $\omega$-accessible or finiary These $\omega$-accessible/finitary functors are thus entirely determined by their behaviour on finite sets. They preserve $\omega$-colimits, see Exercise 4.6.7, and thus have initial algebras

Proof. (i) $\Rightarrow$ (ii) Assume that $F$ is bounded, say via the set $M$ (as in Definition 4.6.5). This same set can be used in the description of accessibility. The inclusion ( $\supseteq$ ) in (ii) clearly holds, so we concentrate on $(\subseteq)$. If $X=\emptyset$ the result is obvious, so we may assume an element $x_{0} \in X$. Let $w \in F(X)$; it yields a constant coalgebra $c=\lambda x \in X . w: X \rightarrow$
$F(X)$. Since $F$ is bounded by assumption, for the element $x_{0} \in X$ there is a subcoalgebra $c_{S}: S \rightarrow F(S)$ of $c$, on a subset $i: S \hookrightarrow X$ with $|S|<|M|$, and an element $y_{0} \in S$ with $i\left(y_{0}\right)=x_{0}$. We claim that $v=c_{S}\left(y_{0}\right) \in \bigcup\{F(U) \mid U \subseteq X$ and $|U|<|M|\}$ is the required element that is mapped to $w \in F(X)$ :

$$
\begin{aligned}
F(i)(v) & =F(i)\left(c_{S}\left(y_{0}\right)\right) \\
& =c\left(i\left(y_{0}\right)\right) \quad \text { since } c_{S} \text { is a subcoalgebra }
\end{aligned}
$$

$=w$.
(ii) $\Rightarrow$ (iii) Assume that $F$ is accessible, say via the set $M$. We take $A=M$ and $B=F(M)$, and define $\sigma_{X}: X^{M} \times F(M) \rightarrow F(X)$ as $\sigma_{X}(f, b)=F(f)(b)$. It is easy to see that $\sigma$ is natural, so we concentrate on showing that $\sigma_{X}$ is surjective for $X \neq \emptyset$.
Assume $w \in F(X)$. By accessibility of $F$ there is a subset $i: U \hookrightarrow X$ with $|U|<\mid M$
and an element $v \in F(U)$ with $w=F(i)(v)$. Since $|U|<|M|$ there is, by definition of the cardinal order, an injection $j: U \multimap M$. We distinguish two cases.

- $U=\emptyset$. In that case $i: U \mapsto X$ is the unique map $!_{X}: \emptyset \rightarrow X$, since $\emptyset$ is initial in Sets. Thus $w=F\left(!_{X}\right)(v) \in F(X)$. We take $b=F\left(!_{M}\right)(v) \in F(M)$ and in Sets. Thus $w=F(!x)(v) \in F(X)$. We take $b=F\left(!_{M}\right)(v) \in F(M)$ and
$f=\lambda m \in M . x_{0}: M \rightarrow X$, where $x_{0} \in X$ is an arbitrary element. This pair $f=\lambda m \in M . x_{0}: M \rightarrow X$, where $x_{0} \in X$ is an arbitrary element. This pai
$(f, b) \in X^{M} \times F(M)$ is mapped by $\sigma_{X}$ to the element $w \in F(X)$ that we started from:

$$
\begin{aligned}
\sigma_{X}(f, b)=F(f)(b)=F(f)\left(F\left(!_{M}\right)(v)\right) & =F\left(f \circ!_{M}\right)(v) \\
& =F\left(!_{X}\right)(v)=w .
\end{aligned}
$$

- $U \neq \emptyset$. Since $j: U \mapsto M$ is injective there is a map $k: M \rightarrow S$ in the reverse direction with $k \circ j=$ id-as noted at the end of Section 2.1. We now take $f=i \circ$ $k: M \rightarrow X$ and $b=F(j)(v) \in F(M)$. Then:

$$
\begin{aligned}
\sigma_{X}(f, b)=F(f)(b)=F(i \circ k)(F(j)(v)) & =F(i \circ k \circ j)(v) \\
& =F(i)(v)=w .
\end{aligned}
$$

(iii) $\Rightarrow$ (i) This implication is easy using the previous example and Exercise 4.6.8.
4.6.8. Lemma. Each finite Kripke polynomial functor is bounded.

Proof. We shall use the third formulation from Proposition 4.6 .7 and show by induction on the structure of a finite Kripke polynomial functor $F$ that there are sets $A, B$ with a suitable natural transformation $\sigma:(-)^{A} \times B \Rightarrow F$. We leave details to the interested reader

- If $F$ is the identity functor we simply take $A=1$ and $B=0$.
- If $F$ is the constant functor $X \mapsto C$ we take $A=0$ and $B=C$.
- In case $F$ is a product $F_{1} \times F_{2}$ for which we have suitable natural transformations $\sigma_{i}:(-)^{A_{i}} \times B_{i} \Rightarrow F_{i}$, for $i=1,2$, we take $A=A_{1}+A_{2}$ and $B=B_{1} \times B_{2}$ and define $\sigma_{X}: X^{A} \times B \rightarrow F(X)$ by:

$$
\sigma_{X}\left(f,\left(b_{1}, b_{2}\right)\right)=\left\langle\sigma_{1}\left(\lambda a \in A_{1} \cdot f\left(\kappa_{1} a\right), b_{1}\right), \sigma_{2}\left(\lambda a \in A_{2} . f\left(\kappa_{2} a\right), b_{2}\right)\right\rangle .
$$

It is clearly natural, and surjective for $X \neq \emptyset$.

- Similarly, if $F=\coprod_{i \in I} F_{i}$ with $\sigma_{i}:(-)^{A_{i}} \times B_{i} \Rightarrow F_{i}$, we take $A=\coprod_{i \in I} A_{i}$ and $B=\coprod_{i \in I} B_{i}$ and define $\sigma_{X}: X^{A} \times B \rightarrow F(X)$ by:

$$
\sigma_{X}\left(f, \kappa_{j} b\right)=\kappa_{j} \sigma_{j}\left(\lambda a \in A_{j} . f\left(\kappa_{j} a\right), b\right)
$$

- Next consider $F=G^{C}$, and assume we have a suitable natural transformation $\tau:(-)^{A} \times B \Rightarrow G$. We then define $\sigma_{X}: X^{(C \times A)} \times B^{C} \rightarrow G(X)^{C}$ as:

$$
\sigma_{X}(f, g)(c)=\tau_{X}(\lambda a \in A . f(c, a), g(c))
$$

Proving that $\sigma_{X}$ is surjective, for $X \neq \emptyset$, involves the axiom of choice.

- Finally, assume $F=\mathcal{P}_{\text {fin }} G$, where $G$ already comes with a natural transformation $\tau:(-)^{A} \times B \Rightarrow G$. Then we can define $\sigma_{X}: X^{(\mathbb{N} \times A)} \times B^{\star} \rightarrow \mathcal{P}_{\text {fin }}(G X)$ as the $n$-element set:

$$
\begin{aligned}
& \sigma_{X}\left(f,\left\langle b_{1}, \ldots, b_{n}\right\rangle\right) \\
& \quad=\left\{\tau_{X}\left(\lambda a \in A \cdot f(1, a), b_{1}\right), \ldots, \tau_{X}\left(\lambda a \in A \cdot f(n, a), b_{n}\right)\right\} .
\end{aligned}
$$

4.6.9. Theorem. Each bounded functor $\operatorname{Sets} \rightarrow$ Sets has a final coalgebra. In particular, each

- finite Kripke polynomial functor, like $\mathcal{P}_{\text {fin }}(A \times-)$,
- finitary functor, like multiset $\mathcal{M}_{M}$ or distribution $\mathcal{D}$,
has a final coalgebra.
The existence of final coalgebras of finitary functors occurs already in [55].
Proof. Let $F$ be this bounded functor. The third formulation of Proposition 4.6 .7 yields natural transformation $\sigma:(-)^{A} \times B \Rightarrow F$, for suitable sets $A$ and $B$, with surjective components $\sigma_{X}$ for $X \neq \emptyset$. Recall from Proposition 2.3.5 that the functor $(-)^{A} \times B$ has carrier $Z=B^{A^{*}}$ of the final coalgebra $\zeta: Z \xrightarrow{\cong} Z^{A} \times B$. We define an $F$-coalgebra $=\sigma_{Z} \circ \zeta: Z \rightarrow F(Z)$. We claim that it is "weakly final: for each $F$-coalgebra $c: X \rightarrow$ $F(X)$ there is a (not necessarily unique) homomorphism of $F$-coalgebras $f: X \rightarrow Z$.
If $X$ is the empty (initial) set $\emptyset$, there is obviously such a homomorphism $f: X \rightarrow Z$. Otherwise, we know that $\sigma_{X}: X^{A} \times B \rightarrow F(X)$ is surjective, and thus, using the axiom of choice, has a section $s: F(X) \rightarrow X^{A} \times B$ with $\sigma_{X} \circ s=\operatorname{id}_{F(X)}$. The coalgebra $s \circ c: X \rightarrow X^{A} \times B$ yields a homomorphism $f: X \rightarrow Z$ of $(-)^{A} \times B$-coalgebra by $s \circ c: X \rightarrow X, X$ yields a homomorphism $f: X \rightarrow Z$
finality. It is then also a homomorphism of $F$-coalgebras:

$$
\begin{aligned}
F(f) \circ c & =F(f) \circ \sigma_{X} \circ s \circ c & & \text { because } \sigma_{X} \circ s=\mathrm{id} \\
& =\sigma_{Z} \circ\left(f^{A} \times \operatorname{id}_{B}\right) \circ s \circ c & & \text { by naturality of } \sigma \\
& =\sigma_{Z} \circ \zeta \circ f & & \text { since } f \text { is a homomorphism } \\
& =\xi \circ f . & &
\end{aligned}
$$

We now force the weakly final coalgebra $\xi: Z \rightarrow F(Z)$ to be truly final. The general theory of bisimulation from Section 4.4 will be used, for the standard logical factorisation stem on Sets, with its qectionts. Bisimilarity $\leftrightarrows$ is a join of bisimulations and thus bisimulation itself by Exercise 4.5.3. Hence we can form a quotient coalgebra $\xi / \leftrightarrow \cdot W \rightarrow$ $F(W)$ on $W=\mathcal{Q}(\leftrightarrow)=Z / \leftrightarrow$ by Exercise 456. This coalgebra $\xi / \leftrightarrow$ is final: for each coalgebra $c: X \rightarrow F(X)$ there is a homomorphism $X \rightarrow W$, namely the composition of the map $X \rightarrow Z$ obtained by weak finality and the quotient map $q: Z \rightarrow W$. This is the only one, since if we have two such homomorphisms $f, g: X \rightarrow W$, then the image $\mathrm{m}(\langle f, g\rangle) \mapsto W \times W$ is a bisimulation by Exercise 4.5.2. Hence $\operatorname{Im}(\langle f, g\rangle) \leq \leftrightarrow$, so that $f=g$.

Weakly final (co)algebras, as used in this proof, may also be constructed in (second order) polymorphic type theory, see [180, 432]. Under suitable parametricity conditions these constructions yield proper final coalgebras, see [187, 354, 49].
In the end one may ask if there is a link between the final coalgebra constructions based on limits of chains and on boundedness. It is provided in [431], via transfinite induction, going beyond $\omega$ : for instance, for a finitary ( $\omega$-accessible) functor $F$ the final coalgebra can be reached in $\omega+\omega$ steps as limit of the chain $F^{\omega+m}(1)=F^{m}\left(F^{\omega}(1)\right)$, where $F^{\omega}(1)$ is the limit of the chain $F^{n}(1)$

## Exercises

4.6.1. (i) Spell out the notions of colimit of $\omega$-chain and of co-continuity
(ii) Check that the colimit of an $\omega$-chain $X_{0} \xrightarrow{f_{0}} X_{1} \xrightarrow{f_{1}} X_{2} \cdots$ in Sets can be de scribed as quotient of the disjoint union

$$
\amalg_{n \in \mathbb{N}} X_{n} / \sim=\left\{(n, x) \mid n \in \mathbb{N} \wedge x \in X_{n}\right\} / \sim
$$

where

$$
(n, x) \sim(m, y) \Longleftrightarrow \exists p \geq n, m . f_{n p}(x)=f_{m p}(y),
$$

with $f_{q p}=f_{p-1} \circ f_{p-2} \circ \ldots \circ f_{q}: X_{q} \rightarrow X_{p}$ for $q \leq p$.
(iii) Prove Proposition 4.6 .1 (i) in detail: the initital algebra of a co-continuous functor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with initial object $0 \in \mathbb{C}$ can be obtained as colimit $A$ of the $\omega$-chain

$$
0 \stackrel{!}{\longrightarrow} F(0) \underset{\alpha_{0}}{\stackrel{F(!)}{\longrightarrow} F^{2}(0)}{\underset{\alpha}{\alpha_{1}} \stackrel{F^{2}(!)}{\alpha_{2}}}^{\sim} A
$$

with the induced initial algebra $\alpha: F(A) \xrightarrow{\cong} A$ satisfying $\alpha \circ F\left(\alpha_{n}\right)=\alpha_{n+1}$.
4.6.2. Recall from Example 2.4.4 that the lift functor $\mathcal{L}=1+(-)$ on Sets has the natural numbers $\mathbb{N}$ as initial algebra. If we consider the func PoSe
top.
(i) Check that $\mathbb{N}$ is the colimit of the chain (4.10) for the lift functor on Sets.
(ii) Write $\mathcal{L}_{\perp}$ for the functor which adds a bottom element $\perp$ to a poset $X$; prove tha the natural numbers with the usual order $\leq$ form an initial algebra of the functor $\mathcal{L}_{\perp}:$ PoSets $\rightarrow$ PoSets, for instance via the chain construction (4.10).
(iii) Now write $\mathcal{L}_{\top}:$ PoSets $\rightarrow$ PoSets for the functor that adds an element T as top element. Check that the initial $\mathcal{L}_{T}$-algebra is $(\mathbb{N}, \geq)$-which has 0 as top element.
Prove that a left adjoint preserves colimits of $\omega$-chains, and dualry, that a right adjoin preserves limits of such chains.
4.6.4. $\quad$ Consider an initial algebra $\alpha: F(A) \xrightarrow{\cong} A$ constructed as colimit (4.10) for a functor $F$ that preserves monomorphisms (like any weak-pullback-preserving, and hence any Kripke
polynomial functor, see Lemma 4.2 .2 ). Assume $F$ also has a final coalgebra $\zeta: Z \xrightarrow{\Longrightarrow}$ $F(Z)$, and let $\iota: A \rightarrow Z$ be the unique (algebra and coalgebra) homomorphism with $\zeta \circ \iota=F(\iota) \circ \alpha^{-1}$. Prove that $\iota$ is injective. Hint. Define suitable $\zeta: Z \rightarrow F^{n}(1)$ and
6. The $(-)^{\star}$ use that $F^{n}(!): F^{n}(0) \rightarrow F^{n}(1)$ is mono. Check that the list $(-)^{\star}$, multiset $\mathcal{M}_{M}$ distribution $\mathcal{D}$ and finite powerset $\mathcal{P}_{\text {fin }}$ functors are finitary ( $\omega$-accessible), but the ordinary powerset functor $\mathcal{P}$ is not
4.6.6. Check that Lemma 4.6 .8 specialises to: every simple polynomial functor is finitary. [Hint. The easiest way is to use Proposition 2.2.3.]
4.6.7. Prove that each finitary functor $F$ : Sets $\rightarrow$ Sets preserves colimits of $\omega$-chains (described explicitly in Exercise 4.6.1).
coalgebra, by Theorem 4.6.9.
4.6.8. (See e.g. [176]) Let $F, G:$ Sets $\rightarrow$ Sets be functors with a natural transformation $\sigma: G \Rightarrow$ $F$ between them for which $\sigma_{X}$ surjective for each $X \neq \emptyset$. Prove that $F$ is bounded in case $F$ bet
$G$ is.
4.6.9. Show that if both $F, G:$ Sets $\rightarrow$ Sets are bounded, then so is the composition $G F$

### 4.7 Polynomial and analytical functors

This section will present another characterisation of simple polynomial endofunctors (on Sets), and also of the related class of analytical functors (introduced in [261]). The characterisation involves properties that we have seen earlier in this chapter-notably finitariness and (weak) pullbacks. Recall from Proposition 2.2 .3 that simple polynomial functors are of
the form $F(X)=\coprod_{i \in I}^{\# i}$, where $\#: I \rightarrow \mathbb{N}$ is an 'arity'. Analytical functors are simthe form $F(X)=\coprod_{i \in I} X \not{ }^{\# i}$, where $\#: I \rightarrow \mathbb{N}$ is an 'arity'. Analytical functors are similar, and have the form $F(X)=\coprod_{i \in I} X_{i} / G_{i}$ involving an additional quotient (see below or denial if and ons it is finitary and preserves (countable) pulback Similarly functo is andytical if and only if it is finitary and preseres (countable) weak pullbacks.
These characterisation results will not be used elsewhere in this book but provide back-
ound theory about endofunctors. These results go back to [261] and have been digested nd reformulated several times, notably in [188] and [30] but see also [125]. The present nction contains another miner re-digest leaning heavily on [188]. Although the main result is relatively easy to formulate, its proof requires quite a bit of work.
First of all we need to generalise the notion of (weak) pullback, as introduced in Section 4.2. There, the binary (weak) pullback is defined, for two maps $f_{1}: X_{1} \rightarrow Y$ and $f_{2}: X_{2} \rightarrow Y$ with common codomain. Here we generalise it to an arbitrary number of maps $f_{i}: X_{i} \rightarrow Y$, for indices $i$ in an arbitrary index set $I$. In fact, we only need $I$ to be countable, so we restrict ourselves to index set $I=\mathbb{N}$. The formulation for arbitrary sets $I$ is then an obvious generalisation.
So assume we have a countable collection $\left(f_{i}: X_{i} \rightarrow Y\right)_{i \in \mathbb{N}}$ with common codomain (in an arbitrary category). The pullback of this collection is given by an object $P$ together with maps $p_{i}: P \rightarrow X_{i}$ such that $f_{i} \circ p_{i}=f_{j} \circ p_{j}$, for all $i, j \in \mathbb{N}$, as in


This diagram is a (countable) pullback if it is universal in the obvious way: for each object $Q$ with maps $g_{i}: Q \rightarrow X_{i}$ satisfying $f_{i} \circ g_{i}=f_{j} \circ g_{j}$, there is a unique map $g: Q \rightarrow P$ satisying $p_{i} \circ g=g_{i}$. It is a weak pulback if such a $g$ exists, without the uniqueness $F\left(X_{i}\right)$ ( vation properties play a crucial role in Theorem 4.7.8 below.

The present prof of this section min result, Theorem
[30], that each functor $F$ can be written as coproduct $F=\amalg G_{i}$ exploits the idea, like in [30], that each functor $F$ can be written as coproduct $F=\coprod_{i} G_{i}$ of affine functors $G_{i}$
(preserving the terminal object: $G_{i}(1) \cong 1$ ). This observation goes back to [410] and will (preserving the terminal object: $\left.G_{i}(1) \cong 1\right)$. This observation goes back to [410] and will
be described first. We will use it only for the category Sets, but the construction involved can be performed more generally and so we describe it first in a separate lemma. This construction is important, and may be understood as a form of reindexing/substitutionwhence the $(-)^{-1}$ notation. This construction is used for instance in $[254,252]$ to define the notion of 'shapely' functor, see Proposition 4.7.9.
4.7.1. Lemma. Assume $\mathbb{C}$ is a category with finite limits (binary pullbacks and terminal object $1 \in \mathbb{C}$ ). Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary endofunctor, with a map $u: A \rightarrow F(1)$ in $\mathbb{C}$. Form for each $X \in \mathbb{C}$ the pullback:

(i) The mapping $X \mapsto u^{-1}(F)(X)$ extends to a functor $u^{-1}(F): \mathbb{C} \rightarrow \mathbb{C}$, with a natural transformation $\sigma: u^{-1}(F) \Rightarrow F$
(ii) For $X=1$ the map $\pi_{1}: u^{-1}(F)(1) \rightarrow A$ is an isomorphism

Proof. (i) For $f: X \rightarrow Y$ in $\mathbb{C}$ define $u^{-1}(F)(f)$ in:


The outer diagram commutes since $!_{Y} \circ f=!_{X}$. By construction this yields a natural transformation $\sigma: u^{-1}(F) \Rightarrow F$.
(ii) For $X=1$ we have $F\left(!_{1}\right)=$ id: $F(1) \rightarrow F(1)$ as vertical map on the right-hand side in (4.12). Hence its pullback $\pi_{1}: u^{-1}(F)(1) \rightarrow A$ is an isomorphism
4.7.2. Proposition. Consider the previous lemma for $\mathbb{C}=$ Sets and $A=1$.
(i) For each functor $F$ : Sets $\rightarrow$ Sets one obtains a natural isomorphism

$$
\left(\coprod_{u \in F(1)} u^{-1}(F)\right) \stackrel{\cong}{\Longrightarrow} F
$$

describing the functor $F$ as coproduct of affine functors $u^{-1}(F)-$ since $u^{-1}(F)(1) \cong 1 b y$ Lemma 4.7.1 (ii).
(ii) If $F$ preserves (weak) pullbacks, then so does each $u^{-1}(F)$.
(iii) If $F$ is finitary, then so is $u^{-1}(F)$.

Proof. (i) In the previous lemma we found a natural transformation $\sigma: u^{-1}(F) \Rightarrow F$ We left the dependence on the map $u$ implicit. But if we make it explicit by writing $\sigma$ nstead of $\sigma$, then the above map $\coprod_{u \in F(1)} u^{-1}(F) \Rightarrow F$ is the cotuple $\left[\sigma^{u}\right]_{u \in F(1)}$. is an isomorphism since for each $w \in F(X)$ we get $u=F(!)(w) \in F(1)$ with $w^{\prime}$ $u^{-1}(F)(X)$ obtained via the following pullback.


This shows surjectivity. Injectivity is obvious by the uniqueness of maps into the pullback $u^{-1}(F)(X)$.
(ii) Fix $u \in F(1)$; for convenience we abbreviate $F^{\prime}=u^{-1}(F)$. Assume a non-empty collection of maps $f_{i}: X_{i} \rightarrow Y$ in $\mathbb{C}$ with weak pullback $p_{i}: P \rightarrow X_{i}$. If we have map : $Q \rightarrow F^{\prime}\left(X_{i}\right)$ with $F^{\prime}\left(f_{i}\right) \circ g_{i}=F^{\prime}\left(f_{j}\right) \circ g_{j}$, then we get maps $\sigma_{X_{i}} \circ g_{i}: Q \rightarrow$ $F\left(X_{i}\right)$ with

$$
\begin{aligned}
F\left(f_{i}\right) \circ \sigma_{X_{i}} \circ g_{i} & =\sigma_{Y} \circ F^{\prime}\left(f_{i}\right) \circ g_{i} \\
& =\sigma_{Y} \circ F^{\prime}\left(f_{j}\right) \circ g_{j}=F\left(f_{j}\right) \circ \sigma_{X_{j}} \circ g_{j}
\end{aligned}
$$

Since $F$ preserves weak pullbacks this yields a map $g: Q \rightarrow F(P)$ with $F\left(p_{i}\right) \circ g=$ $\sigma_{X_{i}} \circ g_{i}$. Then we obtain a unique map $h: Q \rightarrow F^{\prime}(P)$ in


In order to see that the outer diagram commutes, we pick an arbitrary index $i_{0}$; it exists because we assumed our collection of maps $f_{i}$ is non-empty. Then:

$$
\begin{aligned}
F\left(!_{P}\right) \circ g & =F\left(!_{X_{i_{0}}}\right) \circ F\left(p_{i_{0}}\right) \circ g \\
& =F\left(!X_{i_{0}}\right) \circ \sigma_{X_{i_{0}}} \circ g_{i_{0}} \\
& =u \circ!_{F\left(X_{i_{0}}\right)} \circ g_{i_{0}}
\end{aligned}
$$

$$
=u \circ!!_{Q}
$$

The resulting map $h: Q \rightarrow F^{\prime}(P)$ satisfies $F^{\prime}\left(p_{i}\right) \circ h=g_{i}$ by uniqueness of mediating maps for the pullback defining $F^{\prime}(X)=u^{-1}(F)$ :

$$
\begin{aligned}
!\circ F^{\prime}\left(p_{i}\right) \circ h & =! \\
& =!\circ g_{i} \\
\sigma_{X_{i}} \circ F^{\prime}\left(p_{i}\right) \circ h & =F\left(p_{i}\right) \circ \sigma_{P} \circ h \\
& =F\left(p_{i}\right) \circ g \\
& =\sigma_{X_{i}} \circ g_{i} .
\end{aligned}
$$

In case $P$ is a proper (non-weak) pullback, uniqueness of $h$ is obtained from uniqueness of $g=\sigma_{P} \circ h$.
(iii) Assume $F$ : Sets $\rightarrow$ Sets is finitary. We need to show that $F^{\prime}=u^{-1}(F)$ is finitary too. So assume an element $w \in F^{\prime}(X)$. Then $\sigma_{X}(w) \in F(X)$. Hence there is a finite subset $\varphi: Y \hookrightarrow X$ with $v \in F(Y)$ such that $\sigma_{X}(w)=F(\varphi)(v)$. We obtain $v^{\prime} \in F^{\prime}(Y)$ via the pullback defining $F^{\prime}(Y)=u^{-1}(F)(Y)$ :


By uniqueness one obtains $F^{\prime}(\varphi)\left(v^{\prime}\right)=w$, as required.

If we wish to show that a functor is simple polynomial or analytical, we need to describe it as coproduct of elementary functors. The previous result is important for that goal Another important ingredient will be described next.
Recall that a finitary functor $F$ : Sets $\rightarrow$ Sets is determined by its behaviour on finite ubsets. In fact, since each finite set $Y$ is isomorphic to a natural number $Y \cong n$, we can say that such a finitary functor $F$ is determined by the outcomes $F(n)$, for $n \in \mathbb{N}$ considered as $n$-element set. We shall make this a bit more precise via the operations:

$$
\begin{gather*}
F(n) \times X^{n} \longrightarrow{ }^{2} \longrightarrow F(X) \\
\quad(u, t) \longmapsto \\
\end{gather*}
$$

The $n$-tuple $t \in X^{n}$ is identified with a function $t: n \rightarrow X$, to which the functor $F$ is applied. The following result again relates a functor to a coproduct of simpler functors.
4.7.3. Lemma. For an arbitrary functor $F:$ Sets $\rightarrow$ Sets, the cotuple of the $\mathrm{ap}_{n}$ maps in (4.13) yields a natural transformation

$$
\left(\coprod_{n \in \mathbb{N}} F(n) \times(-)^{n}\right) \xlongequal{\text { ap }=\left[\mathrm{ap}_{n}\right]_{n \in \mathbb{N}}} F
$$

all of whose components $\coprod_{n} F(n) \times X^{n} \Rightarrow F(X)$ are surjective if and only if $F$ is finitary. This functor $\coprod_{n \in \mathbb{N}} F(n) \times(-)^{n}$ on the left hand side is isomorphic to an arity functor $F_{\#_{F}}$, where the arity $\#_{F}$ associated with $F$ is defined as $\#_{F}=\pi_{1}:\left(\coprod_{n \in \mathbb{N}} F(n)\right) \rightarrow \mathbb{N}$.

Proof. First, assume $F$ is finitary and $u$ is an element of $F(X)$. Hence there is a finite subset $i: Y \hookrightarrow X$ and $v \in F(Y)$ with $F(i)(v)=u$. Let $n=|Y|$ be the size of $Y$ and choose an isomorphism $j: n \xlongequal[\Rightarrow]{\cong}$. Take $t=i \circ j: n \rightarrow X$ and $w=F\left(j^{-1}\right)(v) \in F(n)$. Then:

$$
\operatorname{ap}_{n}(w, t)=F(t)(w)=\left(F(i \circ j) \circ F\left(j^{-1}\right)\right)(v)=F(i)(v)=u .
$$

Conversely, assume the map $\amalg_{n} F(n) \times X^{n} \Rightarrow F(X)$ is surjective for each set $X$, and let $u \in F(X)$. Then there is an $n \in \mathbb{N}$ and $(v, t) \in F(n) \times X^{n}$ with ap $_{n}(v, t)=F(t)(v)=u$ Consider the image factorisation (in Sets)


Now take $w=F(e)(v) \in F(Y)$. It satisfies $F(m)(w)=F(m \circ e)(v)=F(t)(v)=u$.
The arity functor $F_{\# F}$ for the arity $\#_{F}$ is given by $F_{\#}(X)=\coprod_{n \in \mathbb{N}, u \in F(n)} X^{n}$. Thi is obviously isomorphic to $\coprod_{n \in \mathbb{N}} F(n) \times X^{n}$, as used above.

A fintary fuctor $F$ is Andary functor $F$ is thus a quotient, via the map ap in the lemma, of a simple poly omial functor $\coprod_{n} F(n) \times(-)^{n}$. We shall see that further (preservation) conditions on the functor $F$ allow us
4.7.4. Definition. For a functor $F$ : Sets $\rightarrow$ Sets let $\operatorname{Elt}(F)$ be the category of "ele ments" of $F$ in the following manner. Objects of $\operatorname{Elt}(F)$ are pairs $X \in \operatorname{Sets}, u \in F(X)$. A morphism $(u \in F(X)) \rightarrow(v \in F(Y))$ is a map $f: X \rightarrow Y$ in Sets satisfying $F(f)(u)=v$. Composition and identities are inherited from Sets. There is thus an obvi ous forgetful functor $\operatorname{Elt}(F) \rightarrow$ Sets.

This category $\operatorname{Elt}(F)$ of elements is relevant in the current setting since an equation $\mathrm{ap}_{n}(u, t)=v \in F(X)$, for $u \in F(n)$ and $t \in X^{n}$, means that $t$ is a morphism $t:(u \in$ $F(n)) \rightarrow(v \in F(X))$ in $\operatorname{Elt}(F)$. We are interested in getting appropriately minimal versions of such maps.
4.7.5. Lemma. Assume $F$ : Sets $\rightarrow$ Sets is a finitary functor
(i) For each $w \in F(X)$,

- there is a map $\left(w^{\prime} \in F(n)\right) \rightarrow(w \in F(X))$ in $\operatorname{Elt}(F)$, where $n \in \mathbb{N}$,
- such that for each $f:\left(v \in F(Y) \rightarrow\left(w^{\prime} \in F(n)\right)\right.$ in $\operatorname{Elt}(F)$, the function $f: Y \rightarrow n$ is surjective.
(ii) If the functor $F$ preserves countable weak pullbacks, then the previous point can be trengthened to: for each $w \in F(X)$,
- there is a map $\left(w^{\prime} \in F(n)\right) \rightarrow(w \in F(X))$ in $\mathbf{E l t}(F)$,
- such that each $f:\left(v \in F(Y) \rightarrow\left(w^{\prime} \in F(n)\right)\right.$ is a split epi in $\operatorname{Elt}(F)$

If we write:

$$
F^{\circ}(n)=\{w \in F(n) \mid \text { each }(v \in F(Y)) \rightarrow(w \in F(n)) \text { is a split epi }\},
$$

then this last result says: for each $w \in F(X)$ there is a map $\left(w^{\prime} \in F^{\circ}(n)\right) \rightarrow(w \in$ $F(X)$ ).
roof. (i) Assume $w \in F(X)$. Because the component at $X$ of the map ap in (4.14) is surjective, the set $\left\{(n, u, t) \mid n \in \mathbb{N}, u \in F(n), t \in X^{n}\right.$ with $\left.^{a_{n}}(u, t)=w\right\}$ is nonmpty. Among all these elements we take the one with the least number $n$ and call it $\left(n, w^{*}, t\right)$. Thus $\operatorname{ap}_{n}\left(w^{\prime}, t\right)=w$, so that $t .\left(w^{\prime} \in F(n)\right) \rightarrow(w \in F(X))$ in $\operatorname{Elt}(F)$; additionally, for each $m \in \mathbb{N}$ with ap ${ }_{m}(u, s)=w$ we have $n \leq m$. Next, assume a map $f:\left(v \in F(Y) \rightarrow\left(w^{\prime} \in F(n)\right)\right.$ in $\operatorname{Elt}(F)$. Factorise $f: Y \rightarrow n$ in Sets as $f=i \circ f^{\prime}$ where $f^{\prime}: Y \rightarrow m$ and $i: m \rightarrow n$ (so that $\left.m \leq n\right)$. We then have $v^{\prime}=F\left(f^{\prime}\right)(v) \in F(m$ and $t^{\prime}=t \circ i \in X^{m}$ satisfying:

$$
\operatorname{ap}_{m}\left(v^{\prime}, t^{\prime}\right)=F\left(t^{\prime}\right)\left(v^{\prime}\right)=F\left(t \circ i \circ f^{\prime}\right)(v)=F(t \circ f)(v)=F(t)\left(w^{\prime}\right)=w .
$$

But then $n \leq m$ and thus $m=n$. Hence $i: m \mapsto n$ is an isomorphism, and $f=i \circ f^{\prime}$ is surjective
(ii) Assume towards a contradiction that for each $w \in F(X)$ and for all $\left(w^{\prime} \in F(n)\right) \rightarrow$ $(w \in F(X))$ there is a map $f:(v \in F(Y)) \rightarrow\left(w^{\prime} \in F(n)\right)$ that is not a split epi. We proceed in a number of steps.
(1) By (i) we do have a map $t_{1}:\left(w_{1} \in F\left(n_{1}\right)\right) \rightarrow(w \in F(X))$ such that for each $f:(v \in F(Y)) \rightarrow\left(w_{1} \in F\left(n_{1}\right)\right)$ the function $f$ is surjective. But, by assumption, there is a map $f_{1}:\left(v_{1} \in F\left(Y_{1}\right)\right) \rightarrow\left(w_{1} \in F\left(n_{1}\right)\right)$ which is not a split epi.
(2) We now apply the assumption to $v_{1} \in F\left(Y_{1}\right)$. It yields, as before a map $t_{2}:\left(w_{2} \in\right.$ $\left.F\left(n_{2}\right)\right) \rightarrow\left(v_{1} \in F\left(Y_{1}\right)\right)$ as in (i), together with $f_{2}:\left(v_{2} \in F\left(Y_{2}\right)\right) \rightarrow\left(w_{2} \in F\left(n_{2}\right)\right)$ that is not a split epi.
(3) Continuing in this manner we obtain a chain of maps in $\operatorname{Elt}(F)$ :
$(w \in F(X)) \quad f_{1}$
$v_{1} \in F$
$t_{2} \uparrow$
$t_{2} \uparrow$
$f_{2}$
$v_{2} \in F\left(Y_{2}\right)$
$t_{3} \uparrow$

$$
\begin{equation*}
\left(w_{1} \in F\left(n_{1}\right)\right) \quad\left(w_{2} \in F\left(n_{2}\right)\right) \quad\left(w_{3} \in F\left(n_{3}\right)\right) \tag{2}
\end{equation*}
$$

(4) By (i), for each of the resulting maps $f_{i} \circ t_{i+1}:\left(w_{i+1} \in F\left(n_{i+1}\right)\right) \rightarrow\left(w_{i} \in F\left(n_{i}\right)\right)$ in $\operatorname{Elt}(F)$ the underlying function $f_{i} \circ t_{i+1}: n_{i+1} \rightarrow n_{i}$ is surjective. Hence $n_{i+1} \geq$ say with inverse $s: n_{i} \rightarrow n_{i+1}$. As a result:

- $s$ is a map $\left(w_{i} \in F\left(n_{i}\right)\right) \rightarrow\left(w_{i+1} \in F\left(n_{i+1}\right)\right)$ in $\operatorname{Elt}(F)$ since $F(s)\left(w_{i}\right)=$ $\left(F(s) \circ F\left(f_{i} \circ t_{i+1}\right)\right)\left(w_{i+1}\right)=w_{i+1}$
- $t_{i+1} \circ s:\left(w_{i} \in F\left(n_{i}\right)\right) \rightarrow\left(v_{i} \in F\left(Y_{i}\right)\right)$ is a splitting for $f_{i}$, since $f_{i} \circ t_{i+1}$ 。 $s=$ id;

Thus, an equality $n_{i+1}=n_{i}$ makes $f_{i}$ a split epi in $\operatorname{Elt}(F)$-which we know is not the case. Hence $n_{i+1}>n_{i}$.
(5) Now write $g_{n}$ for the resulting maps $g_{i}:\left(w_{i} \in F\left(n_{i}\right)\right) \rightarrow(w \in F(X))$, obtained as chain of $t$ 's and $f$ 's in (4.15). We take the (countable) pullback $P=\Pi_{X} n_{i}$ of these $g_{i}: n_{i} \rightarrow X$ in Sets, with projections $p_{i}: P \rightarrow n_{i}$ satisfying $g_{i} \circ p_{i}=g_{j} \circ p_{j}$ with $F\left(p_{i}\right)(u)=w_{i}$. Hence $p_{i}:(u \in F(P)) \rightarrow\left(w_{i} \in F\left(n_{i}\right)\right)$ in $\operatorname{Elt}(F)$.
(6) Since $F$ is finitary and $u \in F(P)$ we get a map $t:\left(u^{\prime} \in F(k)\right) \rightarrow(u \in F(P))$, fo some $k \in \mathbb{N}$. Recall we have an ascending sequence $n_{1}<n_{2}<n_{3}<\ldots$, so there is an index $i$ with $k<n_{i}$. At the same time we have a map:

$$
\left(u^{\prime} \in F(k)\right) \xrightarrow{t}(u \in F(P)) \xrightarrow{p_{i}}\left(w_{i} \in F\left(n_{i}\right)\right)
$$

whose underlying function $p_{i} \circ t: k \rightarrow n_{i}$ must be surjective-by construction of the ( $w_{i} \in F\left(n_{i}\right)$ ), using (i). But surjectivity of this map implies $k \geq n_{i}$, which is mpossible.
Hence our original assumption is wrong.
If we apply these results to affine functors, things are beginning to fall into place. be finitary and affine.
(i) There is a unique $n \in \mathbb{N}$ for which $\mathrm{ap}_{n}: F^{\circ}(n) \times(-)^{n} \Rightarrow F$ is surjective.
(ii) This yields a (natural) isomorphism:

$$
\left(\coprod_{u \in F^{\circ}(n)} X^{n} / \sim_{u}\right) \xrightarrow{\cong} F(X),
$$

where $\sim_{u}$ is the equivalence relation on $X^{n}$ given by:

$$
t \sim_{u} s \Longleftrightarrow \exists \varphi: n \xrightarrow{\cong} n . t \circ \varphi=s \text { and } F(\varphi)(u)=u .
$$

(iii) In case F preserves (proper) pullbacks, we get an isomorphism.

$$
\left(\coprod_{u \in F^{\circ}(n)} X^{n}\right) \xrightarrow{\cong} F(X)
$$

making F a simple polynomial functor.
Proof. (i) Assume we have two elements $u \in F(X)$ and $v \in F(Y)$. We pick two maps $t:\left(u^{\prime} \in F^{\circ}(n)\right) \rightarrow(u \in F(X))$ and $s:\left(v^{\prime} \in F^{\circ}(m)\right) \rightarrow(v \in F(Y))$ with the properties of Lemma 4.7 .5 (ii). The aim is to show $n=m$. The product $n \times m$ is a pullback over of Lemma 4.7.5 (ii). The aim is to show $n=m$. The product $n \times m$ is a pullback over
1 ; applying $F$ yields a weak pullback, as on the left below. Because $F$ is affine we get $F(t)\left(u^{\prime}\right)=F(s)\left(v^{\prime}\right)$; hence there is an element $w \in F(n \times m)$ with $F\left(\pi_{1}\right)(w)=u^{\prime}$ and
$F\left(\pi_{2}\right)(w)=v^{\prime}$ The maps $\pi_{i}$ are then split epis, by Lemma 47.5 (ii), so we get a diagram in $\operatorname{Elt}(F)$ as on the right, with $r_{i}$ splitting $\pi_{i}$.

Since $v^{\prime} \in F^{\circ}(m)$ and $u^{\prime} \in F^{\circ}(n)$ we obtain that the two resulting diagonal maps:

$$
\begin{aligned}
& \left(u^{\prime} \in F(n)\right) \xrightarrow{r_{1}}(w \in F(n \times m)) \xrightarrow{r_{2}}\left(v^{\prime} \in F(m)\right) \\
& \left(v^{\prime} \in F(m)\right) \xrightarrow{r_{2}}(w \in F(n \times m)) \xrightarrow{\pi_{1}}\left(u^{\prime} \in F(n)\right)
\end{aligned}
$$

are both split epis. Hence $n \leq m$ and $m \leq n$, and so $n=m$.
(ii) For $u \in F^{\circ}(n)$ we need to show

$$
\operatorname{ap}_{n}(u, t)=\operatorname{ap}_{n}(u, s) \Longleftrightarrow t \sim_{u} s .
$$

The implication $(\Leftarrow)$ is trivial: if $t \circ \varphi=s$ and $F(\varphi)(u)=u$, then:
$\mathrm{ap}_{n}(u, t)=F(t)(u)=F(t)(F(\varphi)(u))=F(t \circ \varphi)(u)=F(s)(u)=\mathrm{ap}_{n}(u, s)$.
For the direction $(\Rightarrow)$, assume $\mathrm{ap}_{n}(u, t)=\mathrm{ap}_{n}(u, s)$ in $F(X)$. We form the pullback:


Applying $F$ yields a weak pullback, and thus an element $w \in F\left(n \times_{X} n\right)$ with maps Applying $F$ yields a weak pulback, and thus an element $w \in F\left(n \times_{X} n\right)$ with maps
$p_{1}, p_{2}:\left(w \in F\left(n \times_{X} n\right)\right) \rightarrow(u \in F(n))$ in $\operatorname{Elt}(F)$. These maps $p_{i}$ are both split epis, $p_{1}, p_{2}:\left(w \in F\left(n \times_{X} n\right)\right) \rightarrow(u \in F(n))$ in $\operatorname{Elt}(F)$. These maps $p_{i}$ are both split epis,
since $u \in F^{\circ}(n)$, say with splittings $r_{i}$. Then $\varphi=p_{1}$. $r_{2}: n \rightarrow n$ is a split epi, and thus n isomorphism. It satisfies:

$$
\begin{aligned}
t \circ \varphi & =t \circ p_{1} \circ r_{2}=s \circ p_{2} \circ r_{2}=s \\
F(\varphi)(u) & =F\left(p_{1} \circ r_{2}\right)(u)=F\left(p_{1}\right)(w)=u .
\end{aligned}
$$

(iii) Assume now that $F$ preserves pullbacks. Since $F$ is affine, i.e. $F(1) \cong 1, F$ preserves all finite limits, and in particular products and equalisers. We first show that here is at most one map $\left(u \in F^{\circ}(n)\right) \rightarrow(v \in F(X))$. If we have two of them, say $t, s$, we can form the equaliser in Sets:

$$
E \not{\longrightarrow} n \xrightarrow[s]{\stackrel{t}{\longrightarrow}} X
$$

This equaliser is preserved by $F$. Since $F(t)(u)=v=F(s)(u)$, there is a unique element $w \in F(E)$ with $F(e)(w)=u$ This map $e:(w \in F(E)) \rightarrow(u \in F(n))$ is then a split epi, and thus an isomorphism. Hence $t=s$.
With this observation we see that $\operatorname{ap}_{n}(u, t)=\operatorname{ap}_{n}(u, s)$ implies $s=t$. Thus the equivalence relation $\sim_{u}$ on $X^{n}$ used in (ii) is the equality relation.

The equivalence relation $\sim_{u}$ used in point (ii) involves a set of isomorphisms:

$$
\begin{equation*}
G_{u}=\{\varphi: n \xrightarrow{\cong} n \mid F(\varphi)(u)=u\}, \tag{4.16}
\end{equation*}
$$

that is a subgroup of the symmetric group $S_{n}$ of permutations on $n$. It induces an action:

$$
G_{u} \times X^{n} \longrightarrow X^{n} \quad \text { by } \quad(\varphi, t) \longmapsto t \circ \varphi .
$$

The set of equivalence classes $X^{n} / \sim_{u}$ can then also be described as the set of orbits:

$$
X^{n} / G_{u}=\left\{[t] \mid t \in X^{n}\right\} \quad \text { with } \quad[t]=\left\{t \circ \varphi \mid \varphi \in G_{u}\right\}
$$

This is used below.
4.7.7. Definition ([261]). A functor $F$ : Sets $\rightarrow$ Sets is called analytical if it can be written as:

$$
F=\left(\coprod_{i \in I} X^{\# i} / G_{i}\right)
$$

where $\#: I \rightarrow \mathbb{N}$ is an arity and $G_{i} \subseteq S_{\# i}$ is a subgroup of the symmetric group of permutations on $\# i \in \mathbb{N}$.

An example of an analytical functor is the multiset (or bag) functor $\mathcal{M}_{\mathbb{N}}$, since one can write:

$$
\mathcal{M}_{\mathbb{N}}(X)=1+X+X^{2} / S_{2}+X^{3} / S_{3}+
$$

ince each finite multiset, say with $n$ elements in total, can be identified with an $n$-tuple in $X^{n}$ up-to-the-order, that is, with an element of the quotient $X^{n} / S_{n}$ that destroys the order. Intriguingly this formulation of $\mathcal{M}_{\mathbb{N}}(X)$ looks very similar to the Taylor expansion of the exponential function:

$$
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots
$$

(Recall that the order of the symmetric group $S_{n}$ is $n$ !). In [261] the concept of derivative of a functor (see also [3]) is defined, in such a way that $\mathcal{M}_{\mathbb{N}}$ is its own derivative, see Exercise 4.7.3 for a glimpse.

We finally come to the main characterisation result. The second point dealing with nalytical functors comes from [261]. The first point is in a sense a restriction of the second and can be found in [188] (where simple polynomial functors are called normal, after [146]).
4.7.8. Theorem. Let $F$ : Sets $\rightarrow$ Sets be an arbitrary functor.
(i) $F$ is simple polynomial if and only if it is finitary and preserves countable pullbacks.
(ii) $F$ is analytical if and only if it is finitary and preserves countable weak pullbacks.

Proof. (i) We already know that a simple polynomial functor is finitary (Exercise 4.6.6) and preserves binary pullbacks (Proposition 4.2.6); it is not hard to see that the latter genralises to preservation of arbitrary pullbacks.
For the converse, assume $F$ is finitary and preserves countable pullbacks. In order to see that $F$ is simple polynomial we have to combine two results.
(1) First, use Proposition 4.7.2 to write $F \cong \coprod_{u \in F(1)} u^{-1}(F)$ as coproduct of affine functors $u^{-1}(F)$, each of which is finitary and preserves countable pullbacks.
(2) Next, use Proposition 4.7 .6 to write these affine functors as $u^{-1}(F) \cong \coprod_{v \in I_{u}} X^{n_{u}}$, where $I_{u}=u^{-1}(F)^{\circ}\left(n_{u}\right)$ and $n_{u} \in \mathbb{N}$ is the unique number for which $I_{u} \times X^{n_{u}} \rightarrow$ $u^{-1}(F)(X)$ is surjective.

Hence by taking $I=\coprod_{u \in F(1)} I_{u}$ and $\#(u, v)=n_{u}$ we obtain $F \cong \coprod_{i \in I} X^{\# i}$, make $F$ simple polynomial.
(ii) Following the same steps one shows that a finitary functor preserving countable weak pullbacks is of the form $\coprod_{I_{I}} X^{\# i} / G_{i}$, where the subgroup $G_{i}$ of the symmetric group on $\# i \in \mathbb{N}$ arises as in (4.16).
In the reverse direction, an analytical functor $F=\coprod_{i \in I} X^{\# i} / G_{i}$ is obviously finitary. It is not hard to see that it preserves countable weak pullbacks. This is left to the interested reader.
We conclude this section with yet another characterisation of simple polynomial funcors, namely as the 'shapely' functors from [254, 252] (see also [3, Theorem 8.3]). For this result we need to know that a natural transformation is called (weak) cartesian if all its naturality squares are (weak) pullbacks. This terminology will also be used in the exercises below.
4.7.9. Proposition. A functor $F$ : Sets $\rightarrow$ Sets is simple polynomial if and only if it is shapely: it preserves binary pulbacks and comes with a cartesian natural transformation $F \Rightarrow(-)^{\star}$ to the list functor.

Proof. Assume $F$ is polynomial: $F(X)=\coprod_{i \in I} X^{\# i}$ via an arity $\#: I \rightarrow \mathbb{N}$. We already know that it preserves pullbacks. Each tuple $t \in X^{\# i}$ can be seen as an $\# i$ element list $t=\left\langle t_{0}, t_{1}, \ldots, t_{\# i-1}\right\rangle \in X^{\star}$. Thus we obtain a natural transformation $\sigma: F \Rightarrow(-)^{\star}$ as cotuple. We check that its naturality squares form pullbacks. So assume we have a function $f: X \rightarrow Y$ and a naturality square:


If we have an element $v \in F(Y)$ and a list $\alpha=\left\langle x_{1}, \ldots, x_{n}\right\rangle \in X^{\star}$ with $\sigma_{Y}(v)=$ $f^{\star}\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right)=\left\langle f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\rangle$, then $v \in F(Y)=\coprod_{i \in I} Y^{\# i}$ must be of the form $\left\langle i, \lambda k \leq n\right.$. $\left.f\left(x_{k}\right)\right\rangle$, where $\# i=n$. Hence there is precisely one mediating element $u \in F(X)$, namely $u=\left\langle i, \lambda k \leq n . x_{k}\right\rangle$.
Conversely, assume that $F$ preserves pullbacks and that we have a cartesian natural transformation $\sigma: F \Rightarrow(-)^{\star}$. We take $I=F(1)$ with arity:

$$
\# \stackrel{\text { def }}{=}\left(I=F(1) \xrightarrow{\sigma_{1}} 1^{\star}=\mathbb{N}\right) .
$$

Since $\sigma$ is cartesian, the following naturality square is a pullback.

This means that $F(X)$ is the set of pairs $i \in I$ and $t \in X^{\star}$ with length $(t)=\# i$. Hence such an element is a pair $i \in I, t \in X^{\# i}$. Thus $F(X)=\coprod_{i \in I} X^{\# i}$, making $F$ simple polynomial.

In the end we recall the description of a 'container' or 'dependent polynomial functor' from Exercise 2.2.6, as a functor of the form $F(X)=\coprod_{i \in I} X^{A_{i}}$, for an indexed collection $\left(A_{i}\right)_{i \in I}$ of not necessarily finite sets $A_{i}$. These containers are more general than
simple polynomial functors. They capture the idea that many data types are given by a tem plate that determines how data is stored Their theory is developed from a programmin perspective, in [2, 1] In particular the idea of keeping track of a specific position within perspective, in $[2,1]$. In particular, the idea of keeping track of a specific position within
such datatypes (as one-hole contexts) can be formalised via derivatives of such functors such datatypes (as one-hole contexts) can be formalised via derivatives of such functors
see [3]. Such a derivative of a functor goes back to [261]; it is described in Exercise 4.7.3 below, for simple polynomial functors.

## Exercises

4.7.1. Assume two arities $\#: I \rightarrow \mathbb{N}$ and $\#: J \rightarrow \mathbb{N}$. Prove that there are bijective correspon ${ }_{\text {(i) }}^{\text {dences }}$
(i)

$$
\xlongequal[{I \underset{f}{\left.\coprod_{i \in I}(-)\right)^{\# i}} \xlongequal[\text { with } \# f(i) \underset{\varphi_{i}}{\sigma} \# \coprod_{j \in J}(-)^{\# j}]{\Longrightarrow}}]{\underline{\#}}
$$

(ii) This correspondence restricts to:

$$
\text { (weak) cartesian } \coprod_{i \in I}(-)^{\# i} \xlongequal{\sigma} \coprod_{j \in J}(-)^{\# j}
$$

$$
I \xrightarrow[f]{\Longrightarrow} J \text { with } \# f(i) \xrightarrow[\varphi_{i}]{\cong} \# i
$$

4.7.2. For a functor $F$ : Sets $\rightarrow$ Sets and a set $X$ consider the coequaliser:

$$
\left(\coprod_{n, m \in \mathbb{N}} F(m) \times n^{m} \times X^{n}\right) \xrightarrow[d_{2}]{\stackrel{d_{1}}{\longrightarrow}}\left(\coprod_{n \in \mathbb{N}} F(n) \times X^{n}\right) \xrightarrow{c} \widetilde{F}(X)
$$

The two maps $d_{1}, d_{2}$ are given by $(u, t, s) \mapsto(F(t)(u), s)$ and $(u, t, s) \mapsto(u, s \circ t)$.
(i) Describe a natural transformation $\widetilde{F} \Rightarrow F$, via the map ap: $\coprod_{n \in \mathbb{N}} F(n) \times X^{n} \rightarrow$ $F(X)$ from (4.14)
(ii) Show that this $\widetilde{F} \Rightarrow F$ consists of monos if $F$ preserves (binary) weak pullbacks. (iii) And also that it consists of epis if $F$ is finitary.
4.7.3. (From [261]) For an arbitrary functor $F: \mathbb{C} \rightarrow \mathbb{C}$ define the derivative, if it exists, to the functor $F^{\prime}: \mathbb{C} \rightarrow \mathbb{C}$ with a universal weak cartesian natural transformation $\rho: F^{\prime} \times \mathrm{id} \mathbb{C}_{\mathrm{C}} \Rightarrow$ $F$. Universality means that for an arbitrary functor $G$ with a weak cartesian $\tau: G \times$ id $c \Rightarrow$ $F$ there is a unique weak cartesian $\tau^{\prime}$ making the following diagram commute.


Prove that for a simple polynomial functor $F(X)=\coprod_{i \in I} X^{\# i}$ the derivative is:

$$
F^{\prime}(X)=\coprod_{i \in I, \# i>0} \# i \times X^{\# i-1}
$$

Hint. Use Exercise 4.7.1.]

## Chapter 5

## Monads, comonads and distributive laws

Monads and comonads-the duals of monads-form one of the basic notions in category theory, like adjunction. A monad is a special kind of endofunctor with some additional structure (unit and multiplication), a bit like for a monoid. Various computationally relevant functors are actually monads: lift, list, powerset, multiset, distribution. Associated with a (co)monad two categories are of interest.

- The Kleisli category captures the computations associated with a (co)monad. Coalgebras can be described within such Kleisli categories, namely as endomaps, and gebras can be described within such Kleisli categories, namely as endomaps, and nent application involves final coalgebra inside such Kleisli categories. It gives a systematic description of so-called trace semantics, see Section 5.3.
- The Eilenberg-Moore category contains (co)algebras for a (co)monad. These are the mathematical structures associated with the (co)monad. Where (co)algebras of a functor only describe operations, (co)algebras of a (co)monad additionally capture constraints, in the form of equations or other assertions. Many standard mathematical structures, like monoids, vector spaces and complete lattices are algebras of a monad. A systematic, uniform description of such structures is convenient, since it gives many results at once, like the existence of limit and colimits.

Most of the material in this chapter is standard (basic) category theory. It is presented here with a special focus on the context of coalgebras as dynamical state-based systems. here with a special focus on the context of coalgebras as dynamical state-based systems.
Section 5.1 introduces the basic definitions, together with the main examples. Kleisli cateSection 5.1 introduces the basic definitions, together with the main examples. Kleisli cate-
gories will be discussed in Section 5.2, with an emphasis on the lifting of functors to such gories will be discussed in Section 5.2 , with an emphasis on the lifting of functors to such
categories. These liftings play an important role in Section 5.3 on trace semantics. Section 5.4 describes Eilenberg-Moore categories, together with their basic properties. Section 5.5 concludes this chapter with bialgebras, combining both algebras (structure) and coalgebras (behaviour), for the operational semantics of programming languages.
The topic of algebras and coalgebras in combination with assertions is postponed until he next Chapter. Assertions require the notion of invariant, in the coalgebraic case. Once this concept is in place, (co)algebraic specifications can be introduced, as descriptions of (co)algebras satisfying certain logical properties.

### 5.1 Monads and comonads: definition and examples

Monads are special endofunctors with some additional structure. Our prime example is the powerset functor $\mathcal{P}$ which comes equipped with a singleton map $\{-\}: X \rightarrow \mathcal{P}(X)$ and a
(big) union $\bigcup: \mathcal{P}^{2}(X) \rightarrow \mathcal{P}(X)$. These operations are natural in $X$ and satisfy some basic equations. This is axiomatised in the notion of monad, see Definition 5.1.1 below. It turns out that the "collection" functors (list, powerset, multiset, distribution) from Figure 4.1 all have such monad structure.

## As we shall see, monads have two distinct roles.

1. Monads capturing types of computations. In this sense monads are similar to the endofunctors $F$ whose coalgebras $X \rightarrow F(X)$ we have been studying so far a distinction is made between values/states in $X$ and computations in $F(X)$, re turning values in $X$. But the additional structure that monads have give rise to the basic operation of sequential composition. We have already seen such composition, for instance in Exercise 1.1.2, without identifying the underlying monad structure. This composition is captured in what is called the Kleisli category associated with monad. It will be the main focus of the next section.
2. Monads capturing algebraic theories. Monads also form an abstraction that describes the essentials of an algebraic theory, given by operations and equations be tween them. Here one associates a different category with a monad, namely its category of so-called Eilenberg-Moore algebras. These categories will be introduced in Section 5.4, but the aspect of monads as algebraic theories will be postponed to Section 6.7 in the next chapter.
Historically, the algebraic view on monads preceded the computational view. This computational view, using Kleisli categories, has been introduced by Moggi [326]. It has been widely adopted in functional programming - notably in the programming languag Haskell-ins with initial algebras / final coalgebras see [340, 44]) In fact in this second computational approach to monads an alternative formulation of the notion of monad ha emerged in terms of so-called Kleisli extensions. Here we stick to the standard formulation in the next definition, and formulate the Kleisli version separately (in Proposition 5.23 in the next section).
From the computational perspective monads are thus used for structuring the outputs of computations. At the end of this section we briefly discuss comonads, which can be used o structure inputs of computations. As an aside, a combined structuring can be achieved via so-called arrows, generalising both monads and comonads. They will not be discussed here, but the interested reader is referred to [215, 342, 206, 237].

This section will introduce the notion of (co)monad and focus mostly on examples-of which there are plenty, contributing to the relevance of the notion. The next section will define the associated concept of a Kleisli category.
We are now ready to see the definition of monad. It is an endofunctor, typically written as $T$, with additional structure given by two natural transformations that play the role of "singleton" and "flattening". This will be illustrated in the subsequent examples
5.1.1. Definition. A monad on an arbitrary category $\mathbb{C}$ consists of an endofunctor $T: \mathbb{C} \rightarrow$ $\mathbb{C}$ together with two natural transformations: a unit $\eta:$ id $\mathbb{C} \Rightarrow T$ and multiplication $\mu: T^{2} \Rightarrow T$. These are required to make the following diagrams commute, for $X \in \mathbb{C}$


Often we simply write $T$ for a monad $(T, \eta, \mu)$ since we standardly use $\eta$ and $\mu$ for the unit and multiplication involved.

Before seeing examples of monads we immediately illustrate their usefulness in the theory of coalgebras: they introduce (sequential) composition of coalgebras. This composition will be presented in slightly more general form later on, via Kleisli categories.
5.1.2. Lemma. For a monad $T$, coalgebras $X \rightarrow T(X)$ form a monoid-where $X$ is a fixed object.
Proof. For two coalgebras $c, d: X \rightarrow T(X)$ we define a " $c$ then $d$ " coalgebra $c ; d: X \rightarrow$ $T(X)$ as composite:

$$
c ; d \stackrel{\text { def }}{=}\left(X \xrightarrow{c} T(X) \xrightarrow{T(d)} T^{2}(X) \xrightarrow{\mu_{X}} T(X)\right) .
$$

The associated neutral element 'skip' is the unit $\eta_{X}: X \rightarrow T(X)$ of the monad. The fact hat $(\eta, ;$ ) forms a monoid follows almost immediately from the monad equations.
The notion of monad, like most of the concepts in category theory, is best understood via concrete examples. In order to see the common structure it may help to fill in some of the missing verifications of the monad requirements in the series of examples below.
5.1.3. Examples. (i) As mentioned in the beginning, the powerset functor $\mathcal{P}$, is a monad with unit and multiplication given by singleton and union:
$X \xrightarrow{\eta_{X}} \mathcal{P}(X)$
$\mathcal{P}(\mathcal{P}(X)) \xrightarrow{\mu_{X}} \mathcal{P}(X)$
$x \longmapsto\{x\} \quad A \longmapsto \bigcup \bigcup A=\{x \in X \mid \exists U \in A . x \in U\}$.

The first two of the monad equations are easy: for $V \in \mathcal{P}(X)$,

$$
\begin{aligned}
\left(\mu_{X} \circ \eta_{\mathcal{P}(x)}\right)(V) & =\bigcup\{V\}=V \\
\left(\mu_{X} \circ \mathcal{P}\left(\eta_{X}\right)\right)(V) & =\bigcup\{\{x\} \mid x \in V\}=V .
\end{aligned}
$$

The $\mu$-equation requires more care. For $\mathcal{A} \in \mathcal{P}^{3}(X)=\mathcal{P}(\mathcal{P}(\mathcal{P}(X)))$ one has:

$$
\begin{aligned}
\left(\mu_{X} \circ \mathcal{P}\left(\mu_{X}\right)\right)(\mathcal{A}) & =\bigcup\{\bigcup B \mid B \in \mathcal{A}\} \\
& =\{x \in X \mid \exists B \in \mathcal{A} . \exists U \in B . x \in U\} \\
& =\{x \in X \mid \exists U \in \bigcup \mathcal{A} \cdot x \in U\} \\
& =\bigcup \bigcup \mathcal{A}
\end{aligned}
$$

$$
=\left(\mu_{X} \circ \mu_{\mathcal{P}(X)}\right)(\mathcal{A}) .
$$

Also the non-empty powerset $\mathcal{P} \neq 0$
$\mathcal{P}_{\text {fin }}^{\neq 0}$ (taking only finite subsets).
We recall that coalgebras $X \rightarrow \mathcal{P}(X)$ of this monad-or of non-empty/finite variations hereof-are used to model non-deterministic programs. Composition as in Lemma 5.1.2 corresponds to relational composition: for coalgebras $c, d: X \rightarrow \mathcal{P}(X)$ we have

$$
\begin{aligned}
(c ; d)(x) & =\bigcup\left\{d\left(x^{\prime}\right) \mid x^{\prime} \in c(x)\right\} \\
& =\left\{x^{\prime \prime} \mid \exists x^{\prime} \cdot x \xrightarrow{c} x^{\prime} \text { and } x^{\prime} \xrightarrow{d} x^{\prime \prime}\right\} .
\end{aligned}
$$

(ii) The non-empty powerset takes subsets with at least one element. The "lift" or "maybe" functor $\mathcal{L}(X)=1+X$ adds a base point to a set $X$; it may be understood as a "collection" functor that takes subsets of $X$ with at most one element (also known as subsingletons). Lift $\mathcal{L}=1+(-):$ Sets $\rightarrow$ Sets is a monad with unit and multiplication:

$$
X \xrightarrow{\eta=\kappa_{2}} 1+X \quad 1+(1+X) \xrightarrow{\mu=\left[\kappa_{1}, \mathrm{id}\right]} 1+X
$$

This lift monad may be defined on other categories than Sets, see Exercise 5.1 .1 (or [279]). Coalgebras $X \rightarrow \mathcal{L}(X)$ of the lift monad are partial (endo)functions on $X$; their sequential composition ; from Lemma 5.1.2 is the usual composition of partial functions.
(iii) Recall the list functor $(-)^{\star}$ : Sets $\rightarrow$ Sets that sends a set $X$ to the set $X^{\star}=$ $\left\{\left\langle x_{1}, \ldots, x_{n}\right\rangle \mid x_{i} \in X\right\}$ of finite sequences of elements of $X$. It forms a monad via:

$$
\begin{gathered}
X \xrightarrow{\eta} X^{\star} \\
x \longmapsto\langle x\rangle
\end{gathered} \quad \begin{gathered}
X^{\star \star} \xrightarrow{\mu} X^{\star} \\
\left\langle\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}\right\rangle \longmapsto \overrightarrow{x_{1}} \cdots \overrightarrow{x_{n}} .
\end{gathered}
$$

The multiplication $\mu$ flattens a list of lists to a single list, by removing inner brackets. (iv) The distribution functor $\mathcal{D}$ from Definition 4.1.5 forms a monad with singleton "Dirac" distribution as unit, and matrix multiplication as (monad) multiplication

$$
\begin{aligned}
& X \longrightarrow \mathcal{D}(X) \\
& \mathcal{D}(\mathcal{D}(X)) \xrightarrow{\eta} \mathcal{D}(X) \\
& x \longmapsto 1 x=\lambda y \cdot \begin{cases}1 & \text { if } y=x \\
0 & \text { if } y \neq x\end{cases} \\
& \hline \longmapsto \longmapsto y \cdot \sum_{\varphi \in \mathcal{D}(X)} \Psi(\varphi) \cdot \varphi(y) .
\end{aligned}
$$

This unit was already described as Dirac distribution in Exercise 4.1.4. The multiplication applied to a multiset of multisets $\Psi=\sum_{i} r_{i} \varphi_{i}$ yields a distribution $\mu(\Psi) \in \mathcal{D}(X)$ that assigns to $y \in X$ the probability $\mu(\Psi)(y)=\sum_{i} r_{i} \cdot \varphi_{i}(y)$. For instance, if we have distributions:

$$
\varphi=\frac{1}{2} x+\frac{1}{2} y \quad \text { and } \quad \psi=\frac{1}{3} y+\frac{2}{3} z,
$$

Then:

$$
\begin{aligned}
\mu\left(\frac{3}{4} \varphi+\frac{1}{4} \psi\right) & =\left(\frac{3}{4} \cdot \frac{1}{2}\right) x+\left(\frac{3}{4} \cdot \frac{1}{2}\right) y+\left(\frac{1}{4} \cdot \frac{1}{3}\right) y+\left(\frac{1}{4} \cdot \frac{2}{3}\right) z \\
& =\frac{3}{8} x+\frac{11}{24} y+\frac{1}{6} z .
\end{aligned}
$$

As discussed in Section 4.1, coalgebras of the distribution monad are Markov chains. Their composition, occurring already in Exercise 4.1.5, corresponds to standard composition of such chains-usually given by matrix multiplication, see Exercise 5.1.3
It is not hard to see that subdistributions-with sum of probabilities at most 1 , instead of equal to 1 -also form a monad, written as $\mathcal{D}_{\leq 1}$.
(v) If $M$ is a monoid, say with multiplicative structure $(1, \cdot)$, then the functor $M \times$ $-)$ : Sets $\rightarrow$ Sets is a monad. The multiplication map $\eta: X \rightarrow M \times X$ is $\eta(x)=(1, x)$. and multiplication $\mu: M \times(M \times X) \rightarrow M \times X$ is simply $\mu\left(m_{1},\left(m_{2}, x\right)\right)=\left(m_{1} \cdot m_{2}, x\right)$, The monad laws follow directly from the monoid laws.
There are close connections between monoids and monads, see for instance the adjunc tion in Exercise 5.2.16. On a more abstract level one can describe monads $\mathbb{C}$ as "monoids in the category of endofunctors" on $\mathbb{C}$, see [315, VII.3] for more information
(vi) The first few examples of monads all involve collections (subsets, lists, distribu tions) of some sort. The remaining examples are also relevant in computing, but are of a dif ferent kind. We start with the state monad. It involves a fixed set $S$, elements of which are seen as states that are passed around in a computation. The state monad $\mathcal{S}$ : Sets $\rightarrow$ Sets is given by:

$$
\mathcal{S}(X)=(S \times X)^{S}
$$

It comes equipped with unit and multiplication operations:

$$
\begin{array}{cr}
X \xrightarrow{\eta}(S \times X)^{S} & \left(S \times(S \times X)^{S}\right)^{S} \xrightarrow{\mu}(S \times X)^{S} \\
x \longmapsto \lambda s \in S .\langle s, x\rangle & \left\langle h_{1}, h_{2}\right\rangle \longmapsto \longmapsto
\end{array}
$$

(vii) Our next example, the continuation monad, is also motivated by programming se(vii) Our next example, the continuation monad, is also motivated by programming semantics. It starts from a fixed set $C$ and takes the "double dual" of a set, where $C$ is used as
dualising object (see [276] for a more general setting). This is the pure form of the monad, dualising object (see [276] for a more general setting). This is the pure form of the monad, define a functor $\mathcal{C}:$ Sets $\rightarrow$ Sets by:

$$
\mathcal{C}(X)=C^{\left(C^{X}\right)} \quad \text { and } \quad \mathcal{C}(X \xrightarrow{f} Y)=\lambda h \in C^{\left(C^{X}\right)} \cdot \lambda g \in C^{Y} \cdot h(g \circ f) .
$$

Earlier, in Exercise 2.2.7, we have seen the neighbourhood functor as special case $\mathcal{N}(X)=$ $2^{\left(2^{x}\right)}$ for $C=2$.

This functor $\mathcal{C}$ forms a monad via
$\begin{array}{lc}X \xrightarrow{\eta} C^{\left(C^{x}\right)} & \left.C^{\left(C^{\left(c\left(C^{x}\right)\right.}\right)}\right) \longrightarrow \\ x \longmapsto \lambda g \in C^{X} . g(x) & H \longmapsto C^{\left(C^{x}\right)} \\ & H \longmapsto \lambda g \in C^{X} . H\left(\lambda k \in C^{\left(C^{x}\right)} \cdot k(g)\right) .\end{array}$
It requires a bit of elementary bookkeeping to check that these $\eta$ and $\mu$ are natural and satisfy the three monad equations.
Coalgebras $X \rightarrow C^{\left(C^{x}\right)}$ of the continuation monad capture an indirect way of computing a result in $C$. The computation involves an explicit argument function $X \rightarrow C$ that is usually called a continuation. This may be useful to get a better handle on intermediate values and argument evaluation, see e.g. [421] for more information.
The monad $\mathcal{C}$ describes what may be called the "pure" version of the continuation monad. There are some variations which restrict the kind of functions involved (and form submonads). This will be illustrated via a several examples.

- For an arbitrary set $X$ an ultrafilter on $X$ is a subset $\mathcal{F} \subseteq \mathcal{P}(X)$ which is a filter ( $\mathcal{F}$ is closed under finite intersections and upclosed) satisfying $\emptyset \notin \mathcal{F}$ and for each $U \in \mathcal{P}(X)$ either $U \in \mathcal{F}$ or $\neg U \in \mathcal{F}$. Such an ultrafilter can be identified with a morphism of Boolean algebras $\mathcal{P}(X) \rightarrow\{0,1\}$. The set of ultrafilters on $X$ may thus be defined as homset in the category BA of Boolean algebras:

$$
\begin{aligned}
\mathcal{W}(X) & =\mathbf{B A}(\mathcal{P}(X),\{0,1\}) \\
& =\mathbf{B A}\left(\{0,1\}^{X},\{0,1\}\right)
\end{aligned}
$$

$$
=\left\{f \in\{0,1\}^{\left(\{0,1\}^{x}\right)} \mid f \text { is a morphism of Boolean algebras }\right\} \text {. }
$$

This is a subset of $\mathcal{C}(X)=C^{\left(C^{x}\right)}$, with set $C=\{0,1\}$. In this case $\mathcal{Z F}$ is still a monad (see e.g. [256] for more information).

- Next we take the unit interval $[0,1] \subseteq \mathbb{R}$ as constant $C$. It is a complete lattice and hence certainly a dcpo. Also, for each set $X$, the function space $[0,1]^{X}$ is a dcpo. hence certainly a dcpo. Also, for each
In
268] the following monad is defined.

$$
\mathcal{G}(X)=\left\{f \in[0,1]^{\left([0,1]^{x}\right)} \mid f \text { is continuous and sublinear }\right\} .
$$

Sublinearity means that $f(r \cdot g)=r \cdot f(g)$ and $f\left(g_{1}+g_{2}\right) \leq f\left(g_{1}\right)+f\left(g_{2}\right)$, if $g_{1}(x)+g_{2}(x) \leq 1$ for all $x \in X$. This monad $\mathcal{G}$ is used for a semantics and logic of a "probabilistic-nondeterministic" programming language in [268].

- A variation on the previous point is the expectation monad given by:

$$
\mathcal{E}(X)=\left\{f \in[0,1]^{\left([0,1]^{X}\right)} \mid f \text { is a map of effect modules }\right\} .
$$

These requirements are slightly different and amount to $f(r \cdot g)=r \cdot f(g), f(\lambda x .1)=$ 1 and $f\left(g_{1}+g_{2}\right)=f\left(g_{1}\right)+f\left(g_{2}\right)$, if $g_{1}(x)+g_{2}(x) \leq 1$ for all $x \in X$. More information can be found in [239].
(viii) In [244] a monad $\mathcal{J}$ : Sets $\rightarrow$ Sets is introduced for the semantics of Java programs that combines several of the monads mentioned earlier. We recall that statements (and expressions) in Java can either:

- fail to terminate, typically because of an infinite ('for' or 'while') loop; this is modelled via the lift monad $\mathcal{L}=1+(-)$;
- terminate normally, producing a successor state (for statements), and a successor state together with a result (for an expression);
- terminal exceptionally, yielding an exception, say of type $E$, together with a successo state.
When we put these ingredients together we obtain a monad

$$
\mathcal{J}(X)=(1+(S \times X)+(S \times E))^{S}
$$

The unit $\eta: X \rightarrow \mathcal{J}(X)$ is given by $\eta(x)=\lambda s \in S . \kappa_{2}\langle s, x\rangle$ like for the state monad The second coprojection $\kappa_{2}$, used for the middle option, corresponds to normal/successful termination. The multiplication operation $\mu: \mathcal{J}^{2}(X) \rightarrow \mathcal{J}(X)$ is:

$$
\mu(h)(s)= \begin{cases}\kappa_{1} * & \text { if } h(s)=\kappa_{1} * \\ k\left(s^{\prime}\right) & \text { if } h(s)=\kappa_{2}\left(s^{\prime}, k\right) \text { where } k \in \mathcal{J}(X) \\ \kappa_{3}(s, e) & \text { if } h(s)=\kappa_{3}(s, e) .\end{cases}
$$

Thus, in the first case (non-termination) and the third case (abrupt termination) the outcome of $h$ is returned, and no subsequent evaluation takes place. This is what happens in Java. But exceptions in Java have more substructure, that is ignored here. A more complet formalisation occurs in [226].
Producing new monads from existing ones, as we have done here, may be described more systematically in terms of so-called monad transformers, see [308, 66, 219]
(ix) Let $I, O$ be two arbitrary but fixed sets, used as sets of "inputs" and "outputs" Consider for each set $X$ the initial algebra $F^{*}(X)$ of the functor:

$$
Y \longmapsto X+F(Y) \quad \text { where } \quad F(Y)=Y^{I}+(O \times Y),
$$

with initial algebra map

$$
X+F^{*}(X)^{I}+\left(O \times F^{*}(X)\right) \xrightarrow{\cong} F^{*}(X) .
$$

The mapping $X \mapsto F^{*}(X)$ is then a monad. Later on, with Proposition 5.1.8, we shall recognise this as an instance of a more general construction of free monads on a functor The above special case is called the I/O monad, see [326, 66].

One may expect that the multiset functor $\mathcal{M}_{M}$ from Definition 4.1.1 also forms a monad (like distribution above). This is indeed the case if one assumes that the multiplic ities in $M$ used for counting elements not only form an (additive) commutative monoid but also carry a multiplication operation. In short, multiplicities must form a semiring, that is, a "ring without additive inverses", sometimes also called a "rig". For convenience, we define it explicitly.
(As one can see in the description of distribution $\mathcal{D}$ as a monad in point (iv) of the above examples, multiplication is used, on the unit interval. The construction can be generalised from the unit interval to a so-called effect monoid, see [236].)

### 5.1.4. Definition. A semiring is a set $S$ carrying

- a commutative monoid structure, written additively as $(0,+)$;
- another monoid structure, written multiplicatively as $(1, \cdot)$,
in such a way that multiplication distributes over addition:

$$
\begin{array}{rlrl}
0 \cdot z & =0 & z \cdot 0 & =0 \\
(x+y) \cdot z & =x \cdot z+y \cdot y & z \cdot(x+y) & =z \cdot x+z \cdot y .
\end{array}
$$

The semiring is called commutative if its multiplication operation $\cdot$ is commutative.
A morphisms of semirings $f: S \rightarrow R$ is a function between the underlying sets which is both additively and a multiplicatively a homomorphism of monoids. We write SRng for he category of semirings and their homomorphisms. The full subcategory of commutative semirings is written as CSRng $\hookrightarrow$ SRng

Recall that a ring is a semiring with additive inverses, so the additive monoid involved is an (Abelian) group. The natural numbers $\mathbb{N}$ form a semiring, but not a ring. Similarly, the non-negative natural numbers $\mathbb{R}_{\geq 0}=\{r \in \mathbb{R} \mid r \geq 0\}$ form a semiring but not a ring.
5.1.5. Lemma. If $S$ is a semiring, then the multiset functor $\mathcal{M}_{S}$ : Sets $\rightarrow$ Sets, taking multiplicities in $S$, is a monad, with unit and multiplication like for the distribution monad:

$$
\eta(x)=1 x \quad \text { and } \quad \mu\left(\sum_{i} s_{i} \varphi_{i}\right)(x)=\sum_{i} s_{i} \cdot \varphi_{i}(x) \text {, }
$$

where $\varphi_{i} \in \mathcal{M}_{S}(X)=\{\psi: X \rightarrow S \mid \operatorname{supp}(\psi)$ is finite $\}$.
The proof involves some routine calculations and is left to the reader. In essence the multiplication $\mu$ is given by matrix multiplication, see Exercise 5.1.3 below.
We turn to some more categorical aspects of monads. The following basic result (see e.g. [315, VI 1]) shows that adjunctions form a source of monads.
5.1.6. Lemma. For each adjunction $F \dashv G$ the endofunctor $G F$ is a monad, as depicted in:


Proof. Write the unit and counit of the adjunction $F \dashv G$ as $\eta$ : id ${ }_{\mathbb{C}} \Rightarrow G F$ and $\varepsilon: F G \Rightarrow$ $d_{\mathbb{D}}$. They satisfy the triangular identities $G\left(\varepsilon_{Y}\right) \circ \eta_{G Y}=\mathrm{id}_{G Y}$ and $\varepsilon_{F X} \circ F\left(\eta_{X}\right)=$ $\mathrm{d}_{F X}$ described in Exercise 2.5.7. We write $T=G F: \mathbb{C} \rightarrow \mathbb{C}$. The unit $\eta$ of the adjunction orms the unit $\eta:$ id $_{\mathbb{C}} \Rightarrow T$ for the monad $T$. The multiplication $\mu: T^{2} \Rightarrow T$ is defined with component at $X \in \mathbb{C}$ :

$$
\begin{equation*}
T T(X)=G F G F(X) \xrightarrow{\mu_{X} \stackrel{\text { def }}{=} G\left(\varepsilon_{F X}\right)} G F(X)=T(X) . \tag{5.1}
\end{equation*}
$$

It is easy to see that this is a natural transformation satisfying the monad requirements from Definition 5.1.1. For instance,

$$
\begin{aligned}
\mu_{X} \circ T\left(\eta_{X}\right) & =G\left(\varepsilon_{F X}\right) \circ G F\left(\eta_{X}\right) \\
& =G\left(\varepsilon_{F X} \circ F\left(\eta_{X}\right)\right) \\
& =G\left(\mathrm{id}_{F X}\right) \\
& =\operatorname{id}_{T X} .
\end{aligned}
$$

Of course, in category theory one does not introduce a notion without saying what the associated morphism is.
5.1.7. Definition. Let $T, S: \mathbb{C} \rightarrow \mathbb{C}$ be two monads on the same category. A map of monads $\sigma: T \Rightarrow S$ is a natural transformation that commutes with the respective units and multiplications, as in:


In this way one obtains a category $\operatorname{Mnd}(\mathbb{C})$ of monads on $\mathbb{C}$ with maps between them
Maps of monads arise naturally, see for instance Exercises 5.1.7 and 5.1.8 describing the functoriality of some monad constructions from Example 5.1.3. Also, the earlier exam ples (4.3) of natural transformations between collection functors are all maps of monads. ples (4.3) of natural transformations between collection functors are all maps of monads.
We also use maps of monads in the following result. It described how every endofunctor can be turned into a monad, in a free manner, assuming that certain initial algebras exist.
5.1.8. Proposition. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with coproducts + Assume for each object $X$, the functor $X+F(-): \mathbb{C} \rightarrow \mathbb{C}$ has an initial algebra, written as:

$$
X+F\left(F^{*}(X)\right) \xrightarrow[\cong]{\alpha_{X}} F^{*}(X) .
$$

The mapping $X \mapsto F^{*}(X)$ forms a monad, that is the free one on the functor $F$, via a universal natural transformation $\theta: F \Rightarrow F^{*}$.
Proof. We first show that $X \mapsto F^{*}(X)$ is functorial. For a map $f: X \rightarrow Y$ in $\mathbb{C}$ write $F^{*}(f): F^{*}(X) \rightarrow F^{*}(Y)$ for the unique algebra homomorphism obtained by initiality in:

It is easy to see that $F^{*}$ preserves identities and composition. We get a unit natural trans formation $\eta$ : id $\Rightarrow F^{*}$ with components:

$$
\eta_{X} \stackrel{\text { def }}{=}\left(X \xrightarrow{\kappa_{1}} X+F\left(F^{*}(X)\right) \xrightarrow{\alpha_{X}} F^{*}(X)\right) .
$$

It is natural since for $f: X \rightarrow Y$,

$$
\begin{aligned}
F^{*}(f) \circ \eta_{X} & =\alpha_{Y} \circ(f+\mathrm{id}) \circ\left(\mathrm{id}+F\left(F^{*}(f)\right)\right) \circ \alpha_{X}^{-1} \circ \alpha_{X} \circ \kappa_{1} \\
& =\alpha_{Y} \circ \kappa_{1} \circ f=\eta_{Y} \circ f .
\end{aligned}
$$

The multiplication map $\mu: F^{*} F^{*} \Rightarrow F^{*}$ arises as unique map in:


The first of the monad equations is easy:

$$
\begin{aligned}
\mu_{X} \circ \eta_{F^{*}(X)} & =\mu_{X} \circ \alpha_{F^{*}(X)} \circ \kappa_{1} \\
& =\left[\mathrm{id}, \alpha_{X} \circ \kappa_{2}\right] \circ\left(\mathrm{id}+F\left(\mu_{X}\right)\right) \circ \kappa_{1} \\
& =\left[\mathrm{id}, \alpha_{X} \circ \kappa_{2}\right] \circ \kappa_{1} \\
& =\mathrm{id} .
\end{aligned}
$$

The other two equations can be obtained via (the uniqueness part of) initiality-which we leave to the reader. W continue with the universal property. There is a natural transformation $\theta: F \Rightarrow F^{*}$ with components

$$
\theta_{X} \stackrel{\text { def }}{=}\left(F(X) \xrightarrow{F\left(\eta_{X}\right)} F\left(F^{*}(X)\right) \xrightarrow{\kappa_{2}} X+F\left(F^{*}(X)\right) \xrightarrow{\alpha_{X}} F^{*}(X)\right) .
$$

ff $T=\left(T, \eta^{T}, \mu^{T}\right)$ is an arbitrary monad with a natural transformation $\sigma: F \Rightarrow T$, then here is a unique map of monads $\bar{\sigma}: F^{*} \Rightarrow T$ with $\bar{\sigma} \circ \theta=\sigma$. This $\bar{\sigma}$ is obtained by initiality in:

$$
\begin{aligned}
& X+F\left(F^{*}(X)\right) \stackrel{\text { id }+F\left(\bar{\sigma}_{X}\right)}{---} X+F(T(X)) \\
& \alpha_{X} \downarrow \cong \quad \downarrow\left[\eta_{X}^{T}, \mu_{X}^{T} \circ \sigma_{T(X)}\right] \\
& F^{*}(X)---\overline{\bar{\sigma}}_{X}^{-}{ }^{---\rightarrow T(X)}
\end{aligned}
$$

Then indeed:

$$
\begin{aligned}
\bar{\sigma}_{X} \circ \theta_{X} & =\bar{\sigma}_{X} \circ \alpha_{X} \circ \kappa_{2} \circ F\left(\eta_{X}\right) \\
& =\left[\eta_{X}^{T}, \mu_{X}^{T} \circ \sigma_{T(X)}\right] \circ\left(\mathrm{id}+F\left(\bar{\sigma}_{X}\right)\right) \circ \kappa_{2} \circ F\left(\eta_{X}\right) \\
& \left.=\mu_{X}^{T} \circ \sigma_{T(X)} \circ F\left(\bar{\sigma}_{X}\right)\right) \circ F\left(\eta_{X}\right) \\
& =\mu_{X}^{T} \circ T\left(\bar{\sigma}_{X}\right) \circ T\left(\eta_{X}\right) \circ \sigma_{X} \\
& =\mu_{X}^{T} \circ T\left(\bar{\sigma}_{X} \circ \alpha_{X} \circ \kappa_{1}\right) \circ \sigma_{X} \\
& =\mu_{X}^{T} \circ T\left(\left[\eta_{X}^{T}, \mu_{X}^{T} \circ \sigma_{T(X)}\right] \circ\left(\mathrm{id}+F\left(\bar{\sigma}_{X}\right)\right) \circ \kappa_{1}\right) \circ \sigma_{X} \\
& =\mu_{X}^{T} \circ T\left(\eta_{X}^{T}\right) \circ \sigma_{X} \\
& =\sigma_{X} .
\end{aligned}
$$

Uniqueness of $\bar{\sigma}$ is left to the interested reader
Free monads will be used to give a systematic description of terms in algebraic specifiation, see Sections 6.6 and 6.7. There we shall see further properties of such free monad ation, see Sections 6.6 and 6.7 . There we shall see further properties of such free monads on Exercise 6.7.4.

### 5.1.1 Comonads

A comonad is the dual of a monad, in the sense that a comonad on category $\mathbb{C}$ is a monad on the opposite category $\mathbb{C}^{\circ p}$. Basically, we can now use what we have already learned about monads. However, it is convenient to make a few things explicit.
5.1.9. Definition. A comonad on a category $\mathbb{C}$ is given by a functor $S: \mathbb{C} \rightarrow \mathbb{C}$ together with two natural transformations, namely a counit $\varepsilon: S \Rightarrow$ id and a comultiplication
$\delta: S \Rightarrow S^{2}$ making for each object $X \in \mathbb{C}$ the following diagrams commute.


A map of comonads is a natural transformation $\sigma: S \Rightarrow S^{\prime}$ that commutes appropriA map of comonads is a natural transform
ately with the counit $\varepsilon$ and comultiplication $\delta$.

Comonads are not so common as monads. We conclude by listing some examples. They can all be understood as providing structure to the context of computations (like in [415]) Further examples can be obtained as cofree comonads on a functor, via final coalgebra (see Exercise 5.1.14). In Section 6.8 we will see how to obtain comonads from coalgebrai specifications.
5.1.10. Examples. Probably the clearest example of a comonad is given by streams, i.e. by the functor $X \mapsto X^{\mathbb{N}}$ sending a set to the set of infinite sequences of its elements.

$$
\begin{gathered}
X \longleftarrow \stackrel{\varepsilon}{\longleftrightarrow} X^{\mathbb{N} \longrightarrow} \xrightarrow{\delta}\left(X^{\mathbb{N}}\right)^{\mathbb{N}} \\
\alpha(0) \longleftrightarrow \lambda \text { n. } \lambda m \cdot \alpha(n+m) .
\end{gathered}
$$

The counit $\varepsilon$ thus selects the head of the stream. The comultiplication $\delta$ maps a stream to a stream of streams, where the $i$-th stream of $\delta(\alpha)$ is the substream $\alpha(i), \alpha(i+1), \alpha(i+2)$ to of $\alpha$ starting at $i$. It is not hard to see that this forms a comonad.
One way of understanding this stream comonad $X^{\mathbb{N}}$ is as providing infinitely many copies of $X$ as input for a computation. This is also the idea of the exponential ! in linear logic [145]-which is standardly modeled via a comonad, see e.g. [390, 65]. There are some variations on the stream comonad, with additional structure keeping track of a position in the sequence. We shall describe them in concrete form, for both discrete time and real time inputs. Exercise 5.1.10 describes some of these comonads in more abstract form The diagram below presents the discrete time comonads, together with comonad maps between them.

$$
\begin{equation*}
X^{\star} \times X \longleftarrow \text { no future } X^{\mathbb{N}} \times \mathbb{N} \xrightarrow{\text { no past }} X^{\mathbb{N}} \tag{5.3}
\end{equation*}
$$

$$
(\langle\alpha(0), \ldots, \alpha(n-1)\rangle, \alpha(n)) \longleftrightarrow(\alpha, n) \longmapsto \lambda m \cdot \alpha(n+m)
$$

The comonad structure for $X^{\mathbb{N}} \times \mathbb{N}$ in the middle is:

$$
\begin{gathered}
X \longleftarrow{ }^{\varepsilon} X^{\mathbb{N}} \times \mathbb{N} \xrightarrow{\delta}\left(X^{\mathbb{N}} \times \mathbb{N}\right)^{\mathbb{N}} \times \mathbb{N} \\
\alpha(n) \longleftrightarrow(\alpha, n) \longmapsto(\lambda m .(\alpha, m), n) .
\end{gathered}
$$

The intuition for a pair $(\alpha, n) \in X^{\mathbb{N}} \times \mathbb{N}$ is that the number $n$ represents the present stage in the stream $\alpha=\langle\alpha(0), \alpha(1), \ldots, \alpha(n-1), \alpha(n), \alpha(n+1), \ldots\rangle$, where everything before $n$ is past input, and everything after $n$ is future input.
s past input, and everything after $n$ is future input.
The comonad structure for $X^{\star} \times X$ on the left in (5.3) is:

$$
\begin{aligned}
& X \longleftarrow \varepsilon \quad X^{\star} \times X \longrightarrow\left(X^{\star} \times X\right)^{\star} \times X \\
& x \longleftarrow\left(\left\langle\left(\left\rangle, x_{1}\right), \ldots,\left(\left\langle x_{1}, \ldots, x_{n-1}\right\rangle, x_{n}\right)\right\rangle,(\alpha, x)\right),\right.
\end{aligned}
$$

where $\alpha=\left\langle x_{1}, \ldots, x_{n}\right\rangle$. The comultiplication $\delta$ thus turns a pair $(\alpha, x)$ into another pair $(\beta,(\alpha, x))$, where $\beta$ is a list of pairs ( $\left.\alpha_{<i}, x_{i}\right)$, in which $x_{i}$ is the $i$-th element in $\alpha$ and $\alpha_{<i}$ is the sublist of $\alpha$ of elements up to $i$
The two arrows in the diagram (5.3) are homomorphisms of comonads, commuting with the relevant comonad/context structure.
The real-time analogue uses the (semiring of) non-negative real numbers $\mathbb{R}_{\geq 0}=\{r \in$ $\mathbb{R} \mid r \geq 0\}$ to represent time. One obtains a diagram like (5.3):

$$
\left(\amalg_{t \in \mathbb{R}_{\geq 0}} X^{[0, t)}\right) \times X \longleftrightarrow X^{\mathbb{R}_{\geq 0}} \times \mathbb{R}_{\geq 0} \longrightarrow X^{\mathbb{R}_{\geq 0}}
$$

The leftmost comonad may also be described as: $\amalg_{t \in \mathbb{R} \geq 0} X^{[0, t]}$.
The notion of 'arrow' developed in [215] forms a generalisation of both monads and comonads, see also [361, 237, 309].

## xercise

5.1.1. Assume $\mathbb{C}$ is a category with coproducts + . Fix an arbitrary object $A \in \mathbb{C}$ and prove that the functor $X \mapsto A+X$ forms a monad on $\mathbb{C}$.
5.1.2. Describe sequential composition ; for Java programs, modelled as coalgebras $X \rightarrow \mathcal{J}(X)$, using the Java monad $\mathcal{J}$ from Example 5.1.3 (viii).
5.1.3. Let $S$ be a semiring and $X$ a finite set, say $X=\left\{x_{1}, \ldots, x_{n}\right\}$. (i) Check that coalgebras $c: X \rightarrow \mathcal{M}_{S}(X)$ can be identifie
entries in $S$; write $M_{c}$ for the matrix corresponding to $c$.
(ii) Prove that $M_{c ; d}=M_{c} M_{d}$, where the left-hand-side uses sequential composition; for coalgebras (from Lemma 5.1.2) and the right-hand-side involves matrix composition. (iii) Check that the same works for finite Markov chains, as coalgebras $X \rightarrow \mathcal{D}(X)$, where $X$ is finite.
5.1.4. Fix a set $C$ and consider the contravariant functor $X \mapsto C^{X}$. Prove that there is an adjunc tion


Check that the monad induced by this adjunction on Sets, like in Lemma 5.1.6, is the continuation monad from Example 5.1.3 (vii).
5.1.5. Consider the continuation monad $\mathcal{C}(X)=C^{\left(C^{X}\right)}$ from Example $5 \cdot 1.3$ (vii). Assume the Consider the continuation monad $C(X)=C$ from Example 5.1.3 (vii). Assume the
set $C$ carries an operation $f: C^{n} \rightarrow C$, for some $n \in \mathbb{N}$. Prove that it gives rise to a natural transformation:

$$
(\mathcal{C}(X))^{n} \Longrightarrow \mathcal{C}(X)
$$

5.1.6. Recall from Subsection 2.2.6 that Turing machines can be modelled as coalgebras $X \rightarrow$ $T(n \cdot X)^{n}$, where $n$ is the number of (control) states.
(i) ([235]) Show that the mapping $X \mapsto T(n \cdot X)^{n}$ is a monad if $T$ is a monad.
(ii) Describe the 2 -step composite $c$; $c$ for the Turing-machine-as-coalgebra example monad $c$ described in (2.27) and (2.28).
5.1.7. Show that sending a monoid $M$ to the monad $M \times(-)$, as in Example 5.1 .3 (v), yields a functor Mon $\rightarrow$ Mnd(Sets)
[This functor has a right adjoint, see Exercise 5.2.16.]
5.1.8. Prove that mapping a semiring $S$ to the corresponding multiset monad $\mathcal{M}_{s}$ yields a functor SRng $\rightarrow$ Mnd(Sets)
5.1.9. Prove that the support natural transformation $\mathcal{D} \Rightarrow \mathcal{P}$ from (4.3) is a map of monads.
5.1.10. Show that for each monoid $M$ and set $E$ the following functors are comonads on Sets. (i) $X \mapsto X^{M}$;
(ii) $X \mapsto X^{E} \times E$.

Show also that there is a map of comonads $(-)^{M} \times M \Rightarrow(-)^{M}$, as used twice in Example 5.1.10.
5.1.11. Prove that the arrows $X^{\mathbb{N}} \times \mathbb{N} \rightarrow X^{\star} \times X$ in Diagram (5.3) form a map of comonads.
5.1.12. Define the comonad structure on $\left(\amalg_{t \in \mathbb{R} \geq 0}(-)^{[0, t)}\right) \times X$ and the comonad map $(-)^{\mathbb{R} \geq 0} \times$ $\mathbb{R}_{\geq 0} \Rightarrow\left(\amalg_{t \in \mathbb{R}_{\geq 0}}(-)^{[0, t)}\right) \times X$ in Diagram (5.4).
5.1.13. Let $T$ be a monad on a category $\mathbb{C}$, and let $\mathbb{A}, \mathbb{B}$ be arbitrary categories. Prove that pre- and post-composition with $T$ yields monads $(-) \circ T: \mathbb{A}^{\mathbb{C}} \rightarrow \mathbb{A}^{\mathbb{C}}$ and $T \circ(-): \mathbb{C}^{\mathbb{B}} \rightarrow \mathbb{C}^{\mathbb{B}}$ on categories of functors $\mathbb{C} \rightarrow \mathbb{A}$ and $\mathbb{B} \rightarrow \mathbb{C}$.
5.1.14. Prove the dual of Proposition 5.1.8: the cofree comonad on a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ can be Prove the dual of Proposition s.1.8: the cofree comonad on a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ can be
constructed as the mapping $F^{\infty}: \mathbb{C} \rightarrow \mathbb{C}$ that sends $X \in \mathbb{C}$ to the carrier of the final constructed as the functor $X \times F(-)$, assuming this final coalgebra exists. Check that (i) this comonad arises from the cofree coalgebra construction in Proposition 2.5.3; (ii) the stream comonad $X \mapsto X^{\mathbb{N}}$ is the cofree comonad on the identity functor.
5.1.15. Prove that the multiset monad $\mathcal{M}_{S}$ from Lemma 5.1.5 is "additive", in the sense that it sends finite coproducts to products:

$$
\mathcal{M}_{S}(0) \cong 1 \quad \text { and } \quad \mathcal{M}_{S}(X+Y) \cong \mathcal{M}_{S}(X) \times \mathcal{M}_{S}(Y) .
$$

The same property holds for the (finite) powerset monad, see Exercise 2.1.9.

### 5.2 Kleisli categories and distributive laws

This section shows how to associate with a monad $T$ a category of "computations of type $T$ ". This category is called the Kleisli category of $T$ and is written as $\mathcal{K \ell}(T)$. Composition of morphisms in Kleisli categories generalises composition ; of coalgebras from Lemma 5.1.2. Dually, for comonads $S$ there is a also a Kleisli category, for which we use the same notation: $\mathcal{K}(S)$. In general, it will be clear from the context whether this is a Kleisli category of a monad, or of a comonad.
The basics of the theory of Kleisli categories is described in this section. Included is the notion of distributive law that will be used to lift functors to Kleisli categories. Such liftings play a crucial role in the description of trace semantics for coalgebras in the next section.
5.2.1. Definition. Assume a monad $T$ on a category $\mathbb{C}$. The Kleisli category $\mathcal{K \ell}(T)$ of $T$ has the same objects as $\mathbb{C}$; but morphisms $X \rightarrow Y$ in $\mathcal{K}(T)$ are maps $X \rightarrow T(Y)$ in $\mathbb{C}$.

The identity map $X \rightarrow X$ in $\mathcal{K \ell}(T)$ is the unit $\eta_{X}: X \rightarrow T(X)$. Composition of $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ in $\mathcal{K}(T)$, that is, of $f: X \rightarrow T(Y)$ and $g: Y \rightarrow T(Z)$ in $\mathbb{C}$, is written as ; and defined like in Lemma 5.1.2:

$$
f ; g \stackrel{\text { def }}{=}\left(X \xrightarrow{f} T(Y) \xrightarrow{T(g)} T^{2}(Z) \xrightarrow{\mu_{Z}} T(Z)\right) .
$$

Notice that we use a reversed order in the notation for composition in a Kleisli category. This is motivated by the fact that program statements are standardly interpreted as morphisms in a Kleisli category. Hence we like to use the notation ; that is commonly used for sequential composition of program statements also for composition in a Kleisli category, together with the convention used in programming that $f ; g$ means: first execute $f$, and then $g$. Hopefully this does not lead to too much confusion. In fact, having a separate notation for composition in Kleisli categories may help to distinguish composition composition.

Kleisli maps $X \rightarrow Y$ may be seen as generalised coalgebras $X \rightarrow T(Y)$, with different domain and codomain. The composition monoid described in Lemma 5.1.2 is the monoid of endomorphisms $X \rightarrow X$ in the Kleisli category $\mathcal{K}(T)$.

The Kleisli construction captures many well-known categories. For instance, the Kleisli category $\mathcal{K \ell}(\mathcal{P})$ of the powerset monad is the category SetsRel of sets with relations between them-using the correspondence (2.16). The Kleisli category $\operatorname{K\ell }(\mathcal{L})$ of the lift between them-using the correspondence (2.16). The Keisli category $\mathcal{K}(\mathcal{L})$ of the lift
monad is the category of sets and partial functions. Alternatively, the morphisms can be described as total functions that preserve the bottom elements in sets $\mathcal{L}(X)$; such functions are sometimes called strict. The Kleisli category $\mathcal{K}(\mathcal{D})$ of the distribution monad is the category of sets with "stochastic relations" between them.

There are some general observations about Kleisli categories.
5.2.2. Proposition. Let $T$ be a monad on an arbitrary category $\mathbb{C}$.
(i) There is an adjunction:
(ii) If the monad $T$ comes as $T=H L$ from an adjunction $L \dashv H$, like in Lemma 5.1.6, then there is a "comparison" functor $K$ in:

$$
\underset{J}{\mathcal{K \ell}(T)} \underset{T=H L}{U}
$$

where

$$
\left\{\begin{aligned}
K(Y) & =L(Y) \\
K(f) & =\varepsilon \circ L(f)
\end{aligned}\right.
$$

This functor comparison functor $K$ satisfies $K \circ J=L$ and $H \circ K=U$. (iii) The Kleisli category inherits coproducts and coequalisers from $\mathbb{C}$-if any-and $J: \mathbb{C} \rightarrow \mathcal{K} \ell(T)$ preserves them.

Proof. (i) It is not hard to see that $J$ and $U$ as defined above are functors, using some care wrt. the order of compositions. For instance

$$
\begin{aligned}
U(f ; g) & =\mu \circ T(\mu \circ T(g) \circ f) & & \\
& =\mu \circ \mu \circ T^{2}(g) \circ T(f) & & \text { using the } \mu \text {-law from Definition 5.1.1 } \\
& =\mu \circ T(g) \circ \mu \circ T(f) & & \text { by naturality of } \mu \\
& =U(g) \circ U(f) & &
\end{aligned}
$$

$J(g \circ f)=\eta \circ g \circ f$
$=T(g) \circ \eta \circ f$
$=\mu \circ T(\eta \circ g) \circ \eta \circ f$
$=(\eta \circ f) ;(\eta \circ g)$

$$
=J(f) ; J(g) .
$$

The adjunction $J \dashv U$ follows directly by unravelling the structure.

$$
J(X)=\xlongequal[{X \xrightarrow[f]{=X} T(Y})]{\xlongequal{f} Y} \quad U(Y) \text { in } \mathbb{C}
$$

(ii) Let $\eta$ : id $\Rightarrow H L=T$ and $\varepsilon: L H \Rightarrow$ id be the unit and counit of the adjunction $L \dashv H$. For a morphism $f: X \rightarrow Y$ in $\mathcal{K \ell}(T)$, that is for $f: X \rightarrow H L Y$ in $\mathbb{C}$, its transpose $K(f)=\varepsilon_{L Y} \circ L(f): L X \rightarrow L Y$ yields a map in $\mathbb{D}$. This $K$ preserves identities and composition, since:

$$
\begin{aligned}
K\left(\mathrm{id}_{X}\right) & =K\left(\eta_{X}\right) \\
& =\varepsilon_{L X} \circ L\left(\eta_{X}\right) \\
& =\operatorname{id}_{L X}
\end{aligned}
$$

by the triangular identities
$K(f ; g)=K(\mu \circ T(g) \circ f)$

$$
\begin{array}{ll}
=\varepsilon_{L Z} \circ L\left(H\left(\varepsilon_{L Z}\right) \circ H L(g) \circ f\right) & \text { by (5.1) } \\
=\varepsilon_{L Z} \circ L(g) \circ \varepsilon_{L Y} \circ L(f) & \text { by naturality } \\
=K(g) \circ K(f) . &
\end{array}
$$

(iii) We shall do the (simple) case of binary coproducts + in $\mathbb{C}$. They also form coproducts in $\mathcal{K \ell}(T)$ with coprojections $J\left(\kappa_{i}\right)=\eta \circ \kappa_{i}: X_{i} \rightarrow X_{1}+X_{2}$. For two map $f_{i}: X_{i}$ $Y$ in $\mathcal{K \ell}(T)$, that is for $f_{i}: X_{i} \rightarrow T(Y)$ in $\mathbb{C}$, their cotuple $\left[f_{1}, f_{2}\right]: X_{1}+X_{2} \rightarrow T(Y)$ in $\mathbb{C}$ forms the cotuple in $\mathcal{K \ell}(T)$. Alternatively, one can use the bijective correspondences:

$$
\frac{\begin{array}{c}
X+Y \longrightarrow Z \\
\overline{\overline{X+Y} \longrightarrow T(Z)} \\
\xlongequal[X \longrightarrow T(Z)]{Y \longrightarrow T(Z)} \\
Y \longrightarrow Z
\end{array}}{\frac{Y \longrightarrow T}{Y \longrightarrow Z}}
$$

where the arrows at the top and bottom are in $\mathcal{K}(T)$.
This Kleisli construction inspires an alternative formulation of the notion of monad that is popular in the (functional) programming community. It avoids functoriality and natural ity and only speaks about a type constructor with operations satisfying some equations.
5.2.3. Proposition. Assume an arbitrary category $\mathbb{C}$ with:

- a mapping $\mathbb{C} \ni X \mapsto T(X) \in \mathbb{C}$, on objects only;
- a map $\eta_{X}: X \rightarrow T(X)$, for each $X \in \mathbb{C}$.

The following are then equivalent.

1. the mapping $X \mapsto T(X)$ is functorial, $\eta$ is a natural transformation, and there is a natural transformation $\mu: T^{2} \Rightarrow T$ making $(T, \eta, \mu)$ a monad;
2. there is a "Kleisli extension" operation $(-)^{\&}$ sending

$$
\begin{equation*}
X \xrightarrow{f} T(Y) \quad \text { to } \quad T(X) \xrightarrow{f^{\S}} T(Y) \tag{5.5}
\end{equation*}
$$

in such a way that the following equations hold.

$$
f^{\S} \circ \eta=f \quad \eta^{\S}=\mathrm{id} \quad g^{\S} \circ f^{\S}=\left(g^{\S} \circ f\right)^{\S} .
$$

Proof. First assume we have a monad $(T, \eta, \mu)$. Then define extension $(-)^{\$}$ as:

$$
f^{\S} \stackrel{\text { def }}{=}\left(T(X) \xrightarrow{T(f)} T^{2}(Y) \xrightarrow{\mu_{Y}} T(Y)\right) \text {. }
$$

It is not hard to check that it satisfies the above three equations.
Conversely, assume a Kleisli extension operation $(-)^{8}$ as in (5.5). We first turn the mapping $X \mapsto T(X)$ into a functor by defining for a map $f: X \rightarrow Y$ a new map $T(f)=$ $\left(\eta_{Y} \circ f\right)^{s}: T(X) \rightarrow T(Y)$. Then $T($ id $)=$ id obviously holds, and:

$$
\begin{aligned}
T(g) \circ T(f) & =(\eta \circ g)^{\S} \circ(\eta \circ f)^{\S} \\
& =\left((\eta \circ g)^{\S} \circ \eta \circ f\right)^{\S} \\
& =(\eta \circ g \circ f)^{\mathbb{8}} \\
& =T(g \circ f) .
\end{aligned}
$$

This also makes the maps $\eta_{X}: X \rightarrow T(X)$ natural: for $f: X \rightarrow Y$,

$$
T(f) \circ \eta_{X}=\left(\eta_{Y} \circ f\right)^{\S} \circ \eta_{X}=\eta_{Y} \circ f
$$

The multiplication $\mu_{X}: T^{2}(X) \rightarrow T(X)$ can then be defined as $\mu_{X}=\left(\mathrm{id}_{T X}\right)^{8}$. Remaining details are left to the interested reader

With this Kleisli extension $(-)^{\&}$ one can define composition $f ; g$ in a Kleisli category as $g^{8} \circ f$.
For the record we mention that the Kleisli category category $\mathcal{K \ell}(S)$ of a comonad $S$ has the same objects as $\mathbb{C}$ and its morphisms $X \rightarrow Y$ are maps $S(X) \rightarrow Y$ in $\mathbb{C}$. Like in Lemma 5.1.6, an adjunction $F \dashv G$ gives rise to a comonad $F G$. And the obvious functor $\mathcal{K}(S) \rightarrow \mathbb{C}$ from the Kleisli category of a comonad has a right adjoint. Further, Kleisli categories of comonads inherit limits (products and equalisers) from the underlying category.

We come to the next big topic of this section.
5.2.4. Definition. Assume we have a monad $T: \mathbb{C} \rightarrow \mathbb{C}$ and an ordinary functor $F: \mathbb{C} \rightarrow$ $\mathbb{C}$ on the same category $\mathbb{C}$. A distributive law or also a $\mathbb{K}$-law of $F$ over $T$ is a natural transformation $\lambda: F T \Rightarrow T F$ that is compatible with $T$ 's monad structure:

Distributive laws $F T \Rightarrow T F$ as described here corresponds to liftings to Kleisli categories $K \ell(T)$. That is why we also refer to these distributive law as $K$-laws. Such liftings play an important role in the next section. Later on, we shall also see distributive laws $T G \Rightarrow G T$ that correspond to liftings to Eilenberg-Moore categories $\mathcal{E M}(T)$. We shall call such distributive laws $\mathcal{E}$ M-laws.
5.2.5. Proposition. Assume a monad $T: \mathbb{C} \rightarrow \mathbb{C}$ and a functor $F: \mathbb{C} \rightarrow \mathbb{C}$. Then there is a bijective correspondence between:

1. a distributive K -laws $\lambda: F T \Rightarrow T F$,
2. a lifting of $F: \mathbb{C} \rightarrow \mathbb{C}$ to a functor $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$ in a commuting diagram:


The notation $\mathcal{K \ell}(F)$ for this lifting is convenient, but a bit dangerous: not only does it leave the dependence on $\lambda$ implicit-so $\mathcal{K} \ell_{\lambda}(F)$ would be better-but it may also give the wrong impression that the Kleisli construction as such is functorial. Bearing that caveat in mind, we continue to write $\mathcal{K}(F)$ for the lifting.
roof. Assuming a distributive law $\lambda: F T \Rightarrow T F$ we can define $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$ as:

$$
\mathcal{K \ell}(F)(X)=F(X) \quad \mathcal{K \ell}(F)(X \xrightarrow{f} Y)=\left(F(X) \xrightarrow{F(f)} F T(Y) \xrightarrow{\lambda_{X}} T F(Y)\right) .
$$

The above two requirements in (5.6) for $\lambda$ precisely say that $\mathcal{K}(F)$ is a functor. For instance:

$$
\begin{aligned}
\mathcal{K \ell}(F)(f ; g) & =\lambda \circ F(\mu \circ T(g) \circ f) \\
& =\mu \circ T(\lambda) \circ \lambda \circ F T(g) \circ F(f) \\
& =\mu \circ T(\lambda) \circ T F(g) \circ \lambda \circ F(f) \\
& =\mu \circ T(\mathcal{K \ell}(F)(g)) \circ \mathcal{K}(f) \\
& =\operatorname{K\ell }(F)(f) ; \operatorname{K\ell }(F)(g) .
\end{aligned}
$$

Conversely, assume there is a functor $G: \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$ in a commuting square like in (5.7). Then, on objects, $G(X)=F(X)$. Further, for a map $f: X \rightarrow T(Y)$ in $\mathbb{C}$ we get $G(f): F(X) \rightarrow T F(Y)$ in $\mathbb{C}$. This suggests how to define a distributive law: the identity $\operatorname{map}^{\operatorname{id}} \mathrm{T}_{T X}: T(X) \rightarrow T(X)$ in $\mathbb{C}$ forms a map $T(X) \rightarrow X$ in $\mathcal{K \ell}(T)$, so that we can define $\lambda_{X}=G\left(\operatorname{id}_{T X}\right): F T(X) \rightarrow T F(X)$ in $\mathbb{C}$. We check that these $\lambda$ 's form a natural transformation, again using commutation of the diagram: for an arbitrary $f: X \rightarrow Y$ in $\mathbb{C}$ we have $G(\eta \circ f)=\eta \circ F(f)$. Then we get in $\mathbb{C}$ :

$$
\begin{aligned}
T F(f) \circ \lambda_{X} & =T F(f) \circ G\left(\mathrm{id}_{T X}\right) \\
& =\mu \circ T(\eta \circ F(f)) \circ G\left(\operatorname{id}_{T X}\right) \\
& =G\left(\operatorname{id}_{T X}\right) ; G(\eta \circ f) \\
& =G\left(\operatorname{id}_{T X} ;(\eta \circ f)\right) \\
& =G\left(\mu \circ T(\eta \circ f) \circ \mathrm{id}_{T X}\right) \\
& =G T(f) \\
& =G\left(\mu \circ T\left(\mathrm{id}_{T Y}\right) \circ \eta \circ T f\right) \\
& =G\left((\eta \circ T(f)) ; \mathrm{id}_{T Y}\right) \\
& =G(\eta \circ T(f)) ; G\left(\operatorname{id}_{T Y}\right) \\
& =\mu \circ T\left(G\left(\operatorname{id}_{T Y}\right)\right) \circ \eta \circ F T(f) \\
& =\mu \circ \eta \circ G\left(\mathrm{id}_{T Y}\right) \circ F T(f) \\
& =G\left(\operatorname{id}_{T Y}\right) \circ F T(f) \\
& =\lambda_{Y} \circ F T(f) .
\end{aligned}
$$

Similarly one verifies that $\lambda$ interacts appropriately with $\eta$ and $\mu$.
The commuting diagram (5.7) in this result yields an identity as isomorphism in diagram (2.30) in Theorem 2.5.9, needed to lift an adjunction to categories of algebras. Thus we obtain the following result as immediate consequence. At this stage it may look like a formality, but it turns out to be very useful in the next section.
5.2.6. Corollary. Assume an endofunctor $F$ and a monad $T$ on a category $\mathbb{C}$, together with a distributive K -law $F T \Rightarrow T F$ of $F$ over $T$. The adjunction $J \dashv U$ between the

Kleisli category $\mathcal{K \ell}(T)$ and $\mathbb{C}$ lifts to an adjunction $\operatorname{Alg}(J) \dashv \operatorname{Alg}(U)$ by Theorem 2.5.9:


Explicitly, the functor $\mathbf{A l g}(J): \mathbf{A l g}(F) \rightarrow \mathbf{A l g}(\mathcal{K \ell}(F))$ maps an algebra $a: F(X) \rightarrow$ $X$ to the composite:

$$
\mathcal{K \ell}(F)(X)=F(X) \xrightarrow{a} X \xrightarrow{\eta} T(X) .
$$

It is an algebra $\mathcal{K \ell}(F)(X) \rightarrow X$ in the Kleisli category $\mathcal{K \ell}(T)$. Conversely, the functor $\operatorname{Alg}(U): \operatorname{Alg}(\mathcal{K \ell}(F)) \rightarrow \mathbf{A l g}(F)$ sends an algebra $b: F(Y) \rightarrow T(Y)$ to the $F$-algebra:

$$
F T(Y) \xrightarrow{\lambda} T F(Y) \xrightarrow{T(b)} T^{2} \xrightarrow{\mu} T(Y) .
$$

We now concentrate on distributive $\mathcal{K} \ell$-laws where the monad involved is powerset $\mathcal{P}$ The next result from [230] derives a distributive laws with respect to the powerset monad from preservation of weak pullbacks. It is described as $\nabla$, following [418], because of it ole in Moss' coalgebraic modal logic, with its $\nabla$ operator, see Subsection 6.5.2. This $\nabla$

5.2.7. Lemma. For each weak-pullback-preserving functor $F$ : Sets $\rightarrow$ Sets there is a distributive K -law $\nabla: F \mathcal{P} \Rightarrow \mathcal{P F}$ obtained by applying relation lifting to the reverse inhabitation relation $\ni \subseteq \mathcal{P}(X) \times X$

This $\nabla$ may be used to describe relation lifting: if, for an arbitrary relation $R \subseteq X \times Y$ we write $R: X \rightarrow \mathcal{P}(Y)$ for the corresponding function, as in (2.16), then the following triangle commutes.


At this stage we use relation lifting as described in Definition 4.4.1, for arbitrary endofunctors on Sets, using the standard logical factorisation system of injections and surjections.

Proof. Applying relation lifting to $\ni_{X} \subseteq \mathcal{P}(X) \times X$ yields a relation $\operatorname{Rel}(F)\left(\ni_{X}\right) \subseteq$ $F(\mathcal{P}(X)) \times F(X)$, which can be reformulated, via (2.16), as

$$
\begin{align*}
F(\mathcal{P}(X)) \longrightarrow & \nabla_{X}  \tag{5.9}\\
u \longmapsto & \mathcal{P}(F(X)) \\
u & \longmapsto v \in F(X) \mid(u, v) \in \operatorname{Rel}(F)(\ni x)\}
\end{align*}
$$

In order to show that the $\nabla$ 's behave appropriately we need the basic properties of relation lifting from Proposition 4.4.3-which all apply because epis are split in Sets-together with basic connections between inhabitation and the unit $\eta=\{-\}$ and multiplication $\mu=\bigcup$ of the powerset monad (see Example 5.1.3 (i)).
(a) $(\mathcal{P}(f) \times \mathrm{id})^{-1}\left(\ni_{Y}\right)=\coprod_{\mathrm{id} \times f}\left(\ni_{X}\right)$;
(b) $\left(\eta_{X} \times \mathrm{id}\right)^{-1}(\ni X)=\mathrm{Eq}(X)$;
(c) $\left(\mu_{X} \times \mathrm{id}\right)^{-1}\left(\ni_{X}\right)=\ni_{X} \circ \ni_{\mathcal{P}(X)}$.

For naturality of $\nabla$ we use that relation lifting preserves inverse and direct images. For $f: X \rightarrow Y$ and $u \in F(\mathcal{P}(X))$,
$\left(\nabla_{Y} \circ F \mathcal{P}(f)\right)(u)=\left\{w \in F(Y) \mid(F \mathcal{P}(f)(u), w) \in \operatorname{Rel}(F)\left(\ni_{Y}\right)\right\}$

$$
\begin{aligned}
& =\left\{w \mid(u, w) \in(F(\mathcal{P}(f)) \times \mathrm{id})^{-1}\left(\operatorname{Rel}(F)\left(\ni_{Y}\right)\right)\right\} \\
& =\left\{w \mid(u, w) \in \operatorname{Rel}(F)\left((\mathcal{P}(f) \times \operatorname{id})^{-1}\left(\ni_{Y}\right)\right)\right\} \\
& \stackrel{(a)}{=}\left\{w \mid(u, w) \in \operatorname{Rel}(F)\left(\coprod_{\mathrm{id} \times f}\left(\ni_{X}\right)\right)\right\}
\end{aligned}
$$

$$
=\left\{w \mid(u, w) \in \coprod_{F(\mathrm{id}) \times F(f)}(\operatorname{Rel}(F)(\ni X))\right\}
$$

$$
=\left\{w \mid \exists\left(u^{\prime}, v\right) \cdot u^{\prime}=u \wedge F(f)(v)=w \wedge\left(u^{\prime}, v\right) \in \operatorname{Rel}(F)(\ni X)\right\}
$$

$$
=\left\{F(f)(v) \mid(u, v) \in \operatorname{Rel}(F)\left(\ni_{X}\right)\right\}
$$

$$
=\left(\mathcal{P} F(f) \circ \nabla_{X}\right)(u) .
$$

This $\nabla$ also interacts appropriately with the unit $\eta=\{-\}$ and multiplication $\mu=\bigcup$ of the powerset monad, because relation lifting preserves equality and composition, and because of the above points (b) and (c):

$$
\begin{aligned}
& \left(\nabla_{X} \circ F\left(\eta_{X}\right)\right)(u) \\
& =\left\{v \mid(F(\eta)(u), v) \in \operatorname{Rel}(F)\left(\ni_{X}\right)\right\} \\
& =\left\{v \mid(u, v) \in(F(\eta) \times F(\operatorname{id}))^{-1}(\operatorname{Rel}(F)(\ni X))\right\} \\
& =\left\{v \mid(u, v) \in \operatorname{Rel}(F)\left((\eta \times \operatorname{id})^{-1}(\ni X)\right)\right\} \\
& =\{v \mid(u, v) \in \operatorname{Rel}(F)(\operatorname{Eq}(X))\} \\
& =\{v \mid(u, v) \in \operatorname{Eq}(F(X))\} \\
& =\{u\} \\
& =\eta_{F(X)}(u)
\end{aligned}
$$

$$
\left(\mu_{F(X)} \circ \mathcal{P}\left(\nabla_{X}\right) \circ \nabla_{\mathcal{P}(X)}\right)(u)
$$

$$
=\bigcup\left\{\nabla_{X}(v) \mid(u, v) \in \operatorname{Rel}(F)(\ni \mathcal{P}(X))\right\}
$$

$$
=\left\{w \mid \exists v .(v, w) \in \operatorname{Rel}(F)\left(\ni_{X}\right) \wedge(u, v) \in \operatorname{Rel}(F)\left(\ni_{\mathcal{P}(X)}\right)\right\}
$$

$=\{w \mid(u, w) \in \operatorname{Rel}(F)(\ni X) \circ \operatorname{Rel}(F)(\ni \mathcal{P}(X))\}$
$=\left\{w \mid(u, w) \in \operatorname{Rel}(F)\left(\ni_{X} \circ \ni_{\mathcal{P}(X)}\right)\right\}$
$\stackrel{(c)}{=}\left\{w \mid(u, w) \in \operatorname{Rel}(F)\left(\left(\mu_{X} \times \mathrm{id}\right)^{-1}\left(\ni_{X}\right)\right)\right\}$
$=\left\{w \mid(u, w) \in\left(F\left(\mu_{X}\right) \times F(\mathrm{id})\right)^{-1}\left(\operatorname{Rel}(F)\left(\ni_{X}\right)\right)\right\}$
$=\left\{w \mid\left(F\left(\mu_{X}\right)(u), w\right) \in \operatorname{Rel}(F)\left(\ni_{X}\right)\right\}$

$$
=\left(\nabla_{X} \circ F\left(\mu_{X}\right)\right)(u) .
$$

Commutation of the triangle (5.8) follows from an easy calculation. For $u \in F(X)$ and $v \in F(Y)$ we have:

$$
\begin{aligned}
v \in(\nabla \circ F(\widehat{R}))(u) & \Longleftrightarrow(F(\widehat{R})(u), v) \in \operatorname{Rel}(F)(\ni) \\
& \Longleftrightarrow(u, v) \in(F(\widehat{R}) \times \mathrm{id})^{-1}(\operatorname{Rel}(F)(() \ni)) \\
& \Longleftrightarrow(u, v) \in \operatorname{Rel}(F)\left((\widehat{R} \times \operatorname{id})^{-1}(\ni)\right) \\
& \Longleftrightarrow(u, v) \in \operatorname{Rel}(F)(R) \\
& \Longleftrightarrow v \in \operatorname{Rel}(F)(R)(u) .
\end{aligned}
$$

For a weak-pullback-preserving functor on Sets there are thus two liftings to two categories of relations: once with relations as morphisms and once as objects. Since they are easily confused, we describe them explicitly.
5.2.8. Corollary. A weak-pullback-preserving functor $F$ : Sets $\rightarrow$ Sets has two liftings:

1. a "computational" one, to SetsRel $\rightarrow$ SetsRel via Proposition 5.2.5, using the distributive $\mathrm{K} \mathrm{\ell}$-law $\nabla$ : $F \mathcal{P} \Rightarrow \mathcal{P F}$ from the previous lemma and the fact that the category SetsRel of sets and relations as morphisms is the Kleisli category $\operatorname{K\ell }(\mathcal{P})$ of the powerset monad;
2. a "logical" one, to a relator $\mathbf{R e l} \rightarrow \mathbf{R e l}$ via Theorem 4.4.6, where $\mathbf{R e l}=\operatorname{Rel}(\mathbf{S e t s})$ is the category with relations as objects and morphisms preserving relation inclusion. The action $(X \xrightarrow{R} \mathcal{P}(Y)) \longmapsto(F(X) \xrightarrow{\nabla \circ F(R)} \mathcal{P}(F(Y)))$ of the functor in point 1 on morphisms is the same as the action $(R \longmapsto X \times Y) \longmapsto(\operatorname{Rel}(F)(R) \hookrightarrow F(X) \times F(Y))$ of the functor in point 2 on objects, via the triangle (5.8).
We close this section by extending the notion of strength from functors to monads together with the associated property of commutativity for monads. Commutativity allows us to define some more distributive laws, and also to define a tensor on Kleisli categories.
In Exercise 2.5 .4 we have already briefly seen strength for functors on Sets. In general for a functors $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with finite products, a functor is called strong if it comes with a strength natural transformation st with components:

$$
F(X) \times Y \xrightarrow{\text { st }_{X, Y}} F(X \times Y)
$$

hat commute appropriately with trivial projections and associativity isomorphisms. Here are the diagrams, starting with naturality.
$F(X) \times Y \xrightarrow{\text { st }} F(X \times Y)$
$F(f) \times g \downarrow \quad \downarrow F(f \times g)$
$F(Z) \times W \xrightarrow{\text { st }} F(Z \times W)$
$\begin{aligned} & F(X) \times 1 \xrightarrow[\pi_{1}]{\cong} \underset{F(X)}{\cong} F(X \times 1) \\ & \cong \mid F\left(\pi_{1}\right) \\ &\end{aligned}$

(5.10)

As an aside: cartesian products are not really needed in order to define strength; monoidal As an aside. cartesian products are not really needed in order to define strens products suffice, since we not really need projections or diagonals.
(tensor $)$
A monad $T$ is called strong if it has a strength st: $T(X) \times Y \rightarrow T(X \times Y)$, as above, hat commutes with the unit and multiplication of the monad:

Given such a strength st: $F(X) \times Y \rightarrow F(X \times Y)$ one can also form a "swapped" trength in the second argument, written as:

$$
\mathrm{st}^{\prime} \stackrel{\text { def }}{=}(X \times F(Y) \xrightarrow{\text { swap }} F(Y) \times X \xrightarrow{\text { st }} F(Y \times X) \xrightarrow{F(\text { swap })} F(X \times Y))
$$

where, of course, swap $=\left\langle\pi_{2}, \pi_{1}\right\rangle$.
With both st and st' there are for a monad $T$ two ways of going $T(X) \times T(Y) \rightarrow$ $T(X \times Y)$, namely via first st and then st' or the other way around, in:

$$
T(X) \times T(Y) \xrightarrow[\text { st }^{\prime}]{\xrightarrow{\text { st }} T(T(X) \times Y) \xrightarrow[T(\mathrm{st})]{ } T(X \times T(Y)) \xrightarrow{T\left(\mathrm{st}^{\prime}\right)} T^{2}(X \times Y) \xrightarrow{\mu} T(X \times Y)} \xrightarrow{\mu} \text { (5.13) }
$$

The monad $T$ is called commutative if this diagram commutes. We wrap up the foregoing in a definition.
5.2.9. Definition. Let $\mathbb{C}$ be a category with finite products
(i) A functor $F: \mathbb{C} \rightarrow \mathbb{C}$ is called strong if if there is strength natural transformation tt satisfying (5.10).
(ii) A monad $T: \mathbb{C} \rightarrow \mathbb{C}$ is strong if it is has a strength satisfying both (5.10) and (5.11) (iii) A strong monad is called commutative if its strength makes the diagram (5.13) commute. In that case we sometimes write dst: $T(X) \times T(Y) \rightarrow T(X \times Y)$ for the esulting "double strength" map.
(iv) If we have two strong monads $T$ and $S$, then a map of monads $\sigma: T \Rightarrow S$ is called a strong map if it commutes with strengths, as in:

$$
\begin{align*}
& T(X) \times Y \xrightarrow{\sigma_{X} \times \mathrm{id}} S(X) \times Y \\
& \quad \underset{\text { st }^{T} \downarrow}{ } \begin{array}{c}
\text { st }^{S} \\
T(X \times Y) \xrightarrow[\sigma_{X \times Y}]{ } \\
\hline
\end{array}(X \times Y) \tag{5.14}
\end{align*}
$$

We shall write $\operatorname{CMnd}(\mathbb{C}) \hookrightarrow \operatorname{StMnd}(\mathbb{C}) \hookrightarrow \operatorname{Mnd}(\mathbb{C})$ for the subcategories of commutative and strong monads, with strong monad maps between them.

Commutativity of monads can also be formulated by saying that the monad is monoida (see e.g. [275]) but this requires the machinery of monoidal categories which is out of cope. Alternative formulations using exponents occur in Exercise 5.2.15.
In Exercise 2.5.4 we have seen that every endofunctor on Sets is strong, via a uniform strength. The same holds for monads-and also for comonads, see Exercise 5.2.13.
5.2.10. Lemma. $\operatorname{StMnd}($ Sets $)=\operatorname{Mnd}($ Sets $)$. That is, each monad on Sets, and each monad map between them, is strong.

Proof. Recall from Exercise 2.5.4 the definition of st: $T(X) \times Y \rightarrow T(X \times Y)$ :

$$
\operatorname{st}(u, y)=T(\lambda x \in X .(x, y))(u)
$$

It is not hard to see that it commutes with $T$ 's unit $\eta$ and multiplication $\mu$, using their naturality. For instance:

$$
\begin{aligned}
(\text { st } \circ(\eta \times \mathrm{id}))(z, y) & =T(\lambda x \in X .(x, y))(\eta(z)) \\
& =(T(\lambda x \in X .(x, y)) \circ \eta)(z) \\
& =(\eta \circ(\lambda x \in X .(x, y)))(z) \\
& =\eta(z, y) .
\end{aligned}
$$

And for a map of monads $\sigma: T \Rightarrow S$ the relevant diagram (5.14) automatically commutes, by naturality:

$$
\begin{aligned}
\left(\mathrm{st}^{T} \circ(\sigma \times \mathrm{id})\right)(u, y)=\mathrm{st}^{T}(\sigma(u), y) & =T(\lambda x \in X \cdot(x, y))(\sigma(u)) \\
& =\sigma(S(\lambda x \in X \cdot(x, y))(u)) \\
& =\left(\sigma \circ \mathrm{st}^{S}\right)(u, y) .
\end{aligned}
$$

$\square$
The next result shows that commutativity of monads is a reasonable notion.
5.2.11. Lemma. (i) A monoid $M$ is commutative if and only if the associated monad $M \times$

- ): Sets $\rightarrow$ Sets is commutative.
(ii) A semiring $S$ is commutative if and only if the multiset monad $\mathcal{M}_{S}$ : Sets $\rightarrow$ Sets is commutative.

Proof. By the previous lemma both monads are strong. For the monad $M \times(-)$ the strength map st: $(M \times X) \times Y \rightarrow M \times(X \times Y)$ is associativity: $\operatorname{st}((m, x), y)=$ $(m,(x, y))$. The swapped strength map st': $X \times(M \times Y) \rightarrow M \times(X \times Y)$ is similar: $\mathrm{st}^{\prime}(x,(m, y))=(m,(x, y))$. The upper and lower path in (5.13) are:

$$
(M \times X) \times(\overbrace{((m, x),(k, y)) \mapsto(k \cdot m,(x, y))}^{((m, x),(k, y)) \mapsto(m \cdot k,(x, y))} \text { M } \times Y(X \times Y)
$$

Hence they are equal if and only if $M$ is commutative
The strength st: $\mathcal{M}_{S}(X) \times Y \rightarrow \mathcal{M}_{S}(X \times Y)$ and the swapped strength st' for the multiset monad are given by:

$$
\operatorname{st}\left(\sum_{i} s_{i} x_{i}, y\right)=\sum_{i} s_{i}\left(x_{i}, y\right) \quad \operatorname{st}^{\prime}\left(x, \sum_{j} t_{j} y_{j}\right)=\sum_{j} t_{j}\left(x, y_{j}\right) .
$$

The resulting two paths in (5.13) are:

$$
\mathcal{M}_{S}(X) \times \underbrace{\left(\sum_{i} s_{i} x_{i}, \sum_{j} t_{j} y_{j}\right) \mapsto \sum_{i, j} s_{i} \cdot t_{j}\left(x_{i}, y_{j}\right)}_{\left(\sum_{i} s_{i} x_{i}, \sum_{i} t_{i} y_{j}\right) \mapsto \sum_{S} \cdot t_{i} \cdot s_{i}\left(x_{i}, y_{j}\right)} \xrightarrow{\mathcal{M}_{S}(X \times Y)}
$$

Thus, commutativity of the (multiplication of the) semiring $S$ implies commutativity of the monad $\mathcal{M}_{S}$. For the converse, it suffices to choose $X=Y=1$ and use that $\mathcal{M}_{S}(1) \cong S$ $\square$

Commutativity of monads is not only a reasonable but also a useful notion because it gives us distributive laws, and thus liftings to Kleisli categories. The following result comes from [193] and defines a distributive law of a simple polynomial functor-with identity, constants, products $\times$, and coproducts $\amalg$ only, see Definition 2.2.1—over an arbitrary commutative monad.
5.2.12. Lemma. Let $T$ : Sets $\rightarrow$ Sets be a commutative monad, and $F:$ Sets $\rightarrow$ Sets $a$ simple polynomial functor Then there is a distributive Kl-law $\lambda: F T \Rightarrow T F$

Proof. The construction of the distributive law $\lambda$ proceeds by induction on the structure of the functor $F$.

- If $F$ is the identity functor, then $\lambda$ is the identity natural transformation $T \Rightarrow T$.
- If $F$ is a constant functor, say $X \mapsto A$, then $\lambda$ is the unit map $\eta_{A}: A \rightarrow T(A)$,
- If $F=F_{1} \times F_{2}$ we use induction and assume distributive laws $\lambda_{i}: F_{i} T \Rightarrow T F_{i}$ for $i \in\{1,2\}$. Then we can form a new distributive law, using that $T$ is commutative.

$$
F_{1} T(X) \times F_{2} T(X) \xrightarrow{\lambda_{1} \times \lambda_{2}} T F_{1}(X) \times T F_{2}(X) \xrightarrow{\text { dst }} T\left(F_{1}(X) \times F_{2}(X)\right) .
$$

- If $F$ is a coproduct $\coprod_{i \in I} F_{i}$ then we may assume laws $\lambda_{i}: F_{i} T \Rightarrow T F_{i}$ for $i \in I$, and define:

$$
\coprod_{i \in I} F_{i} T(X) \xrightarrow{\left[T\left(\kappa_{i}\right) \circ \lambda_{i}\right]_{i \in I}} T\left(\coprod_{i \in I} F_{i}(X)\right) .
$$

It is straightforward to check that these $\lambda$ 's are natural and compatible with the monad structure

We conclude by remarking that the Kleisli category of a commutative monad car ries a tensor $\otimes$. Formally, this is expressed in terms of a symmetric monoidal structure (see [315]). Here we describe it more concretely.
5.2.13. Proposition. Let $\mathbb{C}$ be a category with finite products and $T: \mathbb{C} \rightarrow \mathbb{C}$ a commuta tive monoid. The cartesian product then becomes a functor $\times: \mathcal{K \ell}(T) \times \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$.

Proof. For $f: X \rightarrow Y$ and $g: Z \rightarrow W$ in $K \ell(T)$ we have to define a map $X \times Z \rightarrow Y \times W$ Using double strength we take:

$$
X \times Z \xrightarrow{f \times g} T(Y) \times T(W) \xrightarrow{\text { dst }} T(Y \times W) .
$$

Using the properties of Exercise 5.2.14 it easy to see that identities and composition are preserved.

## Exercises

5.2.1. $\quad$ Show that a map of monads $\sigma: T \Rightarrow S$ induces a functor $\mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(S)$.
5.2.2. Prove the three properties (a)-(c) in the proof of Lemma 5.2.7.
5.2.3. Prove in detail that if a category $\mathbb{C}$ has coequalisers, then so has the Kleisli category $\mathcal{K}(T)$ for a monad $T$ on $\mathbb{C}$-as claimed in Proposition 5.2.2.
5.2.4. Assume a monad $T$ on a category $\mathbb{C}$ with an initial object $0 \in \mathbb{C}$. Prove that the following two statements are equivalent.
(ii) The object $0 \in \mathcal{K \ell}(T)$ is a zero object, i.e. 0 is both initial and final in $\mathcal{K \ell}(T)$.
5.2.5. Prove that there is a bijective correspondence:

$$
\xlongequal[\mathcal{P ( Y ) \longrightarrow \mathcal { P } ( X )}]{X \longrightarrow Y} \begin{aligned}
& \text { in } \mathcal{K \ell}(\mathcal{P})=\text { SetsRel } \\
& \text { in } \mathbf{C L}_{\Lambda}
\end{aligned}
$$

where $\mathbf{C L}_{\wedge}$ is the category of complete lattices and arbitrary meet preserving functions. This is the heart of the correspondence between (non-deterministic) state transformers
$X \rightarrow Y$ and predicate transformers $\mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ that forms the basis for the weakest precondition condition calculus in program verification, see [113, 313].]
5.2.6. Recall that non-deterministic automata can be turned into deterministic ones by changing the state space. If we consider the state transition map only, this can be described as transforming a coalgebra $X \rightarrow \mathcal{P}(X)^{A}$ into a coalgebra $\mathcal{P}(X) \rightarrow \mathcal{P}(X)^{A}$.
(i) Describe this transformation concretely.
(ii) Describe this transformation via (pointwise) Kleisli extension.
(iii) Show that it leads to a functor $\operatorname{CoAlg}\left(\mathcal{P}(-)^{A}\right) \rightarrow \operatorname{CoAlg}\left((-)^{A}\right)$.
5.2.7. In Definition 5.2 .4 we have seen a distributive $K \ell$-law $F T \Rightarrow T F$ of a functor $F$ over a monad $T$. There is also a notion of distributive law when $F$ is a monad too (going back to [63]). In that case the natural transformation should commute will all units and multiplications.
(i) Write down the relevant diagrams

Assume such a distributive law $S T \Rightarrow T S$, where $S$ and $T$ are monads, and prove that $T S$ is then also a monad.
(iii) Prove that the units yield maps of monads $S \Rightarrow T S$ and $T \Rightarrow T S$.
5.2.8. Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary monad on a category $\mathbb{C}$ with coproducts. Fix an object $A \in \mathbb{C}$, recall from Exercise 5.1.1 that $A+(-)$ is a monad on $\mathbb{C}$, and prove that the maps:

$$
A+T(X) \xrightarrow{\lambda_{X}=\left[T\left(\kappa_{1}\right) \circ \eta_{A}, T\left(\kappa_{2}\right)\right]} T(A+X)
$$

form a K -law of monads (as defined in the previous exercise). Conclude that $T(A+(-))$ also a monad on $\mathbb{C}$.
5.2.9. Consider the mapping $T \mapsto \mathcal{E}(T) \xlongequal{=} T(A+(-))$ from the previous exercise
(i) Prove that it gives rise to a functor $\mathcal{E}: \operatorname{Mnd}(\mathbb{C}) \rightarrow \operatorname{Mnd}(\mathbb{C})$.
(ii) Show that $\mathcal{E}$ is even a monad, on the category $\operatorname{Mnd}(\mathbb{C})$ of monads on $\mathbb{C}$.

This mapping $\mathcal{E}$ is often called the exception monad transformer. It is investigated more . The proof that $\mathcal{E}$ is a monad requires a certain level of categorical fearlessness, bu is in essence not difficult.]
5.2.10. Let $T$ be a strong monad. Check that strength gives for each object $Y$ a $K \ell$-law of the functor $(-) \times Y$ over $T$.
5.2.11. ([219, Proposition 1]) Let $F$ be an endofunctor and $T=(T, \eta, \mu)$ be a monad, both on the $T F T(X)$ form a distributive $\mathcal{K} \ell$-law of the functor $F T$ over the monad $T$.
5.2.12. Show that the powerset $\mathcal{P}$ and distribution $\mathcal{D}$ monad are commutative, with double strengths
$\mathcal{P}(X) \times \mathcal{P}(Y) \xrightarrow{\text { dst }} \mathcal{P}(X \times Y)$
$\mathcal{D}(X) \times \mathcal{D}(Y) \xrightarrow{\text { dst }} \mathcal{D}(X \times Y)$
$(U, V) \longmapsto U \times V$
$(\varphi, \psi) \longmapsto ~ \longrightarrow(x, y) \cdot \varphi(x) \cdot \psi(x)$.

Check that the list monad $(-)^{*}$ is not commutative.
5.2.13. Prove the following analogue of Lemma 5.2 .10 for comonads: for each comonad $S$ : Sets $\rightarrow$ Sets, the associated strength map st makes the following diagrams commute.

5.2.14. Show that the double strength map dst of a commutative monad $T$ is a natural transformation and makes the following diagrams commute

$$
\begin{aligned}
& X \times Y=X \times Y \\
& \underset{T(X) \times T(Y) \xrightarrow[\text { dst }]{\underset{~}{~}} T(X \times Y)}{\stackrel{\eta}{\eta}}
\end{aligned}
$$


5.2.15. This exercise involves an alternative formulation of strength st, both for functors and for monads, using exponents. Assume $\mathbb{C}$ is a cartesian closed category with an endofunctor $F: \mathbb{C} \rightarrow \mathbb{C}$.
(i) Prove that $F$ is strong if and only if there are maps $r_{X, Y}: F\left(X^{Y}\right) \rightarrow F(X)^{Y}$ which are natural in $X$ and $Y$ and make the following diagrams commute.
where the isomorphisms on the right are $\Lambda(\mathrm{ev} \circ(\mathrm{ev} \times \mathrm{id}) \circ \alpha)$, with associativity isomorphism $\alpha=\left\langle\left(\mathrm{id} \times \pi_{1}\right), \pi_{2} \circ \pi_{2}\right\rangle: A \times(B \times C) \xrightarrow{\leftrightharpoons}(A \times B) \times C$.
(ii) Prove also that a monad $T: \mathbb{C} \rightarrow \mathbb{C}$ is strong if and only if there are such $r: T\left(X^{Y}\right) \rightarrow$ $T(X)^{Y}$ satisfying:
5.2.16. Show that there are adjunctions between (commutative) monoids and (commutative) monads:

$$
M \mapsto M \times(-) \overbrace{(\dashv)}^{\text {Mon }} T \mapsto T(1) \quad M \mapsto M \times(-)(\dashv \overbrace{-}^{\text {CMd (Sets) }} T \mapsto T(1)
$$

The adjunction on the left comes from [427] where it is described in the more general setting of monoidal categories. See also [102] for more such adjunctions, also involving the multiset monad.
Hint. Define a monoid structure on $T(1)$ via strength, as $T(1) \times T(1) \rightarrow T(1 \times T(1)) \cong$ $T^{2}(1) \rightarrow T(1)$.]

### 5.3 Trace semantics via finality in Kleisli categories

This section describes how finite traces of observables of computations can be described via finality, not in the familiar category Sets but in the Kleisli category $K \ell(T)$ of a monad $T$ on Sets. We shall be considering coalgebras of the form $X \rightarrow T F(X)$, where $T$ is $I$ on Sets. We shall be considering coalgebras of the form $X \rightarrow T F(X)$, where $T$ is
our monad capturing the kind of computation involved (non-deterministic, probabilistic, ...) and $F$ is a functor that describes the branching structure. The main examples that will be elaborated here involve non-deterministic and probabilistic automata and context-free

$$
\begin{aligned}
& F\left(X_{1}^{Y_{2}}\right) \xrightarrow{r} F\left(X_{1}\right)^{Y_{2}}
\end{aligned}
$$

rammars. The use of Kleisli categories for trace semantics goes back to [362, 230]. (The latter reference [230] does not deal with finite trace semantics-as in this section-but with the infinite version. It involves only weak finality, i.e. it lacks uniqueness of the trace map.)

We begin with an illustration that uses the powerset monad $\mathcal{P}$ on Sets. Recall that its Kleisli category $\mathcal{K}(\mathcal{P})$ is the category SetsRel of sets and relations between them, since a relation $R \subseteq X \times Y$ may equivalently be described as a characteristic function $R: X \rightarrow \mathcal{P}(Y)$. We shall often switch back-and-forth between these two notations. For convenience we recall that the identity map $X \rightarrow X$ in SetsRel is the equality relation convenience we recall that the identity map $X \rightarrow X$ in $\operatorname{Eq}(X) \subseteq X \times X$. And (Kleisli) composition of $R: X \rightarrow Y$ and $S: Y \rightarrow Z$ is the usual relational composition: $R ; S=\{(x, z) \in X \times Z \mid \exists y \in Y . R(x, y) \wedge S(y, z)\}$. There is an obvious "graph" functor Sets $\rightarrow$ SetsRel as already described in Example 1.4.4 (iv). It maps a set to itself, and a function $f: X \rightarrow Y$ to its graph relation $\operatorname{Graph}(f)=\{(x, y) \in$ $X \times Y \mid f(x)=y\}$. This graph functor is the standard map $J: \mathbb{C} \rightarrow \mathcal{K}(T)$ associated with a Kleisli category, see Proposition 5.2.2.
Let us now fix a set $L$ of "labels", and write $F$ for the "list" functor Sets $\rightarrow$ Sets given by $X \mapsto 1+(L \times X)$. We shall consider transition systems of the form $c: X \rightarrow \mathcal{P} F(X)=$ $\mathcal{P}(1+(L \times X))$. As noticed in Exercise 2.2.3, such transition systems correspond to nondeterministic automata $X \rightarrow \mathcal{P}(X)^{L} \times 2$. Here we prefer the formulation with the powerset on the outside, because it allows us to describe such automata as maps $X \rightarrow F(X)$ in the Kleisli category $\mathcal{K}(\mathcal{P})=$ SetsRel.
These transition systems $X \rightarrow \mathcal{P}(1+(L \times X))$ describe besides usual transitions $x \xrightarrow{a} x^{\prime}$, as shorthand for $\left(a, x^{\prime}\right) \in c(x)$, also terminating transitions $x \longrightarrow *$ for $* \in c(x)$. A trace for such a coalgebra starting at an element $x \in X$ consists of a list of elements $\left\langle a_{1}, \ldots, a_{n}\right\rangle \in L^{\star}$ for which there is a list of states $x_{0}, \ldots, x_{n} \in X$ where:

- $x_{0}=x ;$
- $x_{i} \xrightarrow{a_{i}} x_{i+1}$ for all $i<n$;
- $x_{n} \longrightarrow *$

Thus, traces are sequences of labels appearing in terminating sequences of computations.
One can then define a function trace ${ }_{c}: X \rightarrow \mathcal{P}\left(L^{\star}\right)$ that maps a state to the set of races starting in that state. We shall show how to define this function by finality. It turn out not to be a coincidence that the set $L^{\star}$ of lists is the initial algebra of the functor $F$.
First we need to move from sets to relations as morphisms. We shall lift the funcor $F:$ Sets $\rightarrow$ Sets to $\mathcal{K}(F):$ SetsRel $\rightarrow$ SetsRel. Essentially, this lifting to Kleisli ategories happens as in Proposition 5.2.5-using the distributive law from Lemma 5.2.7but at this moment we wish to proceed more concretely. The lifting $K \ell(F)$ : SetsRel $\rightarrow$ SetsRel maps an object (or set) $X$ to $F(X)$, and a morphism $R: X \rightarrow Y$ in SetsRel to the morphism $\operatorname{Rel}(F)(R): F(X) \rightarrow F(Y)$ obtained by relation lifting, see Corolary 5.2.8. Explicitly, according to Definition 3.1.1, the lifted relation $\operatorname{Rel}(F)(R) \subset$ $F(X) \times F(Y)$ is described by
$\operatorname{Rel}(F)(R)=\{(*, *)\} \cup\left\{\left\langle(a, x),\left(a, x^{\prime}\right)\right\rangle \mid a \in L\right.$ and $\left.R\left(x, x^{\prime}\right)\right\}$
We now have three important observations.

1. The first one is simple: a transition system, or $\mathcal{P} F$-coalgebra, $c: X \rightarrow \mathcal{P} F(X)$ as considered above is an $\mathcal{K \ell}(F)$-coalgebra $X \rightarrow \operatorname{K\ell }(F)(X)$ in SetsRel, for the lifted functor $\mathcal{K}(F):$ SetsRel $\rightarrow$ SetsRel.
2. Further, the above trace map $\operatorname{trace}_{c}: X \rightarrow \mathcal{P}\left(L^{\star}\right)$, considered as a homomorphism
$X \rightarrow L^{\star}$ in SetsRel, is a homomorphism of $\mathcal{K} \ell(F)$-coalgebras in SetsRel:

$$
\begin{array}{cl}
F(X) \xrightarrow{\operatorname{Rel}(F)\left(\operatorname{trace}_{c}\right)} & F\left(L^{\star}\right)  \tag{5.15}\\
c \uparrow_{X} \xrightarrow[\text { trace }_{c}]{ } & \cong{ }^{\star}
\end{array}
$$

where $\alpha=$ [nil, cons $]: F\left(L^{\star}\right) \xrightarrow{\cong} L^{\star}$ is the initial algebra map, and the graph functor $\operatorname{Graph}(-)$ : Sets $\rightarrow$ SetsRel is the canonical map $J:$ Sets $\rightarrow \mathcal{K} \ell(\mathcal{P}$ described in Proposition 5.2.2. Commutation of the diagram (5.15) amounts to:

$$
\sigma \in \operatorname{trace}_{c}(x) \Longleftrightarrow \exists u \in c(x) \cdot\left\langle u, \alpha^{-1}(\sigma)\right\rangle \in \operatorname{Rel}(F)\left(\operatorname{trace}_{c}\right) .
$$

not:

$$
\text { nil } \in \operatorname{trace}_{c}(x) \Longleftrightarrow \exists u \in c(x) .\langle u, *\rangle \in \operatorname{Rel}(F)\left(\operatorname{trace}_{c}\right)
$$

$$
\Longleftrightarrow * \in c(x)
$$

$$
\Longleftrightarrow x \longrightarrow *
$$

$\operatorname{cons}(a, \sigma) \in \operatorname{trace}_{c}(x) \Longleftrightarrow \exists u \in c(x) .\langle u,(a, \sigma)\rangle \in \operatorname{Rel}(F)\left(\right.$ trace $\left._{c}\right)$

$$
\Longleftrightarrow \exists x^{\prime} \in X .\left(a, x^{\prime}\right) \in c(x) \wedge\left\langle x^{\prime}, \sigma\right\rangle \in \operatorname{trace}_{c}
$$

$$
\Longleftrightarrow \exists x^{\prime} \in X \cdot x \xrightarrow{a} x^{\prime} \wedge \sigma \in \operatorname{trace}_{c}\left(x^{\prime}\right) .
$$

This shows that the trace map trace ${ }_{c}$ in (5.15) indeed makes the diagram commute.
3. Finally, this trace map trace ${ }_{c}$ is obtained by coinduction since the graph of the initial $F$-algebra $\operatorname{Graph}\left(\alpha^{-1}\right): L^{\star} \stackrel{ }{\Longrightarrow} F\left(L^{\star}\right)$ is a final $\mathcal{K}(F)$-coalgebra in SetsRel. We have already seen that there is a homomorphism trace ${ }_{c}$ for an arbitrary $\mathcal{K} \ell(F)$ coalgebra $c$ in SetsRel. Here we check that it is unique: if a relation $S \subseteq X \times$ $L^{\star}$ also satisfies $S ; \operatorname{Graph}\left(\alpha^{-1}\right)=c ; \operatorname{Rel}(F)(S)$, then $S=\operatorname{trace}_{c}$. Recall that we write ; for composition in the Kleisli category $\operatorname{K\ell }(\mathcal{P})$, which we identify with relational composition. Uniqueness holds, since for $x \in X$ one obtains $\sigma \in S(x) \Leftrightarrow$ $\sigma \in \operatorname{trace}_{c}(x)$ by induction on $\sigma \in L^{\star}$ :

$$
\text { nil } \in S(x) \Longleftrightarrow \exists \tau \in L^{\star} . *=\alpha^{-1}(\tau) \wedge \tau \in S(x)
$$

$$
\Longleftrightarrow \exists \tau \in L^{\star} . * \in \operatorname{Graph}\left(\alpha^{-1}\right)(\tau) \wedge \tau \in S(x)
$$

$$
\Longleftrightarrow(x, *) \in S ; \operatorname{Graph}\left(\alpha^{-1}\right)
$$

$$
\Longleftrightarrow(x, *) \in c ; \operatorname{Rel}(F)(S)
$$

$$
\Longleftrightarrow \exists u \in c(x) . * \in \operatorname{Rel}(F)(S)(u)
$$

$$
\Longleftrightarrow * \in c(x)
$$

$$
\Longleftrightarrow \text { nil } \in \operatorname{trace}_{c}(x)
$$

$\operatorname{cons}(a, \sigma) \in S(x) \Longleftrightarrow \exists \tau \in L^{\star} .(a, \sigma)=\alpha^{-1}(\tau) \wedge \tau \in S(x)$

$$
\Longleftrightarrow \exists \tau \in L^{\star} .(a, \sigma) \in \operatorname{Graph}\left(\alpha^{-1}\right)(\tau) \wedge \tau \in S(x)
$$

$$
\Longleftrightarrow(x,(a, \sigma)) \in S ; \operatorname{Graph}\left(\alpha^{-1}\right)
$$

$$
\Longleftrightarrow(x,(a, \sigma)) \in c ; \operatorname{Rel}(F)(S)
$$

$$
\Longleftrightarrow \exists u \in c(x) \cdot(a, \sigma) \in \operatorname{Rel}(F)(S)(u)
$$

$$
\Longleftrightarrow \exists x^{\prime} \in X . \sigma \in S\left(x^{\prime}\right) \wedge\left(a, x^{\prime}\right) \in c(x)
$$

$$
\stackrel{(I I)}{\Longrightarrow} \exists x^{\prime} \in X . \sigma \in \operatorname{trace}_{c}\left(x^{\prime}\right) \wedge x \xrightarrow{a} x^{\prime}
$$

$$
\Longleftrightarrow \operatorname{cons}(a, \sigma) \in \operatorname{trace}_{c}(x) .
$$

In the next result we shall describe this situation for the powerset monad in greater generality, following [190]. Later on we shall describe the situation in still more general form, for other monads, like in [193]. But we prefer to stick to the powerset monad first, ecause it involves a very common situation and because it has a snappy proof that avoids domain-theoretic complications.
5.3.1. Theorem. Let $F$ : Sets $\rightarrow$ Sets be a weak-pullback-preserving functor with an initial algebra $\alpha: F(A) \xrightarrow{\leftrightarrows}$ A. Lemma 5.2.7 then yields a distributive KC-law $F \mathcal{P} \Rightarrow \mathcal{P} F$ and thus a lifting of $F$ to an endofunctor $\mathcal{K \ell}(F)$ on the Kleisli category $K \ell(\mathcal{P})=$ SetsRel.

The map $\operatorname{Graph}\left(\alpha^{-1}\right): A \xrightarrow{\triangle} \mathcal{K \ell}(F)(A)$ is then a final coalgebra in SetsRel, for the lifted functor $\mathcal{K}(F):$ SetsRel $\rightarrow$ SetsRel
Proof. Our first observation is that reversal of relations, sending $R \subseteq X \times Y$ to $R^{\dagger} \subseteq$ $Y \times X$, makes the (Kleisli) category SetsRel $=\operatorname{K\ell }(\mathcal{P})$ self-dual: $\mathrm{SetsRel} \cong$ SetsRel $^{\text {op }}$ When we combine this duality with the lifting of Corollary 5.2 .6 we obtain the following ituation


First we consider the bottom row. By composing the adjunction $J \dashv U$ from Proposition 5.2.2 with the isomorphism SetsRel $\xlongequal{\cong}$ SetsRel $^{\text {op }}$ we obtain an adjunction between the categories Sets and SetsRel ${ }^{\mathrm{op}}$, say $J^{\dagger} \dashv U^{\dagger}$, where $J^{\dagger}:$ Sets $\rightarrow$ SetsRel ${ }^{\text {op }}$ is given by $J^{\dagger}(X)=X$ and $J^{\dagger}(f: X \rightarrow Y)=\operatorname{Graph}(f)^{\dagger}=\{(y, x) \mid f(x)=y\} \subset Y \times X$. the reverse direction we have: $U^{\dagger}(Y)=\mathcal{P}(Y)$ and $U^{\dagger}(R: X \rightarrow Y)=\lambda U \in \mathcal{P}(Y) .\{x \in$ $X \mid \exists y \in U . R(x, y)\}$

The resulting lifted adjunction in the top row, between the categories of algebra $\operatorname{Alg}(F)$ and $\operatorname{Alg}\left(\mathcal{K} \ell(F)^{\mathrm{op}}\right)=\operatorname{CoAlg}(\mathcal{K \ell}(F))^{\text {op }}$, say $\operatorname{Alg}\left(J^{\dagger}\right) \dashv \operatorname{Alg}\left(U^{\dagger}\right)$, allows us to finish the argument, since left adjoints preserve initial objects. Hence $\operatorname{Alg}\left(J^{\dagger}\right)$ sends the inithe argument, since left adjoints preserve initial objects. Hence $\mathbf{A l g}(J)$ sends the iniin $\operatorname{CoAlg}(\mathcal{K} \ell(F))$, i.e. to the final coalgebra of the lifted functor $\mathcal{K}(F):$ SetsRel $\rightarrow$ SetsRel.
This theorem captures traces for transition systems as described in the beginning of this section. The main application of [190] is the parsed language associated with a context free grammar, see Example 5.3.2.
5.3.2. Example. Recall from Subsection 2.2 .5 that a context-free grammar (CFG) is de5.3.2. Example. Recall from Subsection 2.2 .5 that a context-free grammar (CFG) is de-
scribed coalgebraically as a function $g: X \rightarrow \mathcal{P}\left((X+L)^{\star}\right)$ where $X$ is the state space of nonterminals, and $L$ is the alphabet of terminals (or tokens). Such a CFG is thus a coalge bra in SetsRel of the lifting of the functor $F(X)=(X+L)^{\star}$ on Sets. Let us write its initial $F$-algebra as:

$$
\left(L^{\Delta}+L\right)^{\star} \xrightarrow[\cong]{\varrho} L^{\Delta}
$$

Notice that $F(X)=(X+L)^{\star}=\coprod_{n \in \mathbb{N}}(X+L)^{n}=\coprod_{\sigma \in(1+L)^{\star}} X^{\|\sigma\|}$ where $\|\sigma\| \in \mathbb{N}$ is the number of $* \in 1$ occurring in $\sigma \in(1+L)^{\star}$. Hence an $F$-algebra $F(X) \rightarrow X$ involves an $n$-ary operation $X^{n} \rightarrow X$ for each $\sigma \in(1+L)^{\star}$ with $n=\|\sigma\|$. An example of such a $\sigma$ is $\langle\mathrm{if}, *$, then, $*$, else, $*$, fi$\rangle$. It may be understood as a ternary operation $X^{3} \rightarrow X$. The
nitial algebra $L^{\Delta}$ then consists of terms built with such operations. Hence it contains all structured or parsed words over $L$ (according to the grammar $g$ ).
Theorem 5.3.1 gives for each CFG $g: X \rightarrow \mathcal{P}\left((X+L)^{\star}\right)$ a unique homomorphism race $g$ : $X \rightarrow \mathcal{P}\left(L^{\Delta}\right)$. It maps a nonterminal $x \in X$ to the collection of parsed word that can be produced from $x$. Coalgebraic trace semantics was first used to describe the language of a context-free grammar in [190]; see also [425]. The situation is elaborate further in Exercise 5.3.2

At this stage we wish to generalise the result of Theorem 5.3.1 to other monads that At this stage we wish to generalise the result of Theorem 5.3.1 to other monads than
powerset $\mathcal{P}$. The theorem itself says that an initial algebra $F(A) \xlongequal{\Rightarrow} A$ yields a final coalgebra $A \xlongequal{\Rightarrow} F(A)=\operatorname{K\ell }(F)(A)$ of the lifting $\mathcal{K} \ell(F)$ of the functor $F$ to a Kleisli category One aspect that we ignored is that the initial algebra $F(A) \cong A$ also yields an initial alge bra in the Kleisli category, since the canonical functor $J:$ Sets $\rightarrow \mathcal{K}(\mathcal{P})$ is a left adjoin (see Proposition 5.2.2) and thus preserves colimits of $\omega$-chains (Exercise 4.6.3). Thus $A$ carries both an inital algebra and a final coalgebra structure in the Kleisii category. Such concentrate on the essentials and refer to these original sources for further information. There is one more concent that we need A category $\mathbb{C}$ is called depo-enrichedif each
omset $\mathbb{C}(X, Y)$ of map $X \rightarrow Y$ in $\mathbb{C}$ forms a directed complete partial order (dcpo) and the dcpo structure is preserved under composition: both pre- and post-composition $h \circ(-)$ and $(-) \circ g$ are maps in the category Dcpo. Again, the Kleisli category $\mathcal{K}(\mathcal{P})$ $h \circ(-)$ and $(-) \circ g$ are maps in the category $\mathbf{D c p o .}$ Again, the Kleisli category $\mathcal{K}(\mathcal{P})$
is an example: for a collection of maps $f_{i}: X \rightarrow \mathcal{P}(Y)$ we can form the pointwise join is an example: for a collection of maps $f_{i}: X \rightarrow \mathcal{P}(Y)$ we can form the pointwise join $V_{i} f_{i}: X \rightarrow \mathcal{P}(Y)$, namely $\left(V_{i} f_{i}\right)(x)=\cup_{i} f_{i}(x)$.
In such a dcpo-enriched category the homsets $\mathbb{C}(X, Y)$ carry a partial order $\leq$ for which directed joins exist. An arbitrary map $f: X \rightarrow Y$ is called an embedding if there is a 'projection' map $f^{p}: Y \rightarrow X$ in the other direction with:

$$
f^{p} \circ f=\operatorname{id}_{X} \quad \text { and } \quad f \circ f^{p} \leq \operatorname{id}_{Y} .
$$

This map $f^{p}$, if it exists, is uniquely determined. As a consequence, $(g \circ f)^{p}=f^{p}$ $g^{p}$. The pair $\left(f, f^{p}\right)$ is sometimes called an embedding-projection pair. More formally, we have an adjunction (Galois connection) with an isomorphism as unit (also known as coreflection).
5.3.3. Proposition. Let $\mathbb{C}$ be a dcpo-enriched category. Assume an $\omega$-chain:

$$
X_{0} \xrightarrow{f_{0}} X_{1} \xrightarrow{f_{1}} X_{2} \xrightarrow{f_{2}} \cdot .
$$

with colimit $A \in \mathbb{C}$. If the maps $f_{i}$ are embeddings, then the colimit $A$ is also a limit in $\mathbb{C}$, namely of the $\omega$-chain of associated projections $f_{i}^{p}: X_{i+1} \rightarrow X_{i}$

This will be proven via the following useful intermediate results.
(i) The coprojection maps $\kappa_{n}: X_{n} \rightarrow$ A associated with the colimit $A$ are embeddings, and their projections $\pi_{n}=\kappa_{n}^{p}: A \rightarrow X_{n}$ form a cone, i.e. satisfy $f_{n}^{p} \circ \pi_{n+1}=\pi_{n}$.
(ii) These (co)projections satisfy $\bigvee_{n \in \mathbb{N}} \kappa_{n} \circ \pi_{n}=\operatorname{id}_{A}$
(iii) The projections $\pi_{n}: A \rightarrow X_{n}$ are jointly monic: if $h, h^{\prime}: Y \rightarrow A$ satisfy $\pi_{n} \circ h=$ $\pi_{n} \circ h^{\prime}$ for all $n \in \mathbb{N}$, then $h=h^{\prime}$.
(iv) For a cone $g_{n}: Y \rightarrow X_{n}$, where $f_{n}^{p} \circ g_{n+1}=g_{n}$, there is a unique mediating map $g: Y \rightarrow A$, given by $g=\bigvee_{n} \kappa_{n} \circ g_{n}$.
Proof. (i) For each $n \in \mathbb{N}$ we first show that the object $X_{n}$ forms a cone: for $m \in \mathbb{N}$ there is a map $f_{m n}: X_{m} \rightarrow X_{n}$, namely:

$$
f_{m n}= \begin{cases}f_{n-1} \circ \cdots \circ f_{m}: X_{m} \rightarrow X_{m+1} \rightarrow \cdots \rightarrow X_{n} & \text { if } m \leq n \\ f_{n}^{p} \circ \cdots \circ f_{m-1}^{p}: X_{m} \rightarrow X_{m-1} \rightarrow \cdots \rightarrow X_{n} & \text { if } m>n\end{cases}
$$

These maps $f_{m n}$ commute with the maps $f_{i}: X_{i} \rightarrow X_{i+1}$ in the chain: $f_{(m+1) n} \circ f_{m}=$ These maps $f_{m n}$ commute . Since $A$ is the colimit, there is a unique map $\pi_{n}: A \rightarrow X_{n}$ $f_{m n}$, and thus form a cone. Since $A$ is the colimit, there is a unique map $\pi_{n}: A \rightarrow X_{n}$
with $\pi_{n} \circ \kappa_{m}=f_{m n}$. In particular, for $m=n$ we get $\pi_{n} \circ \kappa_{n}=f_{n n}=\mathrm{id}$. We postpone with $\pi_{n} \circ \kappa_{m}=f_{m n}$. In particular, for $m=n=$
the proof that $\kappa_{n} \circ \pi_{n} \leq$ id $_{A}$ for a moment.
(ii) The maps $\kappa_{n} \circ \pi_{n}: A \rightarrow A$ form an ascending chain, since: $\kappa_{n} \circ \pi_{n}=\kappa_{n+1} \circ$ $f_{n} \circ f_{n}^{p} \circ \pi_{n+1} \leq \kappa_{n+1} \circ \pi_{n+1}$. Hence their join exists, which we abbreviate as $f=$ $\bigvee_{n} \kappa_{n} \circ \pi_{n}: A \rightarrow A$. Then for each $i \in \mathbb{N}$,

$$
\begin{aligned}
f \circ \kappa_{i} & =\bigvee_{n \in \mathbb{N}} \kappa_{n} \circ \pi_{n} \circ \kappa_{i} \\
& =\bigvee_{n \geq i} \kappa_{n} \circ \pi_{n} \circ \kappa_{i} \\
& =\bigvee_{n \geq i} \kappa_{n} \circ \pi_{n} \circ \kappa_{n} \circ f_{i n} \\
& =\bigvee_{n \geq i} \kappa_{n} \circ f_{i n} \\
& =\bigvee_{n \geq i} \kappa_{i} \\
& =\kappa_{i} .
\end{aligned}
$$

Hence $f: A \rightarrow A$ must be the identity, by uniqueness of mediating maps out of colimits. At this stage we see:

$$
\kappa_{i} \circ \pi_{i} \leq \bigvee_{n \in \mathbb{N}} \kappa_{n} \circ \pi_{n}=\operatorname{id}_{A} .
$$

Now we can conclude that $\kappa_{i}: X_{i} \rightarrow A$ is an embedding, with associated projection $\kappa_{i}^{p}=$ $\pi_{i}$. Further, these projections $\pi_{i}$ form a cone for the $\omega$-chain $f_{n}^{p}: X_{n+1} \rightarrow X_{n}$ since: $f_{n}^{p} \circ \pi_{n+1}=f_{n}^{p} \circ \kappa_{n+1}^{p}=\left(\kappa_{n+1} \circ f_{n}\right)^{p}=\kappa_{n}^{p}=\pi_{n}$.
(iii) Assume $h, h^{\prime}: Y \rightarrow A$ satisfy $\pi_{n} \circ h=\pi_{n} \circ h^{\prime}$, for all $n \in \mathbb{N}$. Then by (ii):
$h=\mathrm{id}_{A} \circ h=\left(\bigvee_{n} \kappa_{n} \circ \pi_{n}\right) \circ h=\bigvee_{n} \kappa_{n} \circ \pi_{n} \circ h$

$$
=\bigvee_{n} \kappa_{n} \circ \pi_{n} \circ h^{\prime}=\left(\bigvee_{n} \kappa_{n} \circ \pi_{n}\right) \circ h^{\prime}=h^{\prime}
$$

(iv) Assume $g_{n}: Y \rightarrow X_{n}$ satisfying $f_{n}^{p} \circ g_{n+1}=g_{n}$. The maps $\kappa_{n} \circ g_{n}: Y \rightarrow A$ then form an ascending chain, since $\kappa_{n} \circ g_{n}=\kappa_{n+1} \circ f_{n} \circ f_{n}^{p} \circ g_{n+1} \leq \kappa_{n+1} \circ g_{n+1}$ Hence their join $g=\bigvee_{n} \kappa_{n} \circ g_{n}: Y \rightarrow A$ exists. It is a mediating map since

$$
\begin{aligned}
\pi_{i} \circ g & =\bigvee_{n \in \mathbb{N}} \pi_{i} \circ \kappa_{n} \circ g_{n} \\
& =\bigvee_{n>i} \pi_{i} \circ \kappa_{n} \circ g_{n} \\
& =\bigvee_{n>i} f_{n i} \circ \pi_{n} \circ \kappa_{n} \circ g_{n} \\
& =\bigvee_{n>i} f_{n i} \circ g_{n} \\
& =\bigvee_{n>i} g_{i} \\
& =g_{i} .
\end{aligned}
$$

Moreover, this $g$ is unique by the previous point.
We now wish to obtain a fixed point $F(A) \cong A$ which is an initial algebra and its inverse $A \xlongequal{\Rightarrow} F(A)$ is a final coalgebra. The idea is to combine the previous result about imit-colimit coincidence with the chain-based approach from Proposition 4.6.1, where ne uses a colimit of $F^{n}(0)$ to obtain the initial algebra and the limit of $F^{n}(1)$ for the final oalgebra. But if we are in a situation where we have a zero object 0 - which is both initial and final-then we obtain the same chain with coinciding limit and colimit.
Our next assumption is thus that the category at hand has a zero object, commonly written as 0 . The singleton monoid is an example of a zero object in the category of monoids, see Exercise 2.1.6. Interestingly, the empty set 0 is also a zero object in the Kleisli category $\operatorname{K\ell }(\mathcal{P})=$ SetsRel of the powerset monad: for each set $X$ there is a
nique arrow $0 \rightarrow \mathcal{P}(X)$ in Sets, because 0 is initial in Sets, and there is a unique arrow
$X \rightarrow \mathcal{P}(0)$, since $\mathcal{P}(0)=1$ is final in Sets.
Given such a zero object 0 in a category $\mathbb{C}$, there is for each pair of objects $X, Y \in \mathbb{C}$ an arrow $X \rightarrow Y$, which we write as:

$$
\perp_{X, Y}=(X \xrightarrow{!} 0 \xrightarrow{!} Y),
$$

using that 0 is both initial and final. Such a map $\perp_{X, Y}$ is sometimes called a zero map; it 1 ypical in an algebraic setting, for instance in a category of groups, or of vector or Hilbert paces. The subscripts $X, Y$ are often omitted. Notice that $\perp \circ f=\perp=g \circ \perp$, for all maps $f, g$.
We use Propositions 5.3.3 and 4.6.1 to generalise Theorem 5.3.1 to more general mon ads, as in [193].
5.3.4. Theorem. Assume we have the following data on a category $\mathbb{C}$.

- Both an initial and a final object $0,1 \in \mathbb{C}$.
- A monad $T: \mathbb{C} \rightarrow \mathbb{C}$ for which
- the Kleisli category $\mathcal{K \ell}(T)$ is dcpo-enriched
- the map $T(0) \rightarrow 1$ is an isomorphism, so that $0 \in \mathcal{K \ell}(T)$ is a zero object (see Exercise 5.2.4);
- the resulting zero maps (5.16) in $\mathcal{K \ell}(T)$ are least elements in the homset dcpo's
- A functor $F: \mathbb{C} \rightarrow \mathbb{C}$ for which
- there is a distributive $\mathrm{K} \mathrm{\ell}$-law $F T \Rightarrow T F$, or equivalently by Proposition 5.2.5 a lifting $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$;
- this lifting $\mathcal{K \ell}(F): \operatorname{K\ell }(T) \rightarrow \mathcal{K \ell}(T)$ is 'locally monotone': $f \leq g$ implies $\mathcal{K \ell}(T)(f) \leq \mathcal{K \ell}(T)(g) ;$
-there is an initial algebra $\alpha: F(A) \xlongequal{\Rightarrow} A$ in $\mathbb{C}$, obtained as colimit of the chain $F^{n}(0)$ as in (4.10).

The map $J\left(\alpha^{-1}\right): A \xlongequal{\Longrightarrow} F(A)=\mathcal{K \ell}(F)(A)$ is then a final coalgebra in the Kleisli category $\mathcal{K \ell}(T)$, for the lifted functor $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$.
Proof. By assumption, the initial algebra structure $\alpha: F(A) \xlongequal{\cong} A$ is obtained on the colit $A$ of the $F^{n}(0)$ like (410). The functor $J: \mathbb{C} \rightarrow A$ is $(T)$ is left on the col hus preserves this colimit, see Exercise 4.63 . Hence in the Kleisli category $K \ell(T)$ we ob $\operatorname{tain} A=J(A)$ as colimit of the chain $J\left(F^{n}(0)\right)=K \ell(F)^{n}(J(0))=K \ell(F)^{n}(0)=F^{n}(0)$ This $\omega$-chain in $K(T)$ thus stats from the zero object 0 and can be described explicitly as:

The two maps written as $\perp$ are the unique map $0 \rightarrow F(0)$ obtained by initiality and the unique map $F(0) \rightarrow 0$ obtained by finality, like in (5.16). The maps $K \ell(F)^{n}(\perp): F^{n}(0) \rightarrow$ $F^{n+1}(0)$ are embeddings, since 0 is zero object (on the left below) and $\perp$ is least (on the right):



After applying $\mathcal{K} \ell(F)^{n}$ we obtain a chain of embeddings, by local monotonicity.

Thus, Proposition 5.3.3 applies and the colimit $A \in \mathcal{K \ell}(T)$ of the $\omega$-chain of embeddings $\mathcal{K l}(F)^{n}(\perp): F^{n}(0) \rightarrow F^{n+1}(0)$ in $(5.17)$ is also the limit of the chain of associated dings $K(F)^{n}(\perp): F^{n}(0) \rightarrow F^{n+1}(0)$ in $(5.17)$ is also the limit of the chain of associated | projections |
| :--- |
| $J\left(\alpha^{-1}\right): A \xlongequal{\mathcal{K}}(F)(A)$. |

The finality of $J\left(\alpha^{-1}\right): A \xlongequal{\cong} F(A)$ in $\mathcal{K \ell}(T)$ can also be proven directly, using the points (i)-(iv) listed in Proposition 5.3.3. For a coalgebra $c: X \rightarrow T F(X)$ in $\mathbb{C}$, that is, or a coalgebra $X \rightarrow \mathcal{K \ell}(F)(X)$ in $\mathcal{K \ell}(T)$ we obtain a map trace ${ }_{c}: X \rightarrow A$ in $\mathcal{K}(T)$ as join:

$$
\operatorname{trace}_{c}=\bigvee_{n \in \mathbb{N}} c_{n} ; \kappa_{n} \quad \text { where } \quad\left\{\begin{array}{r}
c_{0}=\perp: X \rightarrow 0=F^{0}(0) \\
c_{n+1}=c ; \operatorname{K\ell }(F)\left(c_{n}\right): X \rightarrow F(X) \rightarrow F^{n+1}(0),
\end{array}\right.
$$

and $\kappa_{n}: F^{n}(0) \rightarrow A$ form the colimit cone. This map satisfies $\operatorname{trace}_{c} ; \pi_{n}=c_{n}$, by construction, see Proposition 5.3 .3 (iv). We then get a commuting diagram in $\mathcal{K \ell}(T)$ :


Commutation is obtained by using that the projections $\pi_{n}=\kappa^{p}: A \rightarrow F^{n}(0)$ are jointly monic, see Proposition 5.33 (iii):

$$
\begin{aligned}
c ; \mathcal{K \ell}(F)\left(\operatorname{trace}_{c}\right) ; J(\alpha) ; \pi_{n} & =c ; \mathcal{K \ell}(F)\left(\operatorname{trace}_{c}\right) ; \mathcal{K \ell}(F)\left(\pi_{n-1}\right) \\
& =c ; \mathcal{K \ell}(F)\left(\operatorname{trace}_{c} ; \pi_{n-1}\right) \\
& =c ; \mathcal{K \ell}(F)\left(c_{n-1}\right) \\
& =c_{n} \\
& =\operatorname{trace}_{c} ; \pi_{n} .
\end{aligned}
$$

n a similar way one obtains uniqueness: assume a map $g: X \rightarrow A$ in $\mathcal{K}(T)$ satisfies $; \operatorname{K\ell }(F)(g)=g ; J\left(\alpha^{-1}\right)$. Then $g=$ trace $_{c}$ follows if $g ; \pi_{n}=$ trace $_{c} ; \pi_{n}$ holds for each . This is shown by induction on $n$, using that trace ${ }_{c} ; \pi_{n}=c_{n}$. The case $n=0$ is trivial and:

$$
\begin{aligned}
g ; \pi_{n+1} & =c ; \operatorname{K\ell }(F)(g) ; J(\alpha) ; \pi_{n+1} \\
& =c ; \operatorname{K\ell }(F)(g) ; \operatorname{K\ell }(F)\left(\pi_{n}\right) \\
& =c ; \operatorname{K\ell }(F)\left(g ; \pi_{n}\right) \\
& \stackrel{(\text { (H) })}{=} c ; \operatorname{K\ell }(F)\left(c_{n}\right) \\
& =c_{n+1} .
\end{aligned}
$$

This result requires that the lifted functor $\mathcal{K \ell}(F)$ is only locally monotone, instead of ocally continuous. The latter is a more common assumption in this setting; it leads to a slightly simpler proof, see Exercise 5.3.4
5.3.5. Example. The powerset monad $\mathcal{P}$ satisfies the assumptions of Theorem 5.3.4. An ther example is the lift monad $\mathcal{L}=1+(-)$ on Sets, where maps $f, X \rightarrow \mathcal{L}(Y)$ ar other example is the lift monad $\mathcal{L}=1+(-)$ on Sets, where maps $f, g: X \rightarrow \mathcal{L}(Y)$ are
ordered via the so-called flat order: $f \leq g$ iff $f(x)=y \in Y$ implies $g(x)=y$. A more ordered via the so-called flat order: $f \leq g$ iff $f(x)=y \in Y$ implies $g(x)=y$. A more
interesting example is obtained via the infinite subdistribution monad $\mathcal{D}_{\infty}^{\infty}$ on Sets. It involves $\varphi \in \mathcal{D}_{\leq 1}^{\infty}(X)$ given by $\varphi: X \rightarrow[0,1]$ satisfying $\sum_{x} \varphi(x) \leq 1$. Notice that there volves $\varphi \in \mathcal{D}_{\leq 1}^{\infty}$ ( is no given by $\varphi: X \rightarrow[0,1]$ satisfying $\sum_{x} \varphi(x) \leq 1$. Notice that there
in like in Exercise 4.1.7). Clearly, $\mathcal{D}_{<1}^{\infty}(0) \cong 1$. The resulting zero maps $\perp: X \rightarrow \mathcal{D}_{<1}^{\infty}(Y)$
in the Kleisli category are given by $\perp(x)(y)=0$. Subdistributions $\varphi, \psi \in \mathcal{D}_{\leq 1}^{\infty}(X)$ can be ordered pointwise: $\varphi \leq \psi$ iff $\varphi(x) \leq \psi(x)$ for all $x \in X$. This yields a dcpo, with $\perp$ as least element.
As functor $F$ : Sets $\rightarrow$ Sets we take $F(X)=1+(L \times X)$, like before, with initial algebra [nil, cons]: $F\left(L^{\star}\right) \cong L^{\star}$ given by lists of labels. There is a distributive law $\lambda: F\left(\mathcal{D}_{<1}^{\infty}(X)\right) \rightarrow \mathcal{D}_{\leq 1}^{\infty}(F(X))$ by Lemma 5.2.12, since the monad $\mathcal{D}_{<1}^{\infty}$ is commutative Explicitly, this $\lambda$ is given by:

$$
\lambda(*)(u)=\left\{\begin{array}{ll}
1 & \text { if } u=* \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad \lambda(a, \varphi)(u)= \begin{cases}\varphi(x) & \text { if } u=(a, x) \\
0 & \text { otherwise. }\end{cases}\right.
$$

The resulting lifting $\mathcal{K \ell}(F): \operatorname{K\ell }\left(\mathcal{D}_{<1}^{\infty}\right) \rightarrow \mathcal{K \ell}\left(\mathcal{D}_{<1}^{\infty}\right)$ sends a map $f: X \rightarrow \mathcal{D}_{<1}^{\infty}(Y)$ to the map $\mathcal{K} \ell(F)(f): 1+L \times X \rightarrow \mathcal{D}_{\leq 1}^{\infty}(1+L \times Y)$ given by:
$\mathcal{K} \ell(f)(*)(u)=\left\{\begin{array}{ll}1 & \text { if } u=* \\ 0 & \text { otherwise }\end{array}\right.$ and $\operatorname{K\ell }(F)(f)(a, x)(u)= \begin{cases}f(x)(y) & \text { if } u=(a, y) \\ 0 & \text { otherwise. }\end{cases}$ Theorem 5.3.4 now says that we have a final coalgebra $\eta \circ[\text { nil, cons }]^{-1}: L^{\star} \xlongequal{\leftrightharpoons} F\left(L^{\star}\right)$ in C $\left(\mathcal{D}_{\leq 1}^{\infty}\right)$. This will be illustrated via an example.
Assume our state space $X$ consists of an urn containing black, white and red balls. Thus $X$ can be described as the set of multisets $\mathcal{M}_{\mathbb{N}}(3)=\{\varphi: 3 \rightarrow \mathbb{N} \mid \operatorname{supp}(\varphi)$ is finite $\} \cong$ , where $3=\{\mathrm{B}, \mathrm{W}, \mathrm{R}\}$ is the thee-element set or balls. A typical state $\varphi \in \mathcal{M}_{\mathbb{N}}(3)$ has describe the number of balls of each colour We write $\|\varphi\|=\varphi(\mathrm{B})+\varphi(\mathrm{W})+\varphi(\mathrm{R})$ for the tal number of balls, and $\varphi-\mathrm{B} \in \mathcal{M}_{(3)}$ for the multiset with one black ball remove (if any). Formally,

$$
(\varphi-\mathrm{B})(\mathrm{B})=\left\{\begin{array}{lll}
\varphi(\mathrm{B})-1 & \text { if } \varphi(\mathrm{B})>0 & (\varphi-\mathrm{B})(\mathrm{W})=\varphi(\mathrm{W}) \\
0 & \text { otherwise } & (\varphi-\mathrm{B})(\mathrm{R})=\varphi(\mathrm{R})
\end{array}\right.
$$

The multisets $\varphi-\mathrm{W}$ and $\varphi-\mathrm{R}$ are defined similarly.
Taking out a ball constitutes a transition. The probability that you take a certain colour is determined by the relative multiplicities: the balls are taken blindly; they cannot be chosen. If a black or white ball is taken out, a next ball may be picked, but the process stops with a red ball. All this is formalised via a coalgebra

$$
\begin{aligned}
& X \longrightarrow \mathcal{D}_{\leq 1}^{\infty}(1+3 \times X) \\
& \varphi \longmapsto \frac{\varphi(\mathrm{B})}{\|\varphi\|}(\mathrm{B}, \varphi-\mathrm{B})+\frac{\varphi(\mathrm{W})}{\|\varphi\|}(\mathrm{W}, \varphi-\mathrm{W})+\frac{\varphi(\mathrm{R})}{\|\varphi\|} *
\end{aligned}
$$

where $\varphi \in X=\mathcal{M}_{\mathbb{N}}(3)$ is a multiset of coloured balls, representing the contents of the urn. Notice that in order to describe this coalgebra we could have use the monad $\mathcal{D}$ of ordinary distributions instead of $\mathcal{D}_{\leq 1}^{\infty}$. However, a finite system may have infinitely many traces, which can be modelled only via $\mathcal{D}_{\leq 1}^{\infty}$.
Theorem 5.3 .4 now gives a coalgebra map trace ${ }_{c}: X \rightarrow \mathcal{D}_{\leq 1}^{\infty}\left(3^{\star}\right)$ in the Kleisli cate gory $\mathcal{K}\left(\mathcal{D}_{\leq 1}^{\infty}\right)$. For a filled urn $\varphi \in X$, this map $\operatorname{trace}_{c}(\varphi)$ gives a probability distribution over sequences of (consecutive) balls, described as elements of the set $3^{\star}=\{B, W, R\}^{\star}$ For a specific sequence $\sigma$ of (white and black) balls $\operatorname{trace}_{c}(\varphi)(\sigma)$ gives the probability of consecutively taking the balls in $\sigma$, until a red ball appears. The finality diagram in $\mathcal{K}\left(\mathcal{D}_{\leq 1}^{\infty}\right)$ ) precisely captures how to compute these probabilities. This diagram in $\mathcal{K \ell}\left(\mathcal{D}_{\leq 1}^{\infty}\right)$ is:

## Commutation says

$\operatorname{trace}_{c}(\varphi)(\sigma)=\left(c ; \mathcal{K \ell}(F)\left(\operatorname{trace}_{c}\right) ; J(\alpha)\right)(\varphi)(\sigma)$
$=\sum_{u \in 1+3 \times X} \sum_{v \in 1+3 \times 3^{*}} c(\varphi)(u) \cdot \mathcal{K \ell}(F)\left(\operatorname{trace}_{c}\right)(u)(v) \cdot J(\alpha)(v)(\sigma)$
$= \begin{cases}c(\varphi)(*) & \text { if } \sigma=\mathrm{nil} \\ c(\varphi)(C, \varphi-C) \cdot \operatorname{trace}_{c}(\varphi-C)\left(\sigma^{\prime}\right) & \text { if } \sigma=\operatorname{cons}\left(C, \sigma^{\prime}\right)\end{cases}$
$= \begin{cases}\frac{\varphi(\mathrm{R})}{\|\varphi\|} & \text { if } \sigma=\operatorname{nil} \\ \frac{\varphi(\mathrm{B})}{\| \| \|} \cdot \operatorname{trace}_{c}(\varphi-\mathrm{B})\left(\sigma^{\prime}\right) & \text { if } \sigma=\operatorname{cons}\left(\mathrm{B}, \sigma^{\prime}\right) \\ \frac{\varphi(\mathrm{W})}{\|\varphi\|} \cdot \operatorname{trace}_{c}(\varphi-\mathrm{W})\left(\sigma^{\prime}\right) & \text { if } \sigma=\operatorname{cons}\left(\mathrm{W}, \sigma^{\prime}\right) \\ 0 & \text { if } \sigma=\operatorname{cons}\left(\mathrm{R}, \sigma^{\prime}\right) .\end{cases}$

Thus, for instance, if we start with a state/urn $\varphi=3 \mathrm{~B}+2 \mathrm{~W}+1 \mathrm{R}$, then the probability of trace (B, W, B, B) can be calculated as

$$
\begin{aligned}
& \operatorname{trace}_{c}(3 \mathrm{~B}+2 \mathrm{~W}+1 \mathrm{R})(\langle\mathrm{B}, \mathrm{~W}, \mathrm{~B}, \mathrm{~B}\rangle) \\
& =\frac{3}{6} \cdot \operatorname{trace}_{c}(2 \mathrm{~B}+2 \mathrm{~W}+1 \mathrm{R})(\langle\mathrm{W}, \mathrm{~B}, \mathrm{~B}\rangle) \\
& =\frac{3}{6} \cdot \frac{2}{5} \cdot \operatorname{trace}_{c}(2 \mathrm{~B}+1 \mathrm{~W}+1 \mathrm{R})(\langle\mathrm{B}, \mathrm{~B}\rangle) \\
& =\frac{3}{6} \cdot \frac{2}{5} \cdot \frac{2}{4} \cdot \operatorname{trace}_{c}(1 \mathrm{~B}+1 \mathrm{~W}+1 \mathrm{R})(\langle\mathrm{B}\rangle) \\
& =\frac{3}{6} \cdot \frac{2}{5} \cdot \frac{2}{4} \cdot \frac{1}{3} \cdot \operatorname{trace}_{c}(1 \mathrm{~W}+1 \mathrm{R})(\langle \rangle) \\
& =\frac{3}{6} \cdot \frac{2}{5} \cdot \frac{2}{4} \cdot \frac{1}{3} \cdot \frac{1}{2} \\
& =\frac{1}{60} .
\end{aligned}
$$

.3.6. Example. Our next illustration again uses the subdistribution monad $\mathcal{D}_{\leq 1}^{\infty}$. It shows how an unfair coin can be simulated by two fair ones. This is based on [283, 284]. Conside he coalgebra $c: 2 \rightarrow \mathcal{D}_{\leq 1}^{\infty}(\{\mathrm{H}, \mathrm{T}\}+2)$, with two-element state space $2=\{0,1\}$, described in the following diagram


Explicitly, this coalgebra $c$ can be described on the state space 2 via convex sums

$$
c(0)=\frac{1}{2} \mathrm{H}+\frac{1}{2} 1 \quad \text { and } \quad c(1)=\frac{1}{2} \mathbf{T}+\frac{1}{2} 0 .
$$

解 initial $F$-algebra is $\mathbb{N} \times\{\mathrm{H}, \mathrm{T}\}$, with structure map:

$$
\{\mathbf{H}, \mathbf{T}\}+\mathbb{N} \times\{\mathbf{H}, \mathbf{T}\} \xrightarrow{\alpha} \cong \mathbb{N} \times\{\mathbf{H}, \mathbf{T}\} \quad \text { given by } \quad\left\{\begin{array}{c}
\alpha(\mathbf{A})=(0, \mathbf{A}) \\
\alpha(n, \mathbf{A})=(n+1, \mathbf{A}),
\end{array}\right.
$$

where $A \in\{H, T\}$.
The theory described above now yields a trace map by finality in the Kleisli category. tis of the form:

$$
2 \xrightarrow{\operatorname{trace}_{c}} \mathcal{D}_{\leqslant 1}^{\infty}(\mathbb{N} \times\{\mathrm{H}, \mathrm{~T}\}),
$$

## given by the infinite convex sums

$$
\begin{aligned}
\operatorname{trace}_{c}(0) & =\frac{1}{2}(0, \mathbf{H})+\frac{1}{4}(1, \mathbf{T})+\frac{1}{8}(2, \mathbf{H})+\frac{1}{16}(3, \mathbf{T})+\cdots \\
& =\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+1}}(2 n, \mathbf{H})+\frac{1}{2^{2 n+2}}(2 n+1, \mathbf{T})
\end{aligned}
$$

$\operatorname{trace}_{c}(1)=\frac{1}{2}(0, \mathbf{T})+\frac{1}{4}(1, \boldsymbol{H})+\frac{1}{8}(2, T)+\frac{1}{16}(3, \boldsymbol{H})+$

$$
=\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+1}}(2 n, \mathrm{~T})+\frac{1}{2^{2 n+2}}(2 n+1, \mathrm{H})
$$

A summand like $\frac{1}{8}(2, \mathrm{H})$ in trace $(0)$ represents the probability of $\frac{1}{8}$ of getting outcome H via 2 transitions, starting in state 0
We can add all this summands with the same coin together, by applying the second projection $\pi_{2}: \mathbb{N} \times\{\mathrm{H}, \mathrm{T}\} \rightarrow\{\mathrm{H}, \mathrm{T}\}$ to these sums. The resulting composite map:

$$
\text { unfair-coin }=\left(2 \xrightarrow{\operatorname{trace}_{c}} \mathcal{D}_{\leq 1}^{\infty}(\mathbb{N} \times\{\mathrm{H}, \mathrm{~T}\}) \xrightarrow{\mathcal{D}_{\leq 1}^{\infty}\left(\pi_{2}\right)} \mathcal{D}_{\leq 1}^{\infty}(\{\mathrm{H}, \mathrm{~T}\})\right)
$$

s given by:

$$
\begin{aligned}
& \text { unfair-coin }(0)=\left(\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+1}}\right) \mathrm{H}+\left(\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+2}}\right) \mathrm{T}=\frac{2}{3} \mathrm{H}+\frac{1}{3} \mathrm{~T} \\
& \text { unfair-coin }(1)=\left(\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+1}}\right) \mathrm{T}+\left(\sum_{n \in \mathbb{N}} \frac{1}{2^{2 n+2}}\right) \mathrm{H}=\frac{2}{3} \mathrm{~T}+\frac{1}{3} \mathrm{H} .
\end{aligned}
$$

For these last step we use the familiar equation $\sum_{n} a^{n}=\frac{1}{1-a}$ if $|a|<1$, for instance in:

$$
\sum_{n} \frac{1}{2^{2 n+1}}=\frac{1}{2} \sum_{n}\left(\frac{1}{2}\right)^{2 n}=\frac{1}{2} \sum_{n}\left(\frac{1}{4}\right)^{n}=\frac{1}{2} \cdot \frac{1}{1-\frac{1}{4}}=\frac{1}{2} \cdot \frac{4}{3}=\frac{2}{3} .
$$

The initial algebra $\mathbb{N} \times\{\mathrm{H}, \mathrm{T}\}$ can be described more abstractly as a copower $\mathbb{N} \cdot\{\mathrm{H}, \mathrm{T}\}$ The second projection $\pi_{2}$ used above then becomes a codiagonal $\nabla: \mathbb{N} \cdot\{\mathrm{H}, \mathrm{T}\} \rightarrow\{\mathrm{H}, \mathrm{T}\}$ This description is used in [233], where a "monoidal trace operator" in a Kleisli category is constructed from coalgebraic traces. This monoidal trace can thus be used to compute the outcome of the unfair coin directly. Alternatively, like in [284] one can use recursive coalgebras, see [87, 20].
Finally, we briefly return to the transition system example that we used in the beginning of this section.
5.3.7. Remarks. For the special case of transition systems $X \rightarrow \mathcal{P} F(X)=\mathcal{P}(1+(L \times$ $X)$ ) involving the powerset monad, there are two alternative ways to obtain its trace seman tics: one via determinisation, and one via logical interpretation. We briefly review these constructions.
(i) As already noted-for instance in Exercise 2.2.3-a transition system $X \rightarrow \mathcal{P}(1+$ $(L \times X)$ ) can also be viewed as a non-deterministic automaton $\langle\delta, \varepsilon\rangle: X \rightarrow \mathcal{P}(X)^{L} \times 2$ As such it may be "determinised" into an automaton $\left\langle\delta^{\prime}, \varepsilon^{\prime}\right\rangle: \mathcal{P}(X) \rightarrow \mathcal{P}(X)^{L} \times 2$ via the standard definitions:

$$
\delta^{\prime}(U)(a)=\bigcup\{\delta(x)(a) \mid x \in U\} \quad \varepsilon^{\prime}(U)=1 \Longleftrightarrow \exists x \in U . \varepsilon(x)=1,
$$

See also [393] and Exercise 5.2.6. Since $\mathcal{P}\left(L^{\star}\right)$ is the final deterministic automaton, see Corollary 2.3.6 (ii), we obtain a unique coalgebra homomorphism $h: \mathcal{P}(X) \rightarrow \mathcal{P}\left(L^{\star}\right)$, The trace map $X \rightarrow \mathcal{P}\left(L^{\star}\right)$ is then $h \circ\{-\}$. This approach is elaborated in Exam ple 5.4.12 (i), and also in [250].
(ii) The logically oriented approach uses the fact that the set $\mathcal{P}(X)$ of predicates on the state space of our non-deterministic automaton $\langle\delta, \varepsilon\rangle: X \rightarrow \mathcal{P}(X)^{L} \times 2$ arries elementary logical structure, in the form of an algebra for the functor $F=1+(L \times-)$. Indeed, there logical structure, in the form of an algebra for the functor $F=1+(L \times-)$. Indeed, there
is an algebra $[\varepsilon, \neg \cap \neg]: F(\mathcal{P}(X)) \rightarrow \mathcal{P}(X)$ given by $\varepsilon: 1 \rightarrow \mathcal{P}(X)$ as a subset of final is an algebra $\varepsilon, \neg \bigcirc \neg: F(\mathcal{P}(X)) \rightarrow \mathcal{P}(X)$ given by $\varepsilon: 1 \rightarrow \mathcal{P}(X)$ as a subset of final
states, and by a labelled (strong) nexttime $\neg \bigcirc \neg: L \times \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ operator. It maps a air $(a, P) \in L \times \mathcal{P}(X)$ to the predicate $\neg \bigcirc \neg(a, P)$, commonly written as $\neg \mathrm{O}_{a} \neg(P)$, given by:

$$
\neg \bigcirc_{a} \neg(P)=\left\{x \in X \mid \exists x^{\prime} \in X . x \xrightarrow{a} x^{\prime} \wedge P\left(x^{\prime}\right)\right\} .
$$

By initiality of $L^{\star}$ we then obtain an algebra homomorphism $\ell: L^{\star} \rightarrow \mathcal{P}(X)$. The adjuncBy initiality of $L^{\star}$ we then obtain an algebra homomorphism $\ell: L^{\star} \rightarrow \mathcal{P}(X)$. The adjunc-
tion Sets ${ }^{\circ p} \leftrightarrows$ Sets from Exercise 2.5.2 now yields the trace map $X \rightarrow \mathcal{P}\left(L^{\star}\right)$. This $\underset{\text { tion Sets }{ }^{\circ \rho \mathrm{P}} \leftrightarrows \text { Sets from Exercise } 2.5 .2 \text { now yields the trace map } X \rightarrow \mathcal{P}\left(L^{\star}\right) \text {. This }}{\text { second approach fits in the "testing" framework of [346] and uses coalgebraic modal logic, }}$ see Section 6.5 for a more general account.

The trace semantics that we have described in this section induces a new type of equivance on states (of suitable coalgebras), namely trace equivalence, given by the relation $\{(x, y) \mid \operatorname{trace}(x)=\operatorname{trace}(y)\}$. Exercise 5.3.5 below shows that bisimilarity implies trace equivalence, but not the other way around.

## Exercises

5.3.1. Suppose we have a monad $T: \mathbb{C} \rightarrow \mathbb{C}$ that satisfies $T(0) \cong 0$ and $T(1) \cong 1$. Use Exercise 5.2.8 to transform $T$ into a monad $T^{\prime}=T(1+(-))$ that satisfies $T^{\prime}(0) \cong 1$, as needed in Theorem 5.3.4
This transformation trick applies for instance to the ordinary distribution monad $\mathcal{D}$; a nonrivial dcpo structure on these discrete distributions in $\mathcal{D}(X)$ is described in [98].]
5.3.2. Consider the alphabet $\{a, b\}$ with two non-terminals $V, W$ and productions:

$$
V \longrightarrow a \cdot V \quad V \longrightarrow W \quad W \longrightarrow b \cdot W \cdot a \quad W \longrightarrow\rangle .
$$

(i) Describe this CFG as a coalgebra $X \rightarrow \mathcal{P}(F X)$ with state space $X=\{V, W\}$ and functor $F=((-)+\{a, b\})^{*}$.
(ii) Check that the unparsed language generated by $V$ is the set $\left\{a^{n} b^{m} a^{m} \mid n, m \in \mathbb{N}\right\}$.
(iii) Consider the parsed language map trace $g: X \rightarrow\{a, b\}^{\triangle}$ from Example 5.3.2 and show that a term $t \in \operatorname{trace}_{g}(V)$ can be drawn as a tree:

5.3.3. (i) Define a function $L^{\Delta} \rightarrow L^{\star}$ that maps parsed words to "flat" words by initiality.

Prove that this function is a split epi. (ii) Prove that the assignment $L \mapsto L^{\Delta}$ is functorial, and that the mapping $L^{\Delta} \rightarrow L^{\star}$ (ii) Prove that the assignment $L \mapsto L^{\triangle}$
from (i) form a natural transformation.
(iii) Let $L^{\wedge}$ be the final coalgebra of the functor $X \mapsto(X+L)^{\star}$ from Example 5.3.2 ii) Let $L^{\wedge}$ be the final coalgebra of the functor $X \mapsto(X+L)^{\star}$ from Example 5.3.2. It consists of both the finite and infinite parsed words. Define a map $L^{\Delta} \rightarrow L^{\wedge}$ and show that it is injective.
This gives the following fundamental span of languages $L^{\star} \leftrightarrow L^{\Delta} \hookrightarrow L^{\wedge}$. The three preserve the monad structure, see [190]].]
5.3.4. Consider the situation as described in Theorem 5.3.4, but with the stronger assumption that the lifted functor $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K} \ell(T)$ is locally continuous. This means that directed the lifted functor $\mathcal{K \ell}(F): \mathcal{K} \ell(T) \rightarrow \mathcal{K} \ell(T)$ is locally continuous. This means that directed
joins in homsets are preserved: $\mathcal{K} \ell(F)\left(\bigvee_{i} f_{i}\right)=\bigvee_{i} \mathcal{K}(F)\left(f_{i}\right)$. Check that under this joins in homsets are preserved: $\mathcal{K}(F)\left(V_{i} f_{i}\right)=V_{i} \mathcal{K}(F)\left(f_{i}\right)$. Check that under this
assumption the proof of Theorem 5.3.4 can be simplified in the following manner. For an initial $F$-algebra $\alpha: F(A) \xlongequal{\cong} A$ and a coalgebra $c: X \rightarrow \mathcal{K \ell}(F)(X)$, consider the following two operators on Kleisli homsets:
$\operatorname{K\ell }(T)(A, A) \xrightarrow{\Phi} \operatorname{K\ell }(T)(A, A)$
$\mathcal{K \ell}(T)(X, A) \xrightarrow{\Psi} \mathcal{K \ell}(T)(X, A)$
$g \longmapsto J\left(\alpha^{-1}\right) ; \mathcal{K \ell}(F)(g) ; J(\alpha)$

$$
h \longmapsto c ; \operatorname{K\ell }(F)(h) ; J(\alpha) .
$$

(i) Prove that both $\Phi$ and $\Psi$ are continuous
(ii) Prove that the least fixed point $g=\operatorname{fix}(\Phi)=\bigvee_{n \in \mathbb{N}} \Phi^{n}(\perp)$ is a map of algebras $J(\alpha) \rightarrow J(\alpha)$. Conclude $g=$ id from Proposition 5.2.6.
(iii) Check that the least fixed point $h=$ fix $(\Psi)=\bigvee_{n \in \mathbb{N}} \Psi^{n}(\perp)$ is a map of coalgebras $c \rightarrow J\left(\alpha^{-1}\right)$.
(iv) Prove that this $h$ is the unique such map.
[Hint. Use that if $h^{\prime}$ is also such a coalgebra map, then $h^{\prime} ; \Phi^{n}(\perp)=\Psi^{n}(\perp)$.]
5.3.5. Assume two coalgebras $c: X \rightarrow \mathcal{P} F(X)$ and $d: Y \rightarrow \mathcal{P} F(Y)$, where $F$ : Sets $\rightarrow$ Sets preserves weak pullbacks and has an initial algebra $F(A) \xlongequal{\Rightarrow} A$ (like in Theorem 5.3.1). (i) Assume $f: X \rightarrow Y$ is a homomorphisms (of $\mathcal{P} F$-coalgebras). Prove that $f$; trace $_{d}=$ trace $_{c}: X \rightarrow A$ in $\mathcal{K L}(\mathcal{P})$.
(ii) Conclude that bisimilarity is included in trace equivalence:

$$
x_{c} \overleftrightarrow{Щ}_{d} y \Longrightarrow \operatorname{trace}_{c}(x)=\operatorname{trace}_{d}(y) .
$$

(iii) Check that the reverse implication ( $\Longleftarrow$ ) in (ii) does not hold, for instance via the following two pictures.

5.4 Eilenberg-Moore categories and distributive laws

This section introduces the category $\mathcal{E M}(T)$, called the Eilenberg-Moore category, for a monad or comonad $T$. Its objects are algebras or coalgebras of $T$, but with some additional requirements. These requirements make them different from coalgebras of a functor.
5.4.1. Definition. Given a monad $T=(T, \eta, \mu)$ on a category $\mathbb{C}$, see Definition 5.1.1, one defines an algebra of this monad as an algebra $\alpha: T(X) \rightarrow X$ of the functor $T$ satisfying two additional requirements, expressed via the diagrams:


We shall write $\mathcal{E M}(T)=\mathcal{E M}(T, \eta, \mu)$ for the category with such monad-algebras a objects. The morphisms are the same as homomorphisms of functor-algebras: a morphism from $\alpha: T(X) \rightarrow X$ to $\beta: T(Y) \rightarrow Y$ is a map $f: X \rightarrow Y$ in $\mathbb{C}$ with $\beta \circ T(f)=f \circ \alpha$.

Similarly, for a comonad $S=(S, \varepsilon, \delta)$ a coalgebra is a coalgebra $\alpha: X \rightarrow S(X)$ of he functor $S$ satisfying:


We write $\mathcal{E M}(S)=\mathcal{E M}(S, \varepsilon, \delta)$ for this category of comonad coalgebras, with homomorhisms given by ordinary coalgebra homomorphisms.

There is ample room for confusion at this stage. First of all the same notation $\mathcal{E M}(T)$ used for both a category of algebras, if is a monad, and for a category of coalgebras, if $T$ is a comonad. The context should make clear which option is intended. What might help a bit is that we generally use the letter $I$ for a monad and $S$ for a comonad. Notice, by the way, that for Kleisli categories we have the same overloading of notation.
Next, 'algebra' or 'coalgebra' may be used both for a functor-in which case it is just map of a certain form-and for a (co)monad; in the latter case such a map should satisfy additional equations, as described in (5.18) and (5.19) above. In order to emphasise what is intended we sometimes explicitly speak of a functor algebra or of a monad algebra Eilenberg-Moore algebra-and similarly, we can have a functor coalgebra and a comonad oalgebra / Eilenberg-Moore coalgebra

Recall that we use the notation $\operatorname{Alg}(F)$ and $\operatorname{CoAlg}(F)$ for the categories of algebras and coalgebras of a functor $F$. They are related to categories $\mathcal{E M}(-)$ of Eilenberg-Moore algebras and coalgebras via two full and faithful (horizontal) functors in commuting triangles:


Here, $T$ is a monad and $S$ is a comonad. In writing $\operatorname{Alg}(T)$ and $\operatorname{CoAlg}(S)$ we consider them as ordinary functors, forgetting about their (co)unit and (co)multiplication.
5.4.2. Lemma. Assume a monad $T$ and a comonad $S$ on a category $\mathbb{C}$. The obvious for setful functors have left and right adjoints:

$$
\begin{gather*}
\mathcal{E M}(T)  \tag{S}\\
\mathcal{F}\left(-\downarrow \downarrow_{\mathbb{C}}\right.
\end{gather*}
$$

comultiplication:

$$
\mathcal{F}(X)=\left(\begin{array}{c}
T^{2}(X) \\
\downarrow \mu_{X} \\
T(X)
\end{array}\right) \quad \text { and } \quad \mathcal{G}(Y)=\left(\begin{array}{c}
S^{2}(Y) \\
\uparrow \delta_{Y} \\
S(Y)
\end{array}\right) .
$$

hese adjunctions give rise to a comonad on the category $\mathcal{E M}(T)$ of algebras, and to a monad on the category $\mathcal{E M}(S)$ of coalgebras, see Exercise 5.4.8.
Also the Kleisli categories can be embedded full and faithfully in Eilenberg-Moore categories, via commuting triangles:


Recall that maps in Kleisli categories are used to represent computations. Through the full and faithful embeddings into Eilenberg-Moore these computations can also be studied, between free algebras or cofree coalgebras, in richer universes, with more categorical structure, see Lemma 5.4.5 and Proposition 5.4.6 below.

Proof. We shall sketch the proof for the comonad case. The monad case is dual. For an ar bitrary comonad coalgebra $\alpha: X \rightarrow S(X)$ we have to produce a bijective correspondence:


It is given as follows.

- For a map of coalgebras $f: X \rightarrow S(Y)$ take $\bar{f}=\varepsilon \circ f: X \rightarrow Y$
- For an ordinary map $g: X \rightarrow Y$ in $\mathbb{C}$ take $\bar{g}=S(g) \circ \alpha: X \rightarrow S(Y)$. It is a map of coalgebras since:

$$
\begin{array}{rlrl}
S(\bar{g}) \circ \alpha & =S^{2}(g) \circ S(\alpha) \circ \alpha & \\
& =S^{2}(g) \circ \delta \circ \alpha & & \text { see }(5.19) \\
& =\delta \circ S(g) \circ \alpha & & \text { by naturality of } \delta \\
& =\delta \circ \bar{g} . & &
\end{array}
$$

These transformations are each other's inverse-i.e. $\overline{\bar{f}}=f$ and $\overline{\bar{g}}=g$-via the coalgebra aws (5.19).
The functor $\mathcal{K \ell}(S) \rightarrow \mathcal{E M}(S)$ is on objects $Y \mapsto \mathcal{G}(Y)$. A Kleisli map $f: Y \rightarrow Z$, where $f: S(Y) \rightarrow Z$ in $\mathbb{C}$ yields $S(f) \circ \delta: S(Y) \rightarrow S(Z)$. We skip the proof that this is Take $f=\varepsilon \circ g: S(Y) \rightarrow Z$ Then: Take $f=\varepsilon \circ g: S(Y) \rightarrow Z$. Then:

$$
S(f) \circ \delta=S(\varepsilon) \circ S(g) \circ \delta=S(\varepsilon) \circ \delta \circ g=g .
$$

We turn to examples of Eilenberg-Moore categories. It may happen that quite a few details have to be checked to verify that a certain category is (isomorphic to) an EilenbergMoore category. We sketch only the essentials of the various constructions. In Theoegories via specifications (algebras or coalgebras with assertions) In generg-Moore cat egories Eilenberg-Moore alge
5.4.3. Examples. (i) For a monoid $M=(M, 1, \cdot)$ there is an associated monad $M \times$ $(-)$ : Sets $\rightarrow$ Sets, see Example 5.1.3 (v) and also Exercise 5.1.7. Recall that the unit is $\eta(x)=(1, x)$ and the multiplication $\mu(m, k, x)=(m \cdot k, x)$. An Eilenberg-Moore algebra $\alpha: M \times X \rightarrow X$ is given by a set $X$ with this operation $\alpha$. It corresponds to a monoid action, since the equations (5.18) amount to:

$$
\alpha(1, x)=x \quad \alpha(m, \alpha(k, x))=\alpha(m \cdot k, x) .
$$

Usually such an action is written as a dot, like in a scalar multiplication:

$$
1 \bullet x=x
$$

$$
m \bullet(k \bullet x)=(m \cdot k) \bullet x,
$$

where $m \bullet x=\alpha(m, x)$. It is easy to see that homomorphisms of algebras, that is, maps in $\mathcal{E M}(M \times-)$, correspond to scalar product preserving functions $f$, satisfying $f(m \bullet x)=$ $m \bullet f(x)$.
(ii) For a semiring $S$ we have the multiset monad $\mathcal{M}_{S}$, see Lemma 5.1.5. An algebra $\alpha: \mathcal{M}_{S}(X) \rightarrow X$ forms a clever encoding of both a scalar multiplication $\bullet$ and a commu tative monoid structure $(0,+)$ on $X$. This structure can be extracted from $\alpha$ as follows.

$$
\begin{aligned}
0 & =\alpha(0) & & \text { where } 0 \in \mathcal{M}_{S}(X) \text { on the right hand side is the empty multise } \\
x+y & =\alpha(1 x+1 y) & & \text { where } 1 x=\eta(x) \in \mathcal{M}_{S}(X) \text { is the singleton multiset }
\end{aligned}
$$

$s \bullet x=\alpha(s x)$.
These operations turn $X$ into a module over the semiring $S$. As illustration, we check the zero law for the monoid structure. It involves translating the required equality into one of he algebra laws (5.18):

$$
\begin{aligned}
x+0=\alpha(1 x+10) & \stackrel{(5.18)}{=} \alpha(1 \alpha(1 x)+1 \alpha(0)) \\
& =\alpha\left(\mathcal{M}_{S}(\alpha)(1(1 x)+10)\right) \\
& \stackrel{(5.18)}{=} \alpha(\mu(1(1 x)+10))=\alpha(1 x)=x .
\end{aligned}
$$

Conversely, if $Y$ is a module over $S$, then we can define an algebra structure $\beta: \mathcal{M}_{S}(Y) \rightarrow$ $Y$ by

$$
\beta\left(s_{1} y_{1}+\cdots+s_{n} y_{n}\right)=s_{1} \bullet y_{1}+\cdots+s_{n} \bullet y_{n} .
$$

Notice that the sum on the left is a formal sum (multiset) in $\mathcal{M}_{S}(Y)$, whereas the sum on the right is an actual sum, in the module $Y$. It is not hard to see that algebra map correspond to module maps, preserving scalar multiplication and sums. Thus we have:
$\mathcal{E M}\left(\mathcal{M}_{S}\right) \cong \operatorname{Mod}_{S}, \quad$ where $\operatorname{Mod}_{S}$ is the category of modules over the semiring $S$.
Some special cases are worth mentioning:
$\operatorname{Mod}_{N} \cong \mathrm{CMon}$
$\operatorname{Mod}_{\mathbb{Z}} \cong \mathrm{Ab}$
$\operatorname{Mod}_{K} \cong \operatorname{Vect}_{K}$
the category of commutative monoids
the category of commutative/Abelian groups
the category of vector spaces over a field $K$.

We see that monads and their algebras give a uniform description of these mathematical tructures.

The distribution monad $\mathcal{D}$ is similar to the multiset monad, but its algebras are quite ffferent. They are convex sets, where each formal cowex combination $\sum_{i} r_{i} x_{i}$ with $r_{i} \in[0,1]$ satisfying $\sum_{i} r_{i}=1$, has an actual sum, see [403, 404, 232].
(iii) Algebras $\alpha: \mathcal{P}(X) \rightarrow X$ of the powerset monad encode complete lattice structure on the set $X$. For an arbitrary subset $U \subset X$ one defines:

$$
\bigvee U=\alpha(U) \in X
$$

This is the join wrt. an order on $X$ defined as $x \leq y$ iff $y=x \vee y=\bigvee\{x, y\}=\alpha(\{x, y\})$, This is a partial order. Reflexivity $x \leq x$ holds because $\alpha(\{x, x\})=\alpha(\{x\})=x$, since the ingleton map is the unit of the powerset monad, see Example 5.1.3 (i). Antisymmetry is trivial, and for transitivity one proceeds as follows. If $x \leq y$ and $y \leq z$, that is $\alpha(\{x, y\})=$
$y$ and $\alpha(\{y, z\})=z$, then $x \leq z$ since:

$$
\begin{aligned}
\alpha(\{x, z\}) & =\alpha(\{\alpha(\{x\}), \alpha(\{y, z\})) \\
& =\alpha(\mathcal{P}(\alpha)(\{\{x\},\{y, z\}\})) \\
& \stackrel{(5.18)}{=} \alpha(\bigcup\{\{x\},\{y, z\}\}) \\
& =\alpha(\{x, y, z\}) \\
& \stackrel{(5.18)}{=} \alpha(\bigcup\{\{x, y\},\{z\}\}) \\
& =\alpha(\mathcal{P}(\alpha)(\{\{x, y\},\{z\}\})) \\
& =\alpha(\{\alpha(\{x, y\}), \alpha(\{z\})) \\
& =\alpha(\{y, z\}) \\
& =z .
\end{aligned}
$$

Similarly one can prove $\forall x \in U . x \leq y$ iff $\bigvee U \leq y$. Conversely, each complete lattice $L$ forms a $\mathcal{P}$-algebra $\mathcal{P}(L) \rightarrow L$ via $U \stackrel{\bigvee}{\mapsto}$. Algebra maps correspond to $\bigvee$-preserving (aka. linear) maps. Thus we have an isomorphism

$$
\mathcal{E M}(\mathcal{P}) \cong \mathbf{C L}, \quad \text { the category of complete lattices and linear maps. }
$$

In a similar manner one can show that:
$\mathcal{E M}\left(\mathcal{P}_{\text {fin }}\right) \cong \mathbf{J S L}, \quad$ the category of join semi-lattices and join-preserving maps.
In such join semilattices one only has finite joins $(\perp, \vee)$. The situation for meet semilattices is described in Exercise 5.4.6.
(iv) On the category PoSets one can define the ideal monad Idl. An ideal in a poset $X=(X, \leq)$ is a directed downset $I \subseteq X$; thus, $I$ is non-empty and satisfies:

- if $x \leq y \in I$ then $x \in I$;
- if $y, y^{\prime} \in I$, then there is an element $x \in I$ with $y \leq x$ and $y^{\prime} \leq x$

We write $\operatorname{Idl}(X)$ for the poset of ideals in $X$, ordered by inclusion. The mapping $X \vdash$ $\mathrm{dl}(X)$ forms a monad on PoSets, with unit $\eta: X \rightarrow \operatorname{Idl}(X)$ given by $\eta(x)=\downarrow x=\{y \in$ $X \mid y \leq x\}$. Union is multiplication. Like in the previous point, algebras $\operatorname{Idl}(X) \rightarrow X$ for this monad are supremum maps. Since they are defined for directed (down)sets only, they turn the set $X$ into a directed complete partial order (dcpo). Thus:
$\mathcal{E} \mathcal{M}(\mathrm{Idl}) \cong$ Dcpo, the category of dcpos and continuous maps.
(v) Most of our examples of comonad coalgebras appear in the next chapter, as coalgebras satisfying certain assertions. We shall consider one example here. A coalgebra $f: X \rightarrow X$. The coalgebra is then given by $c(x)=\left\langle x, f(x), f^{2}(x), f^{3}(x), \ldots\right\rangle$. The rea$f: X \rightarrow X$. The coalgebra is then given by $c(x)=\left\langle x, f(x), f^{2}(x), f^{3}(x), \ldots\right\rangle$. The rea-
son is that such a coalgebra can be identified with a map of monoids $c^{\prime}: \mathbb{N} \rightarrow X^{X}$. Hence it is determined by the function $f=c^{\prime}(1): X \rightarrow X$.
More generally, for a monoid $M$ we know that the functor $M \times(-)$ is a monad, by Example 5.1.3 (v), and also that $(-)^{M}$ is a comonad, by Exercise 5.1.10. In that case it can be shown that there is a bijective correspondence:

$$
\xlongequal[\text { monoid maps } M \longrightarrow X^{M}]{\stackrel{\text { coalgebras } X \longrightarrow X}{\text { algebras } M \times X \longrightarrow X^{X}}}
$$

The structure of categories of Eilenberg-Moore coalgebras is investigated systematically in $[258,259]$.

We continue with some basic categorical facts. Eilenberg-Moore categories inherit limits (for algebras) and colimits (for coalgebras) from the underlying categories. This is the same as for functor (co)algebras.
5.4.4. Lemma. The Eilenberg-Moore category $\mathcal{E M}(T)$ for a monad $T: \mathbb{C} \rightarrow \mathbb{C}$ has the same kind of limits as the underlying category $\mathbb{C}$. These limits are constructed elementwise, as in:

$$
\left(\begin{array}{c}
T(X) \\
\alpha \downarrow \\
X
\end{array}\right) \times\left(\begin{array}{c}
T(Y) \\
\downarrow \beta \\
Y
\end{array}\right)=\binom{T(X \times Y)}{X \times\left\langle\alpha \circ T\left(\pi_{1}\right), \beta \circ T\left(\pi_{2}\right)\right\rangle}
$$

The same holds for colimits in $\mathcal{E M}(S)$, for a comonad $S$.
The following useful result due to Linton depends on some special properties of the category Sets. For a proof we refer to $[56, \S 9.3$, Prop. 4]. A consequence is that a category $\mathcal{E M}(T)$ of algebras for a monad $T$ on Sets is always both complete and cocomplete.
5.4.5. Lemma. For a monad $T$ on Sets, the category $\mathcal{E M}(T)$ of algebras is cocomplete (and complete)

There are some more pleasant properties of such Eilenberg-Moore categories of monads on Sets. For instance, they always carry a logical factorisation system, see Exercise 5.4.3 given by injective and surjective algebra homomorphisms.
Additionally, in [102] it is shown that Eilenberg-Moore $\mathcal{E M}(T)$ and Kleisli categories $K \ell(T)$ have biproducts if and only if the monad $T$ is "additive", i.e. maps coproducts to products, like in Exercise 2.1.9 for the (finite) powerset monad $\mathcal{P}$ and in Exercise 5.1.15 or the multiset monads $\mathcal{M}_{S}$.
We mention a related result, also without proof, for monads on Sets. It describe nonoidal closed structure (see [315]) in categories of algebras, like in Proposition 5.2.13 or Kleisli categories. It explains why categories of Abelian groups or vector spaces have ensors $\otimes$ and associated function spaces. The result can be generalised to other categories, provided suitable coequalisers of algebras exist
5.4.6. Proposition (From [278, 277]). Let $T$ be a commutative monad on Sets. The associated Eilenberg-Moore category $\mathcal{E M}(T)$ is then symmetric monoidal closed. The free functor $F$ : Sets $\rightarrow \mathcal{E} \mathcal{M}(T)$ sends cartesian products $(1, x)$ to monoidal products $(I, \otimes)$, in the sense that $F(1) \cong I$ is the tensor unit, and $F(X \times Y) \cong F(X) \otimes F(Y)$.
Assume algebras $T(X) \xrightarrow{\alpha} X, T(Y) \xrightarrow{\beta} Y$, and $T(Z) \xrightarrow{\gamma} Z$. The tensors $\otimes$ for algebras a constructed in such a way that there is a bijective correspondence

$$
\xlongequal[\text { bihomomorphisms } X \times Y \longrightarrow Z]{\text { homomorphisms of algebras } \alpha \otimes \beta \longrightarrow \gamma}
$$

Intuitively, a bihomomorphism $f: X \times Y \rightarrow Z$ is a homomorphism in each coordinate separately: $f(x,-): Y \rightarrow Z$ and $f(-, y): X \rightarrow Z$ are algebra maps, for each $x \in X$ and $y \in Y$. More formally this is described via a commuting diagram, involving the "double strength" map dst of a commutative monad (see Definition 5.2.9);


Under suitable circumstances one can construct for a functor $F$ the free monad or the cofree comonad on $F$. The Eilenberg-Moore categories of these (co)free extensions turn out to be the same as the categories of (co)algebras of the original functor $F$. This is the content of the next result.
5.4.7. Proposition. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary functor. Recall the free monad $F^{*}: \mathbb{C} \rightarrow$ $\mathbb{C}$ on $F$ from Proposition 5.1.8, and the cofree comonad the cofree comonad $F^{\infty}: \mathbb{C} \rightarrow \mathbb{C}$ on $F$ from Exercise 5.1.14, described via the initial algebras and final coalgebras:

$$
X+F\left(F^{*}(X)\right) \xrightarrow{\alpha_{X}} \cong F^{*}(X) \quad \text { and } \quad F^{\infty}(X) \xrightarrow[X]{\zeta_{X}} X \times F\left(F^{\infty}(X)\right)
$$

Assuming these constructions exist in $\mathbb{C}$, there are isomorphisms of categories of monad (co) algebras and functor (co) algebras:

$$
\mathcal{E M}\left(F^{*}\right) \cong \operatorname{Alg}(F) \quad \text { and } \quad \mathcal{E} \mathcal{M}\left(F^{\infty}\right) \cong \operatorname{CoAlg}(F) .
$$

Proof. We do the proof in the coalgebra case only. We first list the relevant structure. The counit $\varepsilon_{X}: F^{\infty}(X) \rightarrow X$ is given by $\varepsilon_{X}=\pi_{1} \circ \zeta_{X}$. The comultiplication $\delta_{X}: F^{\infty}(X) \rightarrow$ $F^{\infty} F^{\infty}(X)$ is obtained by finality in:

$$
\begin{aligned}
& F^{\infty}(X) \times F\left(F^{\infty}(X)\right) \stackrel{i d}{ } \times F\left(\delta_{X}\right) \\
&\left\langle\mathrm{id}, \pi_{2} \circ \zeta_{X}\right\rangle \uparrow F^{\infty}(X) \times \\
& F^{\infty}(X) F\left(F^{\infty} F^{\infty}(X)\right) \\
& \cong \uparrow \zeta_{F^{\infty}(X)} \\
&
\end{aligned}
$$

There is a universal natural transformation $\theta: F^{\infty} \Rightarrow F$ by

$$
\theta_{X}=\left(F^{\infty}(X) \xrightarrow{\zeta_{X}} X \times F\left(F^{\infty}(X)\right) \xrightarrow{\pi_{2}} F\left(F^{\infty}(X)\right) \xrightarrow{F\left(\varepsilon_{X}\right)} F(X)\right) .
$$

We now define two functors:

$$
\mathcal{E M}\left(F^{\infty}\right) \underset{K}{\stackrel{L}{\rightleftarrows}} \operatorname{CoAlg}(F)
$$

The functor $L$ is easy: it takes a comonad coalgebra $\beta: X \rightarrow F^{\infty}(X)$ and sends it to $\theta_{X} \circ \beta: X \rightarrow F(X)$. Naturality of $\theta$ makes $L$ a functor.
In the other direction, the functor $K$ sends a functor coalgebra $c: X \rightarrow F(X)$ to the map $K(c)$ defined by finality in:

Then:

$$
\varepsilon_{X} \circ K(c)=\pi_{1} \circ \zeta_{X} \circ K(c)=\pi_{1} \circ(\mathrm{id} \times F(K(c))) \circ\langle\mathrm{id}, c\rangle
$$

$$
=\pi_{1} \circ\langle\mathrm{id}, c\rangle=\mathrm{id} .
$$

Using uniqueness of maps to final coalgebras one can prove that $\delta \circ K(c)=F^{\infty}(K(c))$ $K(c)$. Hence $K(c): X \rightarrow F^{\infty}(X)$ is a comonad coalgebra. Also by uniqueness one can how that maps of functor coalgebras are also maps of monad coalgebras.
We have $L K=$ id since:

$$
\begin{aligned}
L K(c)=\theta_{X} \circ K(c) & =F\left(\varepsilon_{X}\right) \circ \pi_{2} \circ \zeta_{X} \circ K(c) \\
& =F\left(\varepsilon_{X}\right) \circ \pi_{2} \circ(\mathrm{id} \times F(K(c))) \circ\langle\mathrm{id}, c\rangle \\
& =F\left(\varepsilon_{X}\right) \circ F(K(c)) \circ \pi_{2} \circ\langle\mathrm{id}, c\rangle \\
& =F(\mathrm{id}) \circ c \\
& =c .
\end{aligned}
$$

We get $K L(\beta)=\beta$ because $\beta: X \rightarrow F^{\infty}(X)$ is a map of coalgebras in the diagram defining $K L(\beta)$, namely


This diagram commutes since:

$$
\begin{aligned}
(\mathrm{id} \times F(\beta)) \circ\langle\mathrm{id}, L(\beta)\rangle & =\langle\mathrm{id}, F(\beta) \circ \theta \circ \beta\rangle \\
& =\left\langle\mathrm{id}, \theta \circ F^{*}(\beta) \circ \beta\right\rangle \\
& =\langle\mathrm{id}, \theta \circ \delta \circ \beta\rangle \\
& =\left\langle\mathrm{id}, F(\varepsilon) \circ \pi_{2} \circ \zeta \circ \delta \circ \beta\right\rangle \\
& =\left\langle\mathrm{id}, F(\varepsilon) \circ \pi_{2} \circ(\mathrm{id} \times F(\delta)) \circ\left\langle\mathrm{id}, \pi_{2} \circ \zeta\right\rangle \circ \beta\right\rangle \\
& =\left\langle\varepsilon \circ \beta, F(\varepsilon) \circ F(\delta) \circ \pi_{2} \circ\left\langle\mathrm{id}, \pi_{2} \circ \zeta\right\rangle \circ \beta\right\rangle \\
& =\left\langle\pi_{1} \circ \zeta \circ \beta, \pi_{2} \circ \zeta \circ \beta\right\rangle \\
& =\zeta \circ \beta .
\end{aligned}
$$

In Definition 5.2 .4 we have seen distributive " $K($ " laws $F T \Rightarrow T F$ that correspond to lftings $\mathcal{K \ell}(F): \mathcal{K \ell}(T) \rightarrow \mathcal{K \ell}(T)$ of the functor $F: \mathbb{C} \rightarrow \mathbb{C}$ to Kleisli categories of a monad $T$. There is an analogous result for Eilenberg-Moore categories.
5.4.8. Definition. Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a monad and $G: \mathbb{C} \rightarrow \mathbb{C}$ an ordinary functor. A distributive law or an $\mathcal{E} \mathcal{M}$-law of $T$ over $G$ is a natural transformation $\rho: T G \Rightarrow G T$ that commutes appropriately with the unit and multiplication of the monad $T$, as in


We now show that these $\mathcal{E M}$-laws correspond to liftings to Eilenberg-Moore categories. We repeat the lifting result for Kleisli categories from Proposition 5.2.5 in order to get a clear picture of the whole situation. A more abstract account in terms of 2-categories may
be found in [305]. be found in [305].
5.4.9. Proposition ("laws and liftings"). Assume a monad $T$ and endofunctors $F, G$ on the same category $\mathbb{C}$, as above. There are bijective correspondences between $\mathrm{K} / \mathcal{E M}$-laws and liftings of $F$ to $K \ell / \mathcal{E} M$-categories in:



We standardly write $\mathcal{K \ell}(F)=L$ and $\mathcal{E M}(G)=R$ for these liftings, if confusion is unlikely. Thus we leave the laws $\lambda$ and $\rho$ implicit.

Proof. The proof of first part about $\mathcal{K}$-liftings has already been given in Proposition 5.2.5, so we concentrate on the second part. Thus, assume we have an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$ It gives rise to a functor $R: \mathcal{E M}(T) \rightarrow \mathcal{E M}(T)$ by:

$$
\left(\begin{array}{c}
T(X) \\
\downarrow_{\alpha} \\
X
\end{array}\right) \longmapsto\binom{T(X)}{\downarrow G(\alpha) \circ \rho \rho} \quad \text { and } \quad f \longmapsto G(f)
$$

The equations (5.20) guarantee that this yields a new $T$-algebra.
In the reverse direction, assume a lifting $R: \mathcal{E M}(T) \rightarrow \mathcal{E M}(T)$. Applying it to the multiplication $\mu_{X}$ yields an algebra $R\left(\mu_{X}\right): T G T(X) \rightarrow G T(X)$. We then define $\rho_{X}=$ $R\left(\mu_{X}\right) \circ T G\left(\eta_{X}\right): T G(X) \rightarrow G T(X)$. Remaining details are left to the reader
The previous section illustrated how distributive $\mathcal{K}$-laws are used to obtain final coalgebras in Kleisli categories. This requires non-trivial side-conditions, like enrichment in dcpo's, see Theorem 5.3.4. For $\mathcal{E M}$-laws the situation is much easier, see below; instances of this result have been studied in [393], see also [51].
5.4.10. Proposition. Assume a monad $T$ and endofunctor $G$ on a category $\mathbb{C}$, with an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$ between them. If $G$ has a final coalgebra $\zeta: Z \stackrel{ }{\Longrightarrow} G(Z)$ in $\mathbb{C}$, then $Z$ carries an Eilenberg-Moore algebra structure obtained by finality, as in:

$$
\begin{align*}
G T(Z)----(\beta) & G(Z) \\
& \cong \uparrow \zeta  \tag{5.2}\\
\rho \circ T(\zeta) \uparrow & \uparrow(Z)-\bar{\beta}^{--} \rightarrow Z
\end{align*}
$$

The map $\zeta$ then forms a map of algebras as below, which is the final coalgebra for the lifted functor $\mathcal{E M}(G): \mathcal{E M}(T) \rightarrow \mathcal{E M}(T)$.

$$
\left(\begin{array}{c}
T(Z) \\
\downarrow_{\beta} \\
Z
\end{array}\right) \xrightarrow{\zeta} \mathcal{E M}(G)\left(\begin{array}{c}
T(Z) \\
\downarrow_{\beta} \\
Z
\end{array}\right)=\left(\begin{array}{c}
T G(Z) \\
\downarrow G(\beta) \circ \rho \\
G(Z)
\end{array}\right) .
$$

Proof. We leave it to the reader to verify that the map $\beta$ defined in $(5.21)$ is a $T$-algebra By construction of $\beta$, the map $\zeta$ is a homomorphism of algebras $\beta \rightarrow \mathcal{E M}(G)(\beta)$. Suppose for an arbitrary algebra $\gamma: T(Y) \rightarrow Y$ we have a $\mathcal{E M}(G)$-coalgebra $c: \gamma \rightarrow \mathcal{E M}(G)(\gamma)$. Then $c: Y \rightarrow G(Y)$ satisfies $G(\gamma) \circ \rho \circ T(c)=c \circ \gamma$. By finality in $\operatorname{CoAlg}(G)$ there is a unique map $f: Y \rightarrow Z$ with $\zeta \circ f=G(f) \circ c$. This $f$ is then the unique map $\gamma \rightarrow \beta$ in $\mathcal{M}(T)$.

In Section 5.5 we shall see that this result does not only describe a final coalgebra in a category of algebras, but a final bialgebra.

These $\mathcal{E M}$-laws are used for "state extension". This involves turning a coalgebra of he form $X \rightarrow G T(X)$ into a coalgebra in the category of Eilenberg-Moore algebras, with the free algebra $T(X)$ as state space. This state extension is functorial, in the following manner.
5.4.11. Lemma. Given an $\mathcal{E M}$-law $T G \Rightarrow G T$ the free algebra functor $\mathcal{F}: \mathbb{C} \rightarrow \mathcal{E M}(T)$ can be lifted, as in:


The functor $\mathcal{F}_{\mathcal{E} \mathcal{M}}: \operatorname{CoAlg}(G T) \rightarrow \operatorname{CoAlg}(\mathcal{E M}(G))$ gives an abstract description of what is called the generalised powerset construction in [393]. A similar functor exists for Kleisli categories, see Exercise 5.4.13 below.

Proof. Assuming an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$ one defines the functor $\mathcal{F}_{\mathcal{E} \mathcal{M}}: \operatorname{CoAlg}(G T) \rightarrow$ CoAlg $(\mathcal{E M}(G))$ by:

$$
\mathcal{F}_{\mathcal{E M}}(X \xrightarrow{c} G T(X))=\left(T(X) \xrightarrow{T(c)} T G T(X) \xrightarrow{\rho_{T(X)}} G T^{2}(X) \xrightarrow{G(\mu)} G T(X)\right)
$$

This $\mathcal{F}_{\mathcal{E} \mathcal{M}}(c)$ is a well-defined coalgebra $\mu_{X} \rightarrow \mathcal{E M}(G)\left(\mu_{X}\right)$ on the free algebra $\mathcal{F}(X)=$ $\mu_{X}$ since it is a map of algebras:

$$
\begin{aligned}
\mathcal{E M}(G)\left(\mu_{X}\right) \circ T\left(\mathcal{F}_{\mathcal{E} \mathcal{M}}(c)\right) & =G(\mu) \circ \rho \circ T G(\mu) \circ T(\rho) \circ T^{2}(c) \\
& =G(\mu) \circ G T(\mu) \circ \rho \circ T(\rho) \circ T^{2}(c) \\
& =G(\mu) \circ G(\mu) \circ \rho \circ T(\rho) \circ T^{2}(c) \\
& =G(\mu) \circ \rho \circ \mu \circ T^{2}(c) \\
& =G(\mu) \circ \rho \circ T(c) \circ \mu \\
& =\mathcal{F}_{\mathcal{E} \mathcal{M}}(c) \circ \mu .
\end{aligned}
$$

On morphisms one simply has $\mathcal{F}_{\mathcal{E} \mathcal{M}}(f)=T(f)$.
Further, if $f: X \rightarrow Y$ is a map of $G T$-algebras, from $c: X \rightarrow G T X$ to $d: Y \rightarrow G T Y$, then $\mathcal{F}_{\mathcal{E} \mathcal{M}}(c)(f)=T(f)$ is obviously a map of algebras $\mu_{X} \rightarrow \mu_{Y}$, and also a map of $\mathcal{E M}(G)$-coalgebras:
$\mathcal{E M}(G)\left(\mathcal{F}_{\mathcal{E M}}(f)\right) \circ \mathcal{F}_{\mathcal{E M}}(c)=G T(f) \circ G(\mu) \circ \rho \circ T(c)$

$$
\begin{aligned}
& =G(\mu) \circ G T^{2}(f) \circ \rho \circ T(c) \\
& =G(\mu) \circ \rho \circ T G T(f) \circ T(c) \\
& =G(\mu) \circ \rho \circ T(d) \circ T(f)
\end{aligned}
$$

$$
=\mathcal{F}_{\mathcal{E M}}(d) \circ \mathcal{F}_{\mathcal{E M}}(f) .
$$

5.4.12. Examples. (i) A non-deterministic automaton can be described as a coalgebra $\delta, \epsilon): X \rightarrow(\mathcal{P} X)^{A} \times 2$, which is of the form $X \rightarrow G(T X)$, where $G$ is the functor $(-)^{A} \times 2$ and $T$ is the powerset monad $P$ on Sets. Since $2=\{0,1\}$ is the (carrier of the) free algebra $\mathcal{P}(1)$ on the singleton set $1=\{*\}$, there is an $\mathcal{E M}$-law $T G \Rightarrow G T$ by Exercise 5.4.4. It is $\rho=\left\langle\rho_{1}, \rho_{2}\right\rangle: \mathcal{P}\left(2 \times X^{A}\right) \rightarrow \mathcal{P}(X)^{A} \times 2$, given by:

$$
\left\{\begin{aligned}
x \in \rho_{1}(U)(a) & \Longleftrightarrow \exists \exists b, h\rangle \in U . h(a)=x \\
\rho_{1}(U)=1 & \Longleftrightarrow \exists h \in X^{A} .\langle 1, h\rangle \in U .
\end{aligned}\right.
$$

Lemma 5.4.11 yields a coalgebra $\mathcal{F}_{\mathcal{E} \mathcal{M}}(\langle\delta, \epsilon\rangle)=\left\langle\delta_{\mathcal{E} \mathcal{M}}, \epsilon_{\mathcal{E} \mathcal{M}}\right\rangle: \mathcal{P}(X) \rightarrow \mathcal{P}(X)^{A} \times 2$ in he category $\mathcal{E M}(\mathcal{P}) \cong \mathbf{C L}$ of complete lattices, see Example 5.4 .3 (iii). This coalgebra is given by:

$$
\left\{\begin{aligned}
\delta_{\mathcal{E} \mathcal{M}}(U)(a) & =\bigcup_{x \in U} \delta(x)(a) \\
\epsilon_{\mathcal{E}}(U)=1 & \Leftrightarrow \exists x \in U . \epsilon(x)=
\end{aligned}\right.
$$

By Proposition 5.4.10 the final $G$-coalgebra $2^{A^{\star}}=\mathcal{P}\left(A^{\star}\right)$ of languages is also final for he lifted functor $\mathcal{E M}(G)$ on $\mathbf{C L} \cong \mathcal{E} \mathcal{M}(\mathcal{P})$. Hence we get a map $\mathcal{P}(X) \rightarrow \mathcal{P}\left(A^{\star}\right)$ for $\mathcal{E M}(G)$-coalgebras by finality. Applying this map to the singleton set $\{x\} \in \mathcal{P}(X)$ yields the set of words that are accepted in the state $x \in X$. This yields the trace semantics for a non-deterministic automaton $X \rightarrow 2 \times \mathcal{P}(X)^{A}$, via determinisation in the EilenbergMoore category. This was first described in [393], and elaborated in terms of $\mathcal{E M}$-laws in [250].
(ii) Recall from Figure 4.2 that a "simple Segala" system is a coalgebra of the form $X \rightarrow \mathcal{P}(A \times \mathcal{D}(X))$, combining non-deterministic and probabilistic computation. It can be turned into a non-deterministic transition system $\mathcal{D}(X) \rightarrow \mathcal{P}(A \times \mathcal{D}(X))$ with distributions turned into a non-deterministic transition system $\mathcal{D}(X) \rightarrow \mathcal{P}(A \times \mathcal{D}(X))$ with distributions $\mathcal{P}(A \times-) \mathcal{D}$, of the monad $\mathcal{D}$ over the functor $\mathcal{P}(A \times-)$.
In [250] it is shown that such $\mathcal{E M}$-laws exist more generally, as soon as we have a map of monads. More concretely, each map of monads $\sigma: T \Rightarrow S$ induces an $\mathcal{E M}$-law

$$
T S(A \times-) \stackrel{\rho}{\Longrightarrow} S(A \times T(-))
$$

of the monad $T$ over the functor $S(A \times-)$. The components of $\rho$ are given by:

$$
\rho_{X}=\left(T S(A \times X) \xrightarrow{\sigma} S^{2}(A \times X) \xrightarrow{S^{2}(\mathrm{id} \times \eta)} S^{2}(A \times T X) \xrightarrow{\mu} S(A \times T X)\right) .
$$

Verifications are left to the interested reader. For simple Segala systems we can apply this general construction with $T=\mathcal{D}$ and $S=\mathcal{P}$, and the map of monads $\mathcal{D} \Rightarrow \mathcal{P}$ from general constru
Exercise 5.1.9.

We conclude with another result about the free monads $F^{*}$ on a functor $F$ from Proposition 5.1.8.
5.4.13. Lemma. For two endofunctor $F, G: \mathbb{C} \rightarrow \mathbb{C}$, there is a bijective correspondence:

$$
\xlongequal[{\text { natural transformations } F G \xlongequal[\tau]{\text { distributive } \mathcal{E M} \text {-laws } F^{*} G F^{*}} \stackrel{\rho}{\Longrightarrow} G F^{*}}]{\text { d }}
$$

where $F^{*}$ is the free monad from Proposition 5.1.8.

## Proof. The correspondence is given as follows.

- Starting from an $\mathcal{E M}$-law $\rho: F^{*} G \Rightarrow G F^{*}$ we take $\bar{\rho}_{X}=\rho_{X} \circ \theta_{G X}: F G(X) \rightarrow$ $F^{*} G(X) \rightarrow G F^{*}(X)$, where $\theta: F \Rightarrow F^{*}$ is the universal map.
- Conversely, given a natural transformation $\tau: F G \Rightarrow G F^{*}$ we obtain a map $\bar{\tau}_{X}: F^{*} G(X) \rightarrow$ $G F^{*}(X)$ by initiality in:

$$
\begin{align*}
& G(X)+F\left(F^{*} G(X)\right)-\stackrel{i d}{\mathrm{id}+F\left(\bar{\tau}_{X}\right)} G(X)+F\left(G F^{*}(X)\right) \\
& \alpha_{G(X)} \mid \cong \quad \downarrow[G(\eta), G(\mu) \circ \tau]  \tag{5.23}\\
& F^{*} G(X)----\underset{\bar{\tau}_{X}}{-}--\rightarrow G F^{*}(X)
\end{align*}
$$

We leave it to the reader to verify that this map $\bar{\tau}$ is natural and commutes with the $F^{*}$ 's unit and multiplication, as required in (5.20).
Proving that $\overline{\bar{\rho}}=\rho$ and $\overline{\bar{\tau}}=\tau$ is elementary.

## Exercises

5.4.1. Prove that the product of Eilenberg-Moore algebras described in Lemma 5.4 .4 forms an Eilenberg-Moore algebra. Formulate and prove a dual result for coalgebras.
5.4.2. Let $\alpha: T(X) \rightarrow X$ be an algebra of a monad $T$. Prove that $\alpha$ is a coequaliser in the category $\mathcal{E} \mathcal{M}(T)$ of algebras, in a diagram:

$$
\left(\begin{array}{c}
T^{3}(X) \\
\downarrow \mu \\
T^{2}(X)
\end{array}\right) \xrightarrow[\mu]{T(\alpha)}\left(\begin{array}{c}
T^{2}(X) \\
\downarrow \mu \\
T(X)
\end{array}\right) \xrightarrow{\alpha}\left(\begin{array}{c}
T(X) \\
\downarrow \alpha \\
X
\end{array}\right)
$$

5.4.3. Assume a monad $T$ on a category $\mathbb{C}$ with a logical factorisation system ( $\mathfrak{M}, \mathfrak{E})$. Prove, like in Exercise 4.3.2, that if $T$ preserves abstract epis, $\mathcal{E M}(T)$ also carries a logical factorisation system. Check that this is the case for monads on Sets, using the axiom of choice, see Lemma 2.1.7.
5.4.4. Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary monad. Show that for the various functors $G: \mathbb{C} \rightarrow \mathbb{C}$ described below an $\mathcal{E}$-law $T G \Rightarrow G T$ exists.
(i) If $G$ is the identity functor $\mathbb{C} \rightarrow \mathbb{C}$;
(ii) If $G=K_{B}$, the constant functor mapping $X \mapsto B$, where $B$ carries an algebra $\beta: T(B) \rightarrow B$;
(iii) If $G=G_{1} \times G_{2}$ and there are $\mathcal{E M}$-laws $\rho_{i}: T G_{i} \Rightarrow G_{i} T$;
(iv) If $G=H^{A}$, provided: $\mathbb{C}$ is cartesian closed, there is an $\mathcal{E M}$-law $T H \Rightarrow H T$, and $T$

If $G=G_{1} \circ G_{2}$ and there are $\mathcal{E M}$-laws $\rho_{i}: T G_{i} \Rightarrow G_{i} T$;
(vi) Finally, assuming that $T$ preserves coproducts we also have: if $G=\coprod_{i} G_{i}$ and there are $\mathcal{E M}$-laws $\rho_{i}: T G_{i} \Rightarrow G_{i} T$.
5.4.5. For each set $X$, the function space $[0,1]^{x}$ is the set of fuzzy predicates.
(i) Check that $[0,1]^{X}$ is a convex set.
(ii) Produce an algebra $\mathcal{D}\left([0,1]^{X}\right) \rightarrow[0,1]^{X}$ of the distribution monad $\mathcal{D}$.
5.4.6. Let MSL be the category of meet semilattices.
(i) Prove that the forgetful functor MSL $\rightarrow$ Sets has a left adjoint $X \mapsto \mathcal{P}_{\text {fin }}(X)^{\text {op }}$, ${ }^{\text {where }} \mathcal{P}_{\text {fin }}(X)^{\text {op }}$ is the poset of finite subsets of $X$, with reverse inclusion $U \supseteq V$ as order.
Descri
(ii) Describe the unit and multiplication of the monad $\mathcal{P}_{\text {fin }}^{o p}$ : Sets $\rightarrow$ Sets induced by this adjunction.
Prove MSL $\cong$
Prove $\mathrm{MSL} \cong \mathcal{E M}\left(\mathcal{P}_{\text {fin }}^{\text {op }}\right)$.
5.4.7. (i) Prove in detail that taking ideals leads to a monad Idl. PoSets $\rightarrow$ PoSets, as claimed in Example 5.4.3 (iv), and also that $\mathcal{E M}(\mathrm{Idl}) \cong$ Dcpo.
(ii) Define along the same lines a downset monad Dwn on PoSets, which sends a poset to the set of all its downclosed subsets, ordered by inclusion.
(iii) Prove that $\mathcal{E M}(\mathrm{Dwn}) \cong \mathbf{C L}$.
5.4.8. (i) For an arbitrary monad $T$ on a category $\mathbb{C}$, the free algebra adjunction $\mathcal{E M}(T) \leftrightarrows \mathbb{C}$ induces a comonad $\widehat{T}: \mathcal{E M}(T) \rightarrow \mathcal{E M}(T)$. Describe the counit and comultiplication
(ii) Write Idt: Dcpo $\rightarrow$ Dcpo for the comonad induced in this way by Dcpo $\leftrightarrows$ PoSets, see the previous exercise. Prove that the category $\mathcal{E M}$ (Idd) of EilenbergMoore coalgebras of this comonad is the category of continuous posets.
(iii) Write $\mathcal{M}=\mathcal{M}_{\mathbb{R}}$ for the multiset monad over the real numbers $\mathbb{R}$, vector spaces over $\mathbb{R}$ as algebras, see Example 5.4.3 (ii). Prove that a coalgebra of the induced comonad $\widehat{\mathcal{M}}$ on a vector space corresponds to a basis for this space.
For a more systematic study of coalgebras of the induced comonad $\widehat{T}$, see [234] and the references given there. functor $(-)^{*}$.
Prove that this $\nabla$ is in fact a distributive law between two monads, as in Exercise 5.2.7.
(ii) As a result, there is a language monad $X \mapsto \mathcal{P}\left(X^{\star}\right)$; describe its unit and multiplication in detail.
(iii) Verify that the Eilenberg-Moore algebras of this monad $\mathcal{P}\left((-)^{*}\right)$ are complete lattices with a monoid structure where multiplication preserves joins in both arguments
separately. They are known as unital quantales (see [368]) or as Kleene algebras with arbitrary joins.
5.4.10. For a semiring $S$ consider the category $\operatorname{Mod}_{S}=\mathcal{E} \mathcal{M}\left(\mathcal{M}_{S}\right)$ of modules over $S$, as in Example 5.43 (ii).
(i) Show that the (covariant) powerset functor can be lifted to modules as in:

and similarly for the finite powerset functor $\mathcal{P}_{\text {B }}$
(i) Check that $\mathcal{P}: \operatorname{Mod}_{S} \rightarrow \operatorname{Mod}_{S}$ is also a monad-with unit and multiplication as on Sets.
(ii) Describe the $\mathcal{E} \mathcal{M}$-law $\mathcal{M}_{S} \mathcal{P} \Rightarrow \mathcal{P} \mathcal{M}_{S}$ corresponding to this lifting $\mathcal{P}: \operatorname{Mod}_{S} \rightarrow$ $\operatorname{Mod}_{S}$, as in Proposition 5.4.9.
5.4.11. Let $T:$ Sets $\rightarrow$ Sets be a monad, and $\alpha: T(A) \rightarrow A$ an arbitrary (but fixed) Eilenberg Moore algebra. Show that there is an adjunction

$$
\operatorname{Sets}^{\text {op }} \frac{A^{(-)}}{\underset{\operatorname{Hom}(-, \alpha)}{T}} \mathcal{E M}(T)
$$

The canonical choice is to take $A=T(1)$, the free monad on the singleton set 1 . Elaborat what the resulting adjoint functors are in the cases Sets $^{\mathrm{op}} \leftrightarrows \mathrm{JSL}$ and Sets $^{\mathrm{op}} \leftrightarrows \mathrm{Mod}_{S}$ involving the finite powerset functor $\mathcal{P}_{\text {fin }}$ and the multiset functor $\mathcal{M}_{S}$.
5.4.12. (From [51, 250]) Let $\lambda: F T \Rightarrow T F$ be a $K \ell$-law and $\rho: T G \Rightarrow G T$ an $\mathcal{E} \mathcal{M}$-law. Show that the standard adjunctions $\mathbb{C} \rightleftarrows \mathcal{K}((T)$ from Proposition 5.2.2 and $\mathbb{C} \rightleftarrows \mathcal{E} \mathcal{M}(T)$ fron Lemma 5.4.2 lift to adjunctions between categories of, respectively, (functor) algebras an coalgebras, as described below


Hint Use Th 2.59
54.13. Prove, in analogy with Lemma 5.4.11, that in presence of a $\mathcal{K}$-law $F T \Rightarrow T F$ the fre functor $\mathcal{F}: \mathbb{C} \rightarrow K \ell(T)$ can be lifted, as in:

5.4.14. Recall that for two sets $A, B$, the deterministic automaton functor $G(X)=X^{A} \times B$ ha final coalgebra $B^{A^{2}}$, see Proposition 2.3.5. Let $T$ : Sets $\rightarrow$ Sets be an arbitrary monad, which is automatically strong by Lemma 5.2.10. Assume an algebra $\beta: T(B) \rightarrow B$.
(i) Give an explicit description of the $\mathcal{E} \mathcal{M}$-law $T\left(X^{A} \times B\right) \rightarrow T(X)^{A} \times B$, following Exercise 5.4.4. The "exponent" version $r$ of strength, from Exercise 5.2.15, is convenient here
Given an expli
(ii) Given an explicit description of the resulting lifted functor $\mathcal{E M}(G): \mathcal{E M}(T) \rightarrow$ $\mathcal{E M}(T)$
(iii) Prove that the $T$-algebra (5.21) induced on the final $G$-coalgebra $B^{A^{*}}$ is given by:

$$
T\left(B^{A^{*}}\right) \xrightarrow{r} T(B)^{A^{*}} \xrightarrow{\beta^{A^{*}}} B^{A^{*}}
$$

5.4.15. Let $\sigma: T \Rightarrow S$ be a map of monad
(i) Show that it induces a functor $(-) \circ \sigma: \mathcal{E M}(S) \rightarrow \mathcal{E M}(T)$ that commutes with the

Assume that the category $\mathcal{E M}(S)$ has coequalisers. Consider the mapping that send a $T$-algebra $\alpha: T(X) \rightarrow X$ to the following coequaliser in $\mathcal{E M}(S)$ :

$$
\left(\begin{array}{c}
S^{2} T(X) \\
\downarrow \mu \\
S T(X)
\end{array}\right) \xrightarrow[S(\alpha)]{\mu \circ S(\sigma)}\left(\begin{array}{c}
S^{2}(X) \\
\downarrow \mu \\
S(X)
\end{array}\right) \xrightarrow{c}\left(\begin{array}{c}
S\left(X_{\sigma}\right) \\
\downarrow \alpha_{\sigma} \\
X_{\sigma}
\end{array}\right)
$$

Prove that $\alpha \mapsto \alpha_{\sigma}$ is the left adjoint to the functor (-) $\circ \sigma$ from (i)
(iii) Use Lemma 5.4.5 to conclude that if $T, S$ are monad on Sets, such a a left adjoint $(-)_{\sigma}$ always exists. As a result, for instance, the forgetful functor Vect $\mathbb{R}_{\mathbb{R}} \rightarrow \mathbf{A b}$ Assume still that the category $\mathcal{E} \mathcal{M}(S)$ of $S$-algebras
-agebras has coequalisers. Prove that the given by the following coequaliser in $\mathcal{E M}(S)$.

$$
\binom{S^{2}(S(X)+S(Y))}{S(S(X)+S(Y))} \xrightarrow[S(\alpha+\beta)]{\left.\mu \circ S\left(\left[S\left(\kappa_{1}\right), S\left(\kappa_{2}\right)\right]\right)\right]}\left(\begin{array}{c}
S^{2}(X+Y) \\
\downarrow \mu \\
S(X+Y)
\end{array}\right) \longrightarrow\left(\begin{array}{c}
S(U) \\
\downarrow \\
U
\end{array}\right)
$$

.4.16. Use Proposition 5.4.13 to see that there is an $\mathcal{E} \mathcal{M}$-law $F^{*} F \Rightarrow F F^{*}$. Check that it can be described explicitly as

$$
F^{*} F(X) \xrightarrow{\alpha_{F(X)}^{-1}} F(X)+F\left(F^{*} F(X)\right) \xrightarrow{\left[F\left(\eta_{X}\right), F\left(\mu_{X} \circ F^{*}\left(\theta_{X}\right)\right)\right]} F F^{*}(X)
$$

where $\theta: F \Rightarrow F^{*}$ is the universal map as in the proof of Proposition 5.1.8.
5.4.17. Assuming the relevant coproducts + and free monads $(-)^{*}$ exist, prove:

$$
(F+G)^{*} \cong F^{*}+G^{*},
$$

where the + on the right-hand-side denotes the coproduct in the category of monad. In [219, Theorem 4] it is shown that the coproduct of monads $F^{*}+T$, where $T$ is a monad, is the composite $T(F T)^{*}$.]
5.4.18. Let $\mathbb{C}$ be a category with a logical factorisation system ( $\mathfrak{M}, \mathfrak{E}$ ), and let $F: \mathbb{C} \rightarrow \mathbb{C}$ be functor with free monad $F^{*}: \mathbb{C} \rightarrow \mathbb{C}$.
(i) Deduce from Lemma 4.4.6 that there is a natural transformation $\operatorname{Rel}(F) \Rightarrow \operatorname{Rel}\left(F^{*}\right)$, Deduce from Lemma 4.4.6 that there is a natural transformation $\operatorname{Rel}(F) \Rightarrow \operatorname{Rel}\left(F^{*}\right)$,
that the relation lifting functor $\operatorname{Rel}\left(F^{*}\right): \operatorname{Rel}(\mathbb{C}) \rightarrow \operatorname{Rel}(\mathbb{C})$ is a monad, and thus that there is a map of monads $\operatorname{Rel}(F)^{*} \Rightarrow \operatorname{Rel}\left(F^{*}\right)$
(ii) Use Exercise 4.5.1 and Proposition 5.4.7 to show that $F$-congruences are the same as $F^{*}$-congruences
gories of algebras:

$$
\operatorname{Alg}(\operatorname{Rel}(F)) \cong \mathcal{E M}\left(\operatorname{Rel}\left(F^{*}\right)\right)
$$

5.4.19. This exercise deals with an analogon of Proposition 5.2.2 for Eilenberg-Moore categories. Let $T$ be a monad on an arbitrary category $\mathbb{C}$, and let functor $L: \mathbb{C} \rightarrow \mathbb{D}$ have a right adjoint $H$, so that $T=H L$ is the induced monad. Define a "comparison" functor $K: \mathbb{D} \rightarrow$ $\mathcal{E M}(T)$ in

(i) Check that the functor $\mathcal{K \ell}(T) \rightarrow \mathcal{E M}(T)$ in Lemma 5.4.2 arises in this manner
(ii) What is the dual statement for comonads?
5.4.20. (See [306, Proposition 26]) Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary strong monad on a cartesian (or monoidal) closed category $\mathbb{C}$. For an object $C \in \mathbb{C}$ there is the continuation monad $X \mapsto C^{\left(C^{X}\right)}$ from Example 5.1 .3 (vii). Prove that there is a bijective correspondence be tween monad maps $T \Rightarrow C^{\left(C^{(-)}\right)}$commuting with strength, and Eilenberg-Moore algebra $\stackrel{\text { tween monad }}{T(C) \rightarrow C .}$

### 5.5 Bialgebras and operational semantics

We continue our investigation of distributive laws. The new perspective that will be explored is that an $\mathcal{E M}$-law $T G \Rightarrow G T$ induces algebraic structure on the final $G$-coalgebra, of the kind we have seen before on streams and on processes, namely in Section 1.2 and Subsection 3.5.2. The connection between distributive laws and specification formats for Subsection 3.5.2. The connection between distributive laws and specification formats for algebraic operations was first made in [413], see also [412], with preliminary ideas stem-
ming from [374]. This connection forms one of the main achievements of the discipline of coalgebras. Traditionally in process algebras these formats are described as "structured operational semantics" rules (SOS rules), following [352]. A subtle matter is which rule formats correspond precisely to which rules. This is investigated for instance in [59] and in [306]. An overview of this material may be found in [274].
We start this section with some categorical results, first on liftings of monads and comonads, and then on bialgebras wrt. a distributive law. A slightly smoother version of these results, involving comonads instead of functors, is described in Exercise 5.5.1 The liftings may also be described for "copointed" functors, see e.g. [306]. Such a co pointed functor $F$ comes with a counit (or copoint) $\varepsilon: F \Rightarrow \mathrm{id}$. This notion sits in between ordinary functors and comonads.
5.5.1. Proposition. Assume a monad $T$ and two endofunctors $F$ and $G$, all on the same category $\mathbb{C}$. Distributive $\mathcal{K}$ - and $\mathcal{E M}$-laws give rise to liftings of the monad $T$ to new monads $\operatorname{Alg}(T)$ and $\operatorname{CoAlg}(T)$ in:


Explicitly, these liftings are given by:

$$
\left(\begin{array}{c}
F(X) \\
\downarrow a \\
X
\end{array}\right) \stackrel{\operatorname{Alg}(T)}{\longrightarrow}\left(\begin{array}{c}
F T(X) \\
\downarrow T(a) \circ \lambda \\
T(X)
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{c}
G(X) \\
\uparrow_{c} \\
X
\end{array}\right) \longmapsto \operatorname{CoAlg}(T)\left(\begin{array}{c}
G T(X) \\
\uparrow \rho \circ T(c) \\
T(X)
\end{array}\right)
$$

On morphisms both functors are given by $f \mapsto T(f)$. The unit and multiplication of $T$ are also unit and multiplication of $\operatorname{Alg}(T)$ and $\operatorname{CoAlg}(T)$, in the appropriate categories.

Notice that the rules in this proposition only have a single line, indicating a passage from top to bottom, and not a bidirectional correspondence like in Proposition 5.4.9.

Proof. It is easy to see that $\operatorname{Alg}(T)$ and $\operatorname{CoAlg}(T)$ are functors. The functor $\operatorname{Alg}(T)$ is a monad, because the unit and multiplication $\eta, \mu$ of $T$ also form maps of $F$-algebras:

$$
\left(\begin{array}{c}
F(X) \\
\stackrel{\downarrow}{\prime} \\
X
\end{array}\right) \xrightarrow{\eta} \operatorname{Alg}(T)\left(\begin{array}{c}
F(X) \\
\stackrel{\downarrow}{\downarrow} \\
X
\end{array}\right) \stackrel{\mu}{\longleftrightarrow} \operatorname{Alg}(T)^{2}\left(\begin{array}{c}
F(X) \\
\downarrow a \\
X
\end{array}\right) .
$$

This is checked via the properties of $\mathcal{K}$-laws from (5.6)

$$
\begin{aligned}
\operatorname{Alg}(T)(a) \circ F(\eta) & =T(a) \circ \lambda \circ F(\eta) \\
& =T(a) \circ T(\eta) \\
& =\mathrm{id} \\
\operatorname{Alg}(T)(a) \circ F(\mu) & =T(a) \circ \lambda \circ F(\mu) \\
& =T(a) \circ \mu \circ T(\lambda) \circ \lambda \\
& =\mu \circ T(T(a) \circ \lambda) \circ \lambda \\
& =\mu \circ \operatorname{Alg}(T)^{2}(a) .
\end{aligned}
$$

Similarly one shows that $\operatorname{CoAlg}(T)$ is a monad
In the remainder of this section we concentrate on $\mathcal{E M}$-laws. First we define bialgebras for such laws. They are combinations of algebras and coalgebras which interact appropriately via the distributive law. This turns out to be a useful notion. Intuitively one can think of the algebra as describing some programming language, and of the coalgebra as its operational semantics, in the form of transition steps that the various program constructs can make.
5.5.2. Definition. Let $\rho: T G \Rightarrow G T$ be an $\mathcal{E M}$-law, for a monad $T$ and an endofunctor $G$. We write $\operatorname{BiAlg}(T G \stackrel{\rho}{\Rightarrow} G T)$ for the category of $\rho$-bialgebras. Its objects are algebracoalgebra pairs $T(X) \rightarrow X \rightarrow G(X)$ on the same carrier, where $\alpha$ is an Eilenberg-Moore algebra, and the following diagram commutes.


A map of bialgebras, from $T(X) \xrightarrow{\alpha} X \xrightarrow{c} G(X)$ to $T(Y) \xrightarrow{\beta} Y \xrightarrow{d} G(Y)$ is a map $f: X \rightarrow$ $Y$ in the underlying category which is both a map of algebras and coalgebras, as in:


Thus, by construction, there are two forgefful functors:

$$
\mathcal{E M}(T) \longleftarrow \operatorname{BiAlg}(T G \stackrel{\rho}{\Rightarrow} G T) \longrightarrow \operatorname{CoAlg}(G) .
$$

The next result comes from [413] and forms the basis for categorical operational semantics.
5.5.3. Theorem. For an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$ consider the associated liftings $\mathcal{E M}(G)$ from Proposition 5.4.9 and $\operatorname{CoAlg}(T)$ from Proposition 5.5.1 in:

$$
\underbrace{\mathcal{E M}(T)}_{\mathcal{E M}(G)} \longleftarrow \operatorname{BiAlg}(T G \stackrel{\rho}{\Rightarrow} G T) \longrightarrow \underbrace{\operatorname{CoAlg}(G)}_{\operatorname{CoAlg}(T)}
$$

## Then there are isomorphism and adjoints as in:

$$
\begin{array}{cc}
\operatorname{CoAlg}(\mathcal{E M}(G)) \cong \operatorname{BiAlg}(T G \stackrel{\rho}{\Longrightarrow} G T) \cong \mathcal{E M}(\operatorname{CoAlg}(T)) \\
\downarrow-\mathcal{G} \mathcal{G} & \mathcal{F}(\dashv \downarrow  \tag{5.25}\\
\mathcal{E M}(T) & \operatorname{CoAlg}(G)
\end{array}
$$

The left tadjoint $\mathcal{F}$ is the lifting of the free algebra functor $\mathcal{F}: \mathbb{C} \rightarrow \mathcal{E M}(T)$ from Lemma 5.4.2. The right adjoint $\mathcal{G}$ exists if we assume cofree $G$-coalgebras.

## Proof. Diagram (5.24) can be read at the same time as:

- c: $X \rightarrow G(X)$ is a map of $T$-algebras:

$$
\left(\begin{array}{c}
T(X) \\
\downarrow \alpha \\
X
\end{array}\right) \xrightarrow{c} \mathcal{E M}(G)\left(\begin{array}{c}
T(X) \\
\downarrow \alpha \\
X
\end{array}\right)=\left(\begin{array}{c}
T G(X) \\
\downarrow G(\alpha) \circ \rho \\
G(X)
\end{array}\right)
$$

- $\alpha: T(X) \rightarrow X$ is a map of $G$-coalgebras:

$$
\left(\begin{array}{c}
G T(X) \\
\rho \circ T(c) \uparrow \\
T(X)
\end{array}\right)=\operatorname{CoAlg}(T)\left(\begin{array}{c}
G(X) \\
\uparrow c \\
X
\end{array}\right) \xrightarrow{\alpha}\left(\begin{array}{c}
G(X) \\
\uparrow c \\
X
\end{array}\right)
$$

This is the essence of the isomorphisms in (5.25).
We also need to check that $f: X \rightarrow Y$ is a map of bialgebras from $T(X) \xrightarrow{\alpha} X \xrightarrow{c} G(X)$
o $T(Y) \xrightarrow{\text { b }} Y \xrightarrow{d} G(Y)$ iff

- $f$ is both a map of $T$-algebras $\alpha \rightarrow \beta$ and a map of $\mathcal{E} \mathcal{M}(G)$-coalgebras $c \rightarrow d$;
- $f$ is both a map of $G$-coalgebras $c \rightarrow d$ and a map of $\operatorname{CoAlg}(T)$-algebras $\alpha \rightarrow \beta$.

This is easy and so we turn to the left adjoint $\mathcal{F}: \operatorname{CoAlg}(G) \rightarrow \operatorname{BiAlg}(T G \stackrel{\rho}{\Longrightarrow} G T)$ Assume we have a coalgebra $c: X \rightarrow G(X)$. We take the free algebra $\mu: T^{2}(X) \rightarrow T(X)$ Assume we have a coalgebra $c: X \rightarrow G(X)$. We take the free algebra $\mu: T^{2}(X) \rightarrow T(X)$
and change $c$ into a coalgebra $\operatorname{CoAlg}(T)(c)=\rho \circ T(c): T(X) \rightarrow T G(X) \rightarrow G T(X)$. Together they form a bialgebra, since the next rectangle commutes:

$$
\begin{gathered}
T^{2}(X) \xrightarrow{\mu} T(X) \xrightarrow{\rho \circ T(c)} G T(X) \\
T(\rho \circ T(c)) \mid \\
T G T(X) \xrightarrow[\rho]{\downarrow} G T^{2}(X)
\end{gathered}
$$

Since
$G(\mu) \circ \rho \circ T(\rho \circ T(c)) \stackrel{(5.20)}{=} \rho \circ \mu \circ T^{2}(c)=\rho \circ T(c) \circ \mu$.
Moreover, we have an adjoint correspondence between $f$ and $h$ in


This the usual free algebra adjoint correspondence, given by $\bar{f}=f \circ \eta$ and $\bar{h}=\beta \circ T(h)$. Next we assume the existence of cofree coalgebras, in the form of a right adjoint $\mathcal{G}: \mathbb{C} \rightarrow \operatorname{CoAlg}(G)$ to the forgetful functor. We show how it can be adapted to a funcor $\mathcal{G}: \mathbb{C} \rightarrow \operatorname{BiAlg}(T G \xlongequal{=} G T)$. For an arbitrary object $Y \in \mathbb{C}$, we write the cofree tor $\mathcal{G}: \mathbb{C} \rightarrow \operatorname{BiAlg}(T G \Rightarrow G T)$. For an arbitrary object $Y \in$
coalgebra as $\zeta_{Y}: \mathcal{G}(Y) \rightarrow G(\mathcal{G}(Y))$, with counit $\varepsilon: \mathcal{G}(Y) \rightarrow Y$.
For an Eilenberg-Moore algebra $\beta: T(Y) \rightarrow Y$ consider the map $\beta \circ T(\varepsilon): T(\mathcal{G}(Y)) \rightarrow$ $T(Y) \rightarrow Y$. Its carrier can be equipped with a $G$-coalgebra $\rho \circ T\left(\zeta_{Y}\right)$, and yields a unique coalgebra map $\widehat{\beta}: T(\mathcal{G}(Y)) \rightarrow \mathcal{G}(Y)$ with $\varepsilon_{Y} \circ \widehat{\beta}=\beta \circ T(\varepsilon)$ in:


We leave it to the reader to check that $\widehat{\beta}$ is an Eilenberg-Moore algebra. By construction, the pair $\left(\widehat{\beta}, \zeta_{Y}\right)$ is a bialgebra. Further, for an arbitrary bialgebra $(\alpha, c)$ there is a bijective orrespondence between $f$ and $h$ in:


This correspondence arises as follows.

- Given a map of bialgebras $f: X \rightarrow \mathcal{G}(Y)$ we take $\bar{f}=\varepsilon \circ f: X \rightarrow Y$. It forms a map of algebras:

$$
\beta \circ T(\bar{f})=\beta \circ T(\varepsilon) \circ T(f)=\varepsilon \circ \widehat{\beta} \circ T(f)=\varepsilon \circ f \circ \alpha=\bar{f} \circ \alpha .
$$

- In the other direction, assume a map of algebras $h: X \rightarrow Y$. By cofreeness we obtain a unique map of coalgebras $\bar{h}: X \rightarrow \mathcal{G}(Y)$, with $\zeta_{Y} \circ \bar{h}=G(\bar{h}) \circ c$ and $\varepsilon \circ \bar{h}=h$. This $\bar{h}$ is a map of bialgebras. The missing equation $\widehat{\beta} \circ T(\bar{h})=\bar{h} \circ \alpha$ can be obtained as follows. Both sides form a map of coalgebras in:

$$
\begin{aligned}
G T(X) & \longrightarrow G \mathcal{G}(Y) \\
o \circ T(c) \uparrow & \uparrow_{Y} \\
T(X) & \longrightarrow \mathcal{G}(Y)
\end{aligned}
$$

And both side are equal when post-composed with the counit $\varepsilon$ :

$$
\varepsilon \circ \widehat{\beta} \circ T(\bar{h})=\beta \circ T(\varepsilon) \circ T(\bar{h})=\beta \circ T(h)=h \circ \alpha=\varepsilon \circ \bar{h} \circ \alpha .
$$

By construction we have $\overline{\bar{h}}=\varepsilon \circ \bar{h}=h$. And $\overline{\bar{f}}=f$ holds by uniqueness.
5.5.4. Corollary. Assume an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$ for a monad $T$ and an endofunctor $G$ on a category $\mathbb{C}$.
(i) If $\mathbb{C}$ has an initial object 0 , then the category $\operatorname{BiAlg}(T G \stackrel{\rho}{\Rightarrow} G T)$ of bialgebras has an initial object, namely:

$$
T^{2}(0) \xrightarrow{\mu} T(0) \xrightarrow{\rho \circ T(!)} G T(0) .
$$

It is given by the initial $T$-algebra $T^{2}(0) \rightarrow T(0)$ and the initial $G$-coalgebra $0 \rightarrow G(0)$. (ii) If the functor $G$ has a final coalgebras $Z \underset{\underset{\Omega}{\zeta}}{\stackrel{\zeta}{\longrightarrow}} G(Z)$, then there is also a final bial gebra:

$$
T(Z) \xrightarrow{\beta} Z \xrightarrow{\cong} \underset{\cong}{\cong} G(Z),
$$

where the Eilenberg-Moore algebra $\beta: T(Z) \rightarrow Z$ is obtained by finality from the coalge bra $\rho \circ T(\zeta): T(Z) \rightarrow G T(Z)$, as in (5.21).

Proof. The left adjoint $\mathcal{F}$ in (5.25) preserves initial objects, so applying it to the initial $G$-algebra ! : $0 \rightarrow G(0)$ yields the initial bialgebra.
Similarly, a final $G$-coalgebra $\zeta: Z \xlongequal{\cong} G(Z)$ is the cofree coalgebra $\mathcal{G}(1)$ at the fina object $1 \in \mathbb{C}$. Hence the final $T$-algebra ! : $T(1) \rightarrow 1$ yields an algebra $T(Z) \rightarrow Z$ as in (5.26)—or, equivalently, as in (5.21).
5.5.5. Theorem. Assume the presence of both the initial and final bialgebra as described in Corollary 5.5.4.
(i) The algebraic semantics obtained by initiality and the coalgebraic semantics by finality coincide with the unique bialgebra map:

$$
\begin{align*}
& \rho \circ T(!) \downarrow \quad \cong \downarrow \zeta  \tag{5.27}\\
& G T(0) \ldots \ldots G(Z)
\end{align*}
$$

(ii) As a result, bisimilarity / observational equivalence on $T(0)$ is a congruence.

Proof. (i) The algebra morphism int: $T(0) \rightarrow Z$ is obtained by initiality of the algebra $\mu: T^{2}(0) \rightarrow T(0)$ in $\mathcal{E} \mathcal{M}(T)$. We wish to show that it is also a coalgebra map, i.e. that it $\mu: T^{2}(0) \rightarrow T(0)$ in $\mathcal{E M}(T)$. We wish to show that it is also a coalgebra map, i.e. that
satisfies $\zeta \circ$ int $=G($ int $) \circ \rho \circ T(!)$ in (5.27). Then, by uniqueness, int $=$ beh. Define:

$$
\beta^{\prime}=(T G(Z) \xrightarrow[\cong]{\cong} T(Z) \xrightarrow{\beta} Z \xrightarrow[\cong]{\cong} G(Z)) .
$$

It is not hard to see that $\beta^{\prime}$ is an Eilenberg-Moore algebra. Hence we are done, by initiality,
if both $\zeta \circ$ int and $G($ int $) \circ \rho \circ T(!)$ are algebra maps $\mu \rightarrow \beta^{\prime}$. This is easy:

| $\beta^{\prime} \circ T(\zeta \circ$ int $)$ | $=\zeta \circ \beta \circ T\left(\zeta^{-1}\right) \circ T(\zeta) \circ T($ int $)$ |
| ---: | :--- |
|  | $=\zeta \circ \beta \circ T($ int $)$ |
|  | $=\zeta \circ$ int $\circ \mu$ |
| $\beta^{\prime} \circ T(G($ int $) \circ \rho \circ T(!))$ | $=\zeta \circ \beta \circ T\left(\zeta^{-1}\right) \circ T G($ int $) \circ T(\rho) \circ T^{2}(!)$ |
|  | $\stackrel{(5.21)}{=} G(\beta) \circ \rho \circ T(\zeta) \circ T\left(\zeta^{-1}\right) \circ T G($ int $) \circ T(\rho) \circ T^{2}(!)$ |
|  | $=G(\beta) \circ \rho \circ T G($ int $) \circ T(\rho) \circ T^{2}(!)$ |
|  | $=G(\beta) \circ G T($ int $) \circ \rho \circ T(\rho) \circ T^{2}(!)$ |
|  | $=G($ int $) \circ G(\mu) \circ \rho \circ T(\rho) \circ T^{2}(!)$ |
|  | $\stackrel{(5.20)}{=} G($ int $) \circ \rho \circ \mu \circ T^{2}(!)$ |
|  | $=G($ int $) \circ \rho \circ T(!) \circ \mu$. |

(ii) Consider the following diagram, where the arrow $e$ is an equaliser, describing the kernel of the (co)algebra map int $=$ beh : $T(0) \rightarrow Z$ to the final coalgebra.

The existence of the map $\gamma$ follows from an easy diagram chase. It is an Eilenberg-Moore algebra and shows that bisimilarity $\leftrightarrows$ on the initial algebra $T(0)$ is a congruence

In the remainder of this section we show how distributive laws can be used to define perations on final coalgebras, in the form of an Eilenberg-Moore algebra $T(Z) \rightarrow Z$ as bove. Such an algebra exists as soon as we have an $\mathcal{E N}-1$ aw $T G \Rightarrow G I$. In fact, this law forms a specification format for the algebra. Hence it is important to have a specification format that is as general as possible. Here we shall not give the most general format, but he most common format. Such laws are called GSOS rules, because they correspond to he 'General Structured Operational Semantics' (GSOS) specification format introduced in [75]. Here we we do not go into the syntactic formulation of these rules, but only consider their categorical counterparts. For more information about the connection, see [59, 274].
5.5.6. Definition. Let $T$ be a monad and $G$ and endofunctor on a category $\mathbb{C}$. A GSOS-law is an $\mathcal{E M}$-law

$$
T(G \times \mathrm{id}) \xlongequal{\sigma}(G \times \mathrm{id}) T \quad \text { satisfying } \quad \pi_{2} \circ \sigma=T\left(\pi_{2}\right) .
$$

For such a law we define a category $\operatorname{BiAlg}(T(G \times \mathrm{id}) \stackrel{\rho}{\Rightarrow}(G \times \mathrm{id}) T)$ whose objects are bialgebras given by a pair of an Eilenberg-Moore algebra $\alpha: T(X) \rightarrow X$ and a coalgebra $c: X \rightarrow G(X)$ making the following diagram commute.

$$
\begin{gathered}
T(X) \xrightarrow{\alpha} X \xrightarrow{c} G(X) \\
\langle c, \mathrm{id}\rangle \mid \\
T(G(X) \times X) \underset{\sigma_{X}}{\longrightarrow} G T(X) \times T(X) \underset{\pi_{1}}{\longrightarrow} G T(X)
\end{gathered}
$$

Morphisms of bialgebras are, as before, pairs of algebra maps and coalgebra maps.

A GSOS-law is thus a distributive law of the monad $T$ over the functor $G \times \mathrm{id}: \mathbb{C} \rightarrow \mathbb{C}$, given by $X \mapsto G(X) \times X$. The formulation used here (following [231]) generalises the original one from [413] for a free monad $F^{*}$.
5.5.7. Lemma. For two endofunctor $F, G: \mathbb{C} \rightarrow \mathbb{C}$, there is a bijective correspondence:

$$
\xlongequal[{\text { natural transformations } F(G \times \mathrm{id}) \xlongequal[\tau]{\text { GSOS-laws } F^{*}(G \times \mathrm{id})} \underset{\left(G F^{*}\right.}{\sigma}(G \times \mathrm{id}) F^{*}}]{\Longrightarrow}
$$

Thus this GSOS format involves maps $F(G(X) \times X) \rightarrow G F^{*}(X)$. These are more useful than the maps $F G(X) \rightarrow G F^{*}(X)$ from Lemma 5.4.13. The additional occurrence of the $X$ on the input side increases the expressive power, as will be illustrated below. In view of this result we shall also call natural transformations $\tau: F(G \times \mathrm{id}) \Rightarrow G F^{*}$ GSOS-laws.
Proof. We have the following correspondences:

$$
\begin{aligned}
& \quad \text { nat. transf. } F(G \times \mathrm{id}) \xlongequal{\tau} G F^{*} \\
& \left.\xlongequal\left[{\text { EM-laws } F^{*}(G \times \mathrm{id}) \xlongequal[\sigma]{\Longrightarrow}(G \times \mathrm{id}) F^{*} \text { with } \pi_{2} \circ \sigma=F^{*}\left(\pi_{2}\right.}\right)\right]{\text { nat. transf. } F(G \times \text { id }) \xlongequal{\tau}(G \times \text { id }) F^{*} \text { with } \pi_{2} \circ \tau=\theta \circ F\left(\pi_{2}\right)}
\end{aligned}
$$

The first correspondence is easy and the second one is a minor adaptation of Lemma 5.4.13 $\square$

For GSOS-laws we do not elaborate analogues of Theorem 5.5.3 and Corollary 5.5.4 but concentrate on the essentials for what is needed below.
5.5.8. Theorem. Let $\sigma: T(G \times \mathrm{id}) \Rightarrow(G \times \mathrm{id}) T$ be a GSOS-law. If the underlying category has an initial object 0 , then the initial bialgebra exists with carrier $T(0)$ and algebra-coalgebra structure.

$$
T^{2}(0) \xrightarrow{\mu} T(0) \xrightarrow{T(!)} T(G(0) \times 0) \xrightarrow{\sigma_{0}} G T(0) \times T(0) \xrightarrow{\pi_{1}} G T(0) .
$$

If there is a final coalgebra $\zeta: Z \xlongequal{\rightrightarrows} G(Z)$, then there is also a final bialgebra with carrier $Z$, and structure maps:

$$
T(Z) \xrightarrow{\beta} Z \xrightarrow[\cong]{\cong} G(Z),
$$

where the Eilenberg-Moore algebra structure $\beta: T(Z) \rightarrow Z$ is obtained by finality in:

The analogue of Theorem 5.5.5 holds in this situation: the map $T(0) \rightarrow Z$ obtained by initiality is the same as the map $T(0) \rightarrow Z$ by finality, and is the unique map of bialgebras $T(0) \rightarrow Z$. And also: bisimilarity $\leftrightarrows$ on $T(0)$ is a congruence.

Proof. Assume we have an arbitrary bialgebra $T(X) \rightarrow X \rightarrow G(X)$. Put $f=\alpha$ $T(!): T(0) \rightarrow T(X) \rightarrow X$. This is a map of bialgebras. Similarly, the unique coalge-
bra map $X \rightarrow Z$ is a map of bialgebras.

Suppose we have a final coalgebra $\zeta: Z \rightarrow G(Z)$ and we wish to define function interpretations $f_{i}: Z^{\# i} \rightarrow Z$ on $Z$, for some arity $\#: I \rightarrow \mathbb{N}$. That is, we wish to define (functor) algebra $F_{\#}(Z) \rightarrow Z$, or equivalently, by Proposition 5.4.7, a monad algebra $F_{\#}^{*}(Z) \rightarrow Z$, where $F_{\#}$ is the arity functor $F_{\#}(X)=\coprod_{i \in I} X^{\# i}$ associated with $\#$. The associated free monad $F_{\#}^{*}$ is characterised as the initial algebra:

$$
X+\coprod_{i \in I} F_{\#}^{*}(X)^{\# i} \xrightarrow[\cong]{\alpha_{X}} F_{\#}^{*}(X),
$$

see Proposition 5.1.8. The unit of the free monad $F_{\#}^{*}$ is then $\eta=\alpha \circ \kappa_{1}: X \rightarrow F_{\#}^{*}(X)$. Theorem 5.5 .8 says that in order to define such an interpretation $F_{\#}^{*}(Z) \rightarrow Z$ it suffices to define a natural transformation $\tau: F_{\#}(G \times \mathrm{id}) \Rightarrow(G \times \mathrm{id}) F_{\#}^{*}$. This means that for each $i \in I$ we need (natural) maps

$$
(G(X) \times X)^{\# i} \cong G(X)^{\# i} \times X^{\# i} \xrightarrow{\tau_{i}} G F_{\#}^{*}(X),
$$

one for each operation $f_{i}$. This $\tau_{i}$ describes the relevant behaviour associated with the operation $f_{i}$ : it sends the appropriate number of behaviours-and-states $\left(u_{k}, x_{k}\right) \in G(X) \times$ $X$, for $k$ below the arity $\# i \in \mathbb{N}$ of $f_{i}$, to a behaviour over terms, in $G F_{\#}^{*}(X)$.

Now assume we have such $\tau_{i}$ as described above. Together they correspond to a couple natural transformation $\tau=\left[\tau_{i}\right]_{i f}: F_{\mu}(G \times$ id $) \Rightarrow G F^{*}$ which corresponds by
 Lemma 5.5. to a GSOS-law $\bar{\tau}: F^{*}(G \times$ id $) \Rightarrow(G \times$ id $) F^{*}$. By Theorem 5.5 .8 we have a final bialgebra:

$$
F_{\#}^{*}(Z) \xrightarrow{\beta} Z \xrightarrow[\cong]{\cong} G(Z)
$$

where the map $\beta$ is obtained by finality as in (5.28). The interpretation $f_{i}: Z^{n} \rightarrow Z$ of each operation $f_{i}$ with arity $\# i \in \mathbb{N}$ can then be described as the composite:

$$
Z^{\# i} \xrightarrow{\eta^{\# i}} F_{\#}^{*}(Z)^{\# i} \xrightarrow{\kappa_{i}} \coprod_{i \in I} F_{\#}^{*}(Z)^{\# i} \xrightarrow{\alpha \circ \kappa_{2}} F_{\#}^{*}(Z) \xrightarrow{\beta} Z
$$

We claim that these maps $f_{i}: Z^{\# i} \rightarrow Z$ are determined by the following equation.

$$
\zeta \circ f_{i}=G(\beta \circ \mu) \circ \tau_{i} \circ\langle G(\eta) \circ \zeta, \eta\rangle^{\# i}
$$

It follows from a diagram chase:


We list why the various subdiagrams commute
(1) by naturality of $\eta$;
(2) by definition of $F_{\# \#}^{*}$ on maps, see (5.2);
(3) because the pair $(\beta, \zeta)$ is a bialgebra, by construction of $\beta$ in (5.28);
(4) and (5) by definition of $\bar{\tau}$ in (5.23), using that $\eta=\alpha \circ \kappa_{1}$.

Bisimilarity on the set $F_{\#}^{*}(0)$ of closed terms is then a congruence.
5.5.9. Examples. We briefly review several ways of employing the above uniform approach to obtain algebraic operations on final coalgebras and coalgebraic structure on closed terms.
(i) Recall from Section 1.2 the final coalgebra of finite and infinite sequences:

$$
A^{\infty} \xrightarrow[\cong]{\text { next }} 1+\left(A \times A^{\infty}\right)
$$

for the functor $G(X)=1+A \times X$ on Sets. Suppose we wish to define a sequential composition operation on such sequences, as a function comp: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$. We expect the following rules for composition $\operatorname{comp}(s, t)$ of two sequences $s, t \in A^{\infty}$.

$$
\frac{s \nrightarrow \quad t \nrightarrow}{\operatorname{comp}(s, t) \nrightarrow} \quad \frac{s \nrightarrow}{\operatorname{comp}(s, t) \xrightarrow{a} \operatorname{comp}\left(s, t^{\prime}\right)} \quad \frac{s \xrightarrow{a} s^{\prime}}{\operatorname{comp}(s, t) \xrightarrow{a} \operatorname{comp}\left(s^{\prime}, t\right)}
$$

where we recall from (1.5) that $s \rightarrow$ means next $(s)=*$ and $s \xrightarrow{a} s^{\prime}$ means next $(s)=$ $\left(a, s^{\prime}\right)$. Hence $\operatorname{comp}(s, t)$ is $s$ if $s$ is infinite, otherwise it is $s \cdot t$, where $\cdot$ is prefixing.
The arity functor for this single, binary composition operation is $F(X)=X \times X$. The associated free monad on $F$ is written as $F^{*}$, like in Proposition 5.1.8, and determined as the initial algebra:

$$
X+F^{*}(X) \times F^{*}(X) \xrightarrow{\alpha_{X}} \underset{\cong}{\cong} F^{*}(X)
$$

We now define a GSOS-law $\tau: F(G \times \mathrm{id}) \Rightarrow G F^{*}$ for sequential composition as follows.

$$
\begin{array}{rl}
((1+A \times X) \times X) \times((1+A \times X) \times X) \longrightarrow \tau_{X} & 1+A \times F^{*}(X) \\
(\langle *, x\rangle,\langle *, y\rangle) \longmapsto & \\
\left(\langle *, x\rangle,\left\langle\left\langle b, y^{\prime}\right\rangle, y\right\rangle\right) \longmapsto & \left\langle b, \alpha\left(\eta(x), \eta\left(y^{\prime}\right)\right)\right\rangle \\
\left(\left\langle\left\langle a, x^{\prime}\right\rangle, x\right\rangle,\langle u, y\rangle\right) \longmapsto & \left\langle b, \alpha\left(\eta\left(x^{\prime}\right), \eta(y)\right)\right\rangle .
\end{array}
$$

The three cases of this GSOS law clearly resemble the above three rules for comp. Like above we now get an algebra $\beta: F^{*}\left(A^{\infty}\right) \rightarrow A^{\infty}$, via (5.28). The actual function comp: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ is the composite:

$$
A^{\infty} \times A^{\infty} \xrightarrow{\eta \times \eta} F^{*}\left(A^{\infty}\right) \times F^{*}\left(A^{\infty}\right) \xrightarrow{\alpha \circ \kappa_{2}} F^{*}\left(A^{\infty}\right) \xrightarrow{\beta} A^{\infty}
$$

It satisfies, like in (5.29):

$$
\text { next } \circ \text { comp }=G(\beta \circ \mu) \circ \tau \circ(\langle G(\eta) \circ \text { next }, \eta\rangle \times\langle G(\eta) \circ \text { next }, \eta\rangle) \text {. }
$$

It allows use to check that if $\operatorname{next}(s)=\operatorname{next}(t)=*$, then:
$\operatorname{next}(\operatorname{comp}(s, t))=(G(\beta \circ \mu) \circ \tau \circ(\langle G(\eta) \circ \operatorname{next}, \eta\rangle \times\langle G(\eta) \circ$ next,$\eta\rangle))(s, t)$
$=(G(\beta \circ \mu) \circ \tau)(\langle G(\eta)(\operatorname{next}(s)), \eta(s)\rangle,\langle G(\eta)(\operatorname{next}(t)), \eta(t)\rangle)$
$=(G(\beta \circ \mu) \circ \tau)(\langle G(\eta)(*), \eta(s)\rangle,\langle G(\eta)(*), \eta(t)\rangle)$
$=G(\beta \circ \mu)(\tau(\langle *, \eta(s)\rangle,\langle *, \eta(t)\rangle))$
$=G(\beta \circ \mu)(*)$
$=*$.

## In a similar manner one can prove:

$$
\operatorname{next}(\operatorname{comp}(s, t))= \begin{cases}\left(a, \operatorname{comp}\left(s, t^{\prime}\right)\right) & \text { if } \operatorname{next}(s)=*, \operatorname{next}(t)=\left(a, t^{\prime}\right) \\ \left(a, \operatorname{comp}\left(s^{\prime}, t\right)\right) & \text { if } \operatorname{next}(s)=\left(a, s^{\prime}\right)\end{cases}
$$

Hence we have obtained a sequential composition function, described informally via the above three rules, and defined precisely via the GSOS-law / natural transformation $\tau$.
(ii) In Subsection 3.5.2 we have seen a final coalgebra of processes:

$$
Z_{A} \xrightarrow{\stackrel{\zeta_{A}}{\cong} \mathcal{P}_{\text {fin }}\left(Z_{A}\right)^{A}, ~}
$$

for the functor $G(X)=\mathcal{P}_{\text {fin }}(X)^{A}$ on Sets, where $A$ is a (fixed) set of labels. A simple process language was defined via an arity functor

$$
\Sigma_{A}(X)=1+(A \times X)+(X \times X)
$$

with initial algebra $\xi_{A}: \Sigma_{A}\left(P_{A}\right) \xlongequal{\leftrightharpoons} P_{A}$. Alternatively, we can describe this set $P_{A}$ of process terms as initial monad algebra $\Sigma_{A}^{*}(0)$. Here we shall describe the situation in terms of bialgebras and distributive laws.

To start, there is an $\mathcal{E} \mathcal{M}$-law $\Sigma_{A} \mathcal{P}_{\text {fin }}(-)^{A} \Rightarrow \mathcal{P}_{\text {fin }}(-)^{A} \Sigma_{A}^{*}$, via Lemma 5.4.13, namely:

$$
1+\left(A \times \mathcal{P}_{\text {fin }}(X)^{A}\right)+\left(\mathcal{P}_{\text {fin }}(X)^{A} \times \mathcal{P}_{\text {fin }}(X)^{A}\right) \xrightarrow{\tau_{X}} \mathcal{P}_{\text {fin }}\left(\Sigma_{A}^{*}(X)\right)^{A}
$$

given by the following three clauses:

$$
\left\{\begin{aligned}
* & \longmapsto \lambda b \in A \cdot \emptyset \\
(a, h) & \longmapsto \lambda b \in A \cdot \begin{cases}h(b) \quad \text { if } a=b \\
\emptyset\end{cases} \\
(h, k) & \longmapsto \lambda b \in A \cdot h(b) \cup k(b) .
\end{aligned}\right.
$$

Corollary 5.5 .4 now tells us that there is a unique map $P_{A} \rightarrow Z_{A}$ that is both a map of algebras and a map of coalgebras. This map that sends a process term to its interpretation as a process is thus compositional. Moreover, by Theorem 5.5 .5 bisimilarity on $P_{A}$ is a congruence. Earlier in this book, in Propositions 3.5.2 and 3.5.3, we had to prove these results by hand.
(iii) In [231] it is described how regular languages and automata can be understood in terms of bialgebras and distributive laws. The arity functor for regular languages is:

$$
\mathcal{R}(X)=\underbrace{1}_{\text {zero }}+\underbrace{1}_{\text {one }}+\underbrace{(X \times X)}_{\text {sum }+}+\underbrace{(X \times X)}_{\text {product } .}+\underbrace{X}_{\text {star }(-)^{*}}
$$

For an arbitrary set $A$, the free monad $\mathcal{R}^{*}(A)$ captures the regular expressions with elements $a \in A$ as atomic expressions. There is the familiar interpretation $\mathcal{R}^{*}(A) \rightarrow \mathcal{P}\left(A^{\star}\right)$ of regular expressions as languages. This set of languages $\mathcal{P}\left(A^{\star}\right)$ is the final coalgebra of the deterministic automaton functor $G(X)=X^{A} \times 2$, see Corollary 2.3.6 (ii). This interpretation $\mathcal{R}^{*}(A) \rightarrow \mathcal{P}\left(A^{\star}\right)$ can then be described as a bialgebra for the GSOS-law:

|  |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |

## More details can be found in [231].

We conclude this section with a strengthened form of coinduction for distributive $\mathcal{E M}$ laws. We shall refer to this generalised form as " $\mathcal{E M}$-coinduction". An even stronger corecursive" version that builds on it is described in Exercise 5.5.4

### 5.5.10. Proposition. Assume we have:

- a functor $G: \mathbb{C} \rightarrow \mathbb{C}$ with a final coalgebra $\zeta: Z \xlongequal{\cong} G(Z)$;
- a monad $T: \mathbb{C} \rightarrow \mathbb{C}$, on the same category, with an $\mathcal{E M}$-law $\rho: T G \Rightarrow G T$.

Then the following "EM-coinduction" principle holds: for each map $e: X \rightarrow G T(X$ there is a unique map $s: X \rightarrow Z$ making the following diagram commute.

| $G T(X)$ | $G T(s)$ | $\longrightarrow G T(Z)$ |
| :---: | :---: | :---: |
| , |  | $\mid G(\beta)$ |
| $e$ |  | $G(Z)$ |
|  |  | $\cong \uparrow \zeta$ |
|  | $s$ |  |

where $\beta: T(Z) \rightarrow Z$ is the induced Eilenberg-Moore algebra as in (5.21).
Proof. There is a direct way to prove the result, and an indirect way via bialgebras. We shall present both proofs.

For the direct proof, first transform $e$ into a $G$-coalgebra $\bar{e}$ as in:

$$
\bar{e}=\mathcal{F}_{\mathcal{E} \mathcal{M}}(e)=\left(T(X) \xrightarrow{T(e)} T G T(X) \xrightarrow{\rho_{T(X)}} G T^{2}(X) \xrightarrow{G\left(\mu_{X}\right)} G T(X)\right),
$$

where $\mathcal{F}_{\mathcal{E} \mathcal{M}}: \operatorname{CoAlg}(G T) \rightarrow \operatorname{CoAlg}(\mathcal{E M}(G))$ is the state extension functor defined in (5.22). This coalgebra satisfies $\bar{e} \circ \eta=e$. By finality we get a unique coalgebra map $f: T(X) \rightarrow Z$ with $\zeta \circ f=G(f) \circ \bar{e}$. One can then show that $s=f \circ \eta: X \rightarrow Z$ is the required map.

$$
\begin{aligned}
G(\beta) \circ G T(s) \circ e & =G(\beta) \circ G T(f) \circ G T(\eta) \circ e \\
& \stackrel{(* *}{=} G(f) \circ G(\mu) \circ G T(\eta) \circ e \\
& =G(f) \circ e \\
& =G(f) \circ \bar{e} \circ \eta \\
& =\zeta \circ f \circ \eta \\
& =\zeta \circ s
\end{aligned}
$$

The marked equation holds because $\beta \circ T(f)=f \circ \mu$ by uniqueness of coalgebra maps $(\rho \circ T(\bar{e})) \rightarrow \zeta$.

The indirect proof uses the following bijective correspondence.

$$
\xlongequal[\text { bialgebras } T^{2}(X) \underset{\mu}{\text { maps } X} T(X) \underset{d}{c} G T(X)]{\underset{\sim}{\longrightarrow}}
$$

This correspondence sends $e$ to $\bar{e}$ as defined above. In the reverse direction $d$ is mapped to $\bar{d}=d \circ \eta$.

Corollary 5.5 . 4 says that the pair $(\beta, \zeta)$ is a final bialgebra. Hence we get a unique map of bialgebras $(\mu, \bar{e}) \rightarrow(\beta, \zeta)$. It involves a map $f: T(X) \rightarrow Z$ which is both a map of algebras and of coalgebras. Then $s=f \circ \eta$ is the desired map, since:

$$
\begin{aligned}
G(\beta) \circ G T(s) \circ e & =G(\beta) \circ G T(f \circ \eta) \circ \bar{e} \circ \eta \\
& =G(f) \circ G(\mu) \circ G T(\eta) \circ \bar{e} \circ \eta \\
& =G(f) \circ \bar{e} \circ \eta \\
& =\zeta \circ f \circ \eta \\
& =\zeta \circ s .
\end{aligned}
$$

In this result we have used letters ' e ' and ' s ' for 'equation' and 'solution'. Indeed, maps of the form $X \rightarrow G T(X)$ can be understood as abstract recursive equations, with maps $s: X \rightarrow Z$ as solutions in a final coalgebra. This view is elaborated in a series of papers, ee e.g. [329, 10, 24, 25, 26], formalising and extending in coalgebraic terms earlier work of especially Elgot, Bloom and Esik (see [76]). Of particular interest in this setting is the so-called free iterative monad $F^{\infty}$ on a functor $F$, where $F^{\infty}(X)$ is the final coalgebra of the functor $X+F(-)$. The connections between this monad, distributive laws and $\mathcal{E M}$-coinduction are elaborated in [231]

## Exercises

5.5.1. This exercise gives a more symmetric version of the situation described in the beginning of this section, not dealing with a monad and a functor, but with a monad and a comonad. So assume a monad $T=(T, \eta, \mu)$ and a comonad $S=(S, \varepsilon, \delta)$, on the same category
C. A distributive law of the monad $T$ over the comonad $S$ is a natural transformation p: $T S \Rightarrow S T$ which commutes both with the monad and with the comonad structure as in:

(i) Define a suitable category of bialgebras $\operatorname{BiAlg}(T S \stackrel{\rho}{\rho} S T)$, together with two forDefine a suitable category of bialgebras $\operatorname{BiAlg}(T S \stackrel{A}{\Rightarrow} S T)$
getful functors $\mathcal{E M}(T) \leftarrow \operatorname{BiAlg}(T S \stackrel{\text { P }}{\Rightarrow} S T) \rightarrow \mathcal{E M}(S)$
(ii) Define liftings of the monad $T$ to a monad $\mathcal{E} \mathcal{M}(T)$ and of the comonad $S$ to a comonad $\mathcal{E M}(S)$ in diagrams:

(iii) Strengthen the previous point by proving that there are bijective correspondences between distributive laws and liftings of (co)monads to (co) monads in:

(iv) Show that there are isomorphisms of categories

$$
\mathcal{E M}(\mathcal{E M}(T)) \cong \operatorname{BiAlg}(T S \stackrel{\rho}{\leftrightharpoons} S T) \cong \mathcal{E M}(\mathcal{E M}(S)) .
$$

(v) Prove that the (downward-pointing) forgetful functors have adjoints in:
$\operatorname{BiAlg}(T S \stackrel{\rho}{\Rightarrow} S T)$

(vi) Conclude that if the category $\mathbb{C}$ has a final object 1 and a initial object 0 , then, in the category of bialgebra one has both.

$$
\left\{\begin{aligned}
\text { final object: } & T S(1) \xrightarrow{\rho} S T(1) \xrightarrow{S(!)} S(1) \xrightarrow{\delta} S^{2}(1) \\
\text { initial object: } & T^{2}(0) \xrightarrow{\mu} T(0) \xrightarrow{T(!)} T S(0) \xrightarrow{\rho} S T(0) .
\end{aligned}\right.
$$

(vii) Let $G: \mathbb{C} \rightarrow \mathbb{C}$ be an arbitrary functor, with cofree comonad $G^{\infty}$. Show that each $\mathcal{E M}$-law $T G \Rightarrow G T$ gives rise to a distributive law $T G^{\infty} \Rightarrow G^{\infty} T$.
5.5.2. Recall the operation merge: $A^{\infty} \times A^{\infty} \rightarrow A^{\infty}$ on sequences from Subsection 1.2. Defin GSOS-law corresponding to the three rules describing the behaviour of merge, like for sequential composition in Example 5.5 .9 (i).
5.5.3. Elaborate the details of the bijective correspondence (5.30). Show it can be used to construct a functor $\operatorname{CoAlg}(G T) \rightarrow \operatorname{BiAlg}(T G \stackrel{\rho}{=} G T)$
5.5.4. Let $G: \mathbb{C} \rightarrow \mathbb{C}$ be a functor with final coalgebra $\zeta: Z \xlongequal{\Rightarrow} G(Z)$, and let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a monad with an $\mathcal{E}$-law $\rho: T G \Rightarrow G T$. Recall from Exercise 5.2.8 that $T^{Z}$ an $\mathcal{E M}$-law $\rho^{Z}: T^{Z} G \Rightarrow G T^{Z}$.
(This works for any $G$-coalgebra on $Z$, not necessarily the final one.)
(ii) Let $\beta: T(Z) \rightarrow Z$ be the Eilenberg-Moore algebra induced by $\rho$, as in (5.21). Check that the algebra induced by $\rho^{Z}$ is $\beta \circ T($ iid, id $\left.]\right): T(Z+Z) \rightarrow Z$
(iii) Deduce the following " $\mathcal{E M}$-corecursion" principle: for each map $e$ : $X \rightarrow T(Z+X)$ there is a unique map $s: X \rightarrow Z$ in:

(iv) Conclude that this yields the dual of recursion, as described in Proposition 2.4 .7 , whe $T$ is the identity monad.

Is there also a strengthened form of "EM-induction", dual to point (iii), involving a comonad and a suitable distributive law?
5.5.5. Let $A$ be a set and $L$ a complete lattice, and consider the deterministic automaton functor
$G(X)=X^{A} \times L$. What follows comes essentially from [59].
Use Exercise 5.4.4 to construct an $\mathcal{E M}$-law $\rho: \mathcal{P} G \Rightarrow G \mathcal{P}$, where $\mathcal{P}$ is the powerset
monad. $\mathcal{P}$-algebra $\beta: \mathcal{P}\left(L^{A^{*}}\right) \rightarrow L^{A^{*}}$ according to (5.21).
(iii) Prove that via this $\mathcal{E M}$-law and the $\mathcal{E} \mathcal{M}$-coinduction principle from Proposition 5.5.10 one can obtain trace semantics for non-deterministic automata, when $L$ is the twoelement lattice 2 .

## Chapter 6

## Invariants and Assertions

The second important notion in the logic of coalgebras, beside bisimulation, is invariance. Whereas a bisimulation is a binary relation on state spaces that is closed under transitions, an invariant is a predicate, or unary relation if you like, on a state space which is closed which state transition operations are applied. That is: coalgebras maintain their invariants. Invariants are important in the description of systems, because they often express cer implicit assumptions, like: this integer value will always be non-zero (so that dividing by this integer is safe), or: the contents of this tank will never be below a given minimum by this integer is safe), or: the contents of this tank will never be below a given minimum happen. This chapter will introduce a general notion of invariant for a coalgebra, via predicate for polynomial functors on sets, but later also for more general functors, using the catefor polynomial functors on sets, but later also for more general intrictors, instroduced in Section 4.3. Various properties of invariants are established, in
goteparticular their intimate relation to subcoalgebras. An important application of invariants lies in a generic temporal logic for coalgebras, involving henceforth $\square$ and eventually $\diamond$ operators on predicates (on a state space for a coalgebra), that will be introduced in Section 6.4. It uses $\square P$ as the greatest invariant that is contained in the predicate $P$. Further, invariants play a role in the construction of equalisers and products for coalgebras.
The operator $\square P$ involves closure of the predicate $P$ under all operations of a coalgebra. In many situations one also likes to express closure under specific operations only. This can be done via the modal logic for coalgebras introduced in Section 6.5. The modal operators are themselves described via a functor as signature, and the meaning of the operators is given by a suitable natural transformation. In examples it is shown how to use such operations to describe coalgebras satisfying certain logical assertions.
The semantics of such assertions-in a set-theoretic context-is the topic of the second part of this chapter, starting in Section 6.6. First, the relatively familiar situation of algebras satisfying assertions is reviewed. In the style of Lawvere's functorial semantics it is shown that monad/functor algebras correspond to finite product preserving functors from a Keisi categry to Sets. Subsequenty, Section 6.7 describes assertions as axioms for algebras satisfying certain assertions correspond to Eilenberg-Moore algebras of an assoiated (quotient) monad A dual result for coalgebras is described in Section 6.8. functor coalgebras satisfying assertions correspond to Eilenberg-Moore coalgebras of an associated (subset) comonad. This will be illustrated by actually determining these subset comonads subset) comonad. This will be illustrated by actually determining these subset comonads
in concrete cases. In order to obtain these results we use earlier work on congruences and in concrete cases. In order to obtain these results we use earlier work on congruences and
invariants, in order to turn the given axioms into suitable least congruences and greatest invariants, so that quotient and subset constructions can be applied. The chapter (and book) closes with Section 6.9, illustrating coalgebras and assertions in the context of specification

## of classes, like in object-oriented programming languages.

### 6.1 Predicate lifting

This section will introduce the technique of predicate lifting. It will be used in the next section in the definition of invariance for (co)algebras. Here we will first establish variou elementary, useful properties of predicate lifting. Special attention will be paid to the left adjoint to predicate lifting, called predicate lowering.
Predicate lifting for a Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets is an operation $\operatorname{Pred}(F)$ which sends a predicate $P \subseteq X$ on a set $X$ to a "lifted" predicate $\operatorname{Pred}(F)(P) \subset$ $F(X)$ on the result of applying the functor $F$ to $X$. The idea is that $P$ should hold on al $(X)$ on the result of applying the furctor $F$ in. occurrences of $X$ inside $F(X)$ as suggested in:


The formal definition proceeds by induction on the structure of the functor $F$, just like for elation lifting in Definition 3.1.1
6.1.1. Definition (Predicate lifting). Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial func tor, and let $X$ be an arbitrary set. The mapping $\operatorname{Pred}(F)$ which sends a predicate $P \subseteq X$ to a "lifted" predicate $\operatorname{Pred}(F)(P) \subseteq F(X)$ is defined by induction on the structure of $F$ in accordance with the steps in Definition 2.2.1.
(1) For the identity functor id: Sets $\rightarrow$ Sets we have:

$$
\operatorname{Pred}(\mathrm{id})(P)=P
$$

(2) For a constant functor $K_{A}:$ Sets $\rightarrow$ Sets, given by $K_{A}(Y)=A$

$$
\operatorname{Pred}\left(K_{A}\right)(P)=\top_{A}=(A \subseteq A) .
$$

(3) For a product functor,

$$
\begin{aligned}
& \operatorname{Pred}\left(F_{1} \times F_{2}\right)(P) \\
& =\left\{(u, v) \in F_{1}(X) \times F_{2}(X) \mid \operatorname{Pred}\left(F_{1}\right)(P)(u) \wedge \operatorname{Pred}\left(F_{2}\right)(P)(v)\right\} .
\end{aligned}
$$

(4) For a set-indexed coproduct,

$$
\operatorname{Pred}\left(\coprod_{i \in I} F_{i}\right)(P)=\bigcup_{j \in I}\left\{\kappa_{j}(u) \in \coprod_{i \in I} F_{i}(X) \mid \operatorname{Pred}\left(F_{j}\right)(P)(u)\right\} .
$$

(5) For an exponent functor,

$$
\operatorname{Pred}\left(F^{A}\right)(P)=\left\{f \in F(X)^{A} \mid \forall a \in A \cdot \operatorname{Pred}(F)(P)(f(a))\right\} .
$$

(6) For powerset functor

$$
\operatorname{Pred}(\mathcal{P}(F))(P)=\{U \subseteq X \mid \forall u \in U \cdot \operatorname{Pred}(F)(P)(u)\}
$$

This same formula will be used for a finite powerset $\mathcal{P}_{\text {fin }}(F)$.

First we show that predicate and relation lifting are closely related.
6.1.2. Lemma. (i) Relation lifting $\operatorname{Rel}(F)$ and predicate lifting $\operatorname{Pred}(F)$ for a polynomial functor $F$ : Sets $\rightarrow$ Sets are related in the following way.

$$
\operatorname{Rel}(F)\left(\amalg_{\Delta_{X}}(P)\right)=山_{\Delta_{F(X)}}(\operatorname{Pred}(F)(P)),
$$

where $\Delta_{X}=\langle\mathrm{id}, \mathrm{id}\rangle: X \rightarrow X \times X$ is the diagonal, and so $\amalg_{\Delta_{X}}(P)=\left\{\Delta_{X}(x) \mid x \in\right.$ $P\}=\{(x, x) \mid x \in P\}$.
(ii) Similarly,

$$
\operatorname{Pred}(F)\left(\amalg_{\pi_{i}}(R)\right)=\coprod_{\pi_{i}}(\operatorname{Rel}(F)(R)),
$$

where $\amalg_{\pi_{1}}(R)=\left\{x_{1} \mid \exists x_{2} \cdot R\left(x_{1}, x_{2}\right)\right\}$ is the domain of the relation $R$, and $\amalg_{\pi_{2}}(R)=$ $\left\{x_{2} \mid \exists x_{1} \cdot R\left(x_{1}, x_{2}\right)\right\}$ is its codomain.
(iii) As a result, predicate lifting can be expressed in terms of relation lifting:

$$
\operatorname{Pred}(F)(P)=\amalg_{\pi_{i}}\left(\operatorname{Rel}(F)\left(\amalg_{\Delta}(P)\right)\right)
$$

for both $i=1$ and $i=2$.
Proof. (i) + (ii) By induction on the structure of $F$.
(iii) Since $\coprod_{\pi_{i}} \circ \coprod_{\Delta}=\coprod_{\pi_{i} \circ \Delta}=\coprod_{\mathrm{id}}=$ id we use the previous point to get:

$$
\begin{equation*}
\operatorname{Pred}(F)(P)=\coprod_{\pi_{i}} \amalg_{\Delta} \operatorname{Pred}(F)(P)=\coprod_{\pi_{i}} \operatorname{Rel}(F)\left(\amalg_{\Delta} P\right) . \tag{ــ}
\end{equation*}
$$

Despite this last result, it is useful to study predicate lifting on its own, because it has some special properties that relation lifting does not enjoy--like preservation of intersections, see the next result, and thus existence of a left adjoint, see Subsection 6.1.1.
6.1.3. Lemma. Predicate lifting $\operatorname{Pred}(F)$ w.r.t. a Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets satisfies the following properties.
(i) It preserves arbitrary intersections: for every collection of predicates $\left(P_{i} \subseteq X\right)_{i \in I}$,

$$
\operatorname{Pred}(F)\left(\bigcap_{i \in I} P_{i}\right)=\bigcap_{i \in I} \operatorname{Pred}(F)\left(P_{i}\right) .
$$

A special case (intersection over $I=\emptyset$ ) worth mentioning is preservation of truth:

$$
\operatorname{Pred}(F)\left(\top_{X}\right)=\top_{F(X)} .
$$

Another consequence is that predicate lifting is monotone:

$$
P \subseteq Q \Longrightarrow \operatorname{Pred}(F)(P) \subseteq \operatorname{Pred}(F)(Q)
$$

(ii) It preserves inverse images: for a function $f: X \rightarrow Y$ and predicate $Q \subseteq Y$,

$$
\operatorname{Pred}(F)\left(f^{-1}(Q)\right)=F(f)^{-1}(\operatorname{Pred}(F)(Q))
$$

(iii) Relation lifting also preserves direct images: for $f: X \rightarrow Y$ and $P \subseteq X$,

$$
\operatorname{Pred}(F)\left(\amalg_{f}(P)\right)=\amalg_{F(f)}(\operatorname{Pred}(F)(P)) .
$$

Proof. (i) + (ii) By induction on the structure of $F$.
(iii) This is easily seen via the link with relation lifting:
$\operatorname{Pred}(F)\left(\amalg_{f} P\right)=\amalg_{\pi_{1}} \operatorname{Rel}(F)\left(\amalg_{\Delta} \amalg_{f} P\right) \quad$ by Lemma 6.1.2 (iii)
$=\amalg_{\pi_{1}} \operatorname{Rel}(F)\left(\amalg_{f \times f} \amalg_{\Delta} P\right)$
$=\coprod_{\pi_{1}} \amalg_{F(f) \times F(f)} \operatorname{Rel}(F)\left(\amalg_{\Delta} P\right) \quad$ by Lemma 3.2.2 (ii)
$=\coprod_{F(f)} \amalg_{\pi_{1}} \operatorname{Rel}(F)\left(\amalg_{\Delta} P\right)$
$=\coprod_{F(f)}(\operatorname{Pred}(F)(P)) \quad$ again by Lemma 6.1.2 (iii).
6.1.4. Corollary. Predicate lifting $\operatorname{Pred}(F)$ may be described as a natural transformation both with the contra- and co-variant powerset functor: by Lemma 6.1.3 (ii) it forms a map:

$$
\mathcal{P} \xlongequal{\operatorname{Pred}(F)} \mathcal{P} F \quad \text { for the contravariant } \quad \text { Sets }^{\mathrm{op}} \xrightarrow{\mathcal{P}} \text { Sets }
$$

and also, by Lemma 6.1.3 (iii),

$$
\begin{equation*}
\mathcal{P} \xlongequal{\operatorname{Pred}(F)} \mathcal{P} F \quad \text { for the covariant } \quad \text { Sets } \xrightarrow{\mathcal{P}} \text { Sets. } \tag{6.3}
\end{equation*}
$$

Predicate liftings are described as natural transformations (6.2) wrt. the contravariant powerset functor in [343], as starting point for temporal logics, like in Section 6.4.
Relation lifting for polynomial functors is functorial, on the category Rel $=\operatorname{Rel}$ (Sets) of relations (see Definition 3.2.3, and more generally Definition 4.3.3). Similarly, predicate lifting yields a functor on the category Pred $=\operatorname{Pred}($ Sets $)$ of predicates on sets. Explicitly, the category Pred has subsets $P \subseteq X$ as objects. A morphism $(P \subseteq X) \longrightarrow$ $(Q \subseteq Y)$ consists of a function $f: X \rightarrow Y$ with $P(x) \Longrightarrow Q(f(x))$ for all $x \in X$. This amounts to the existence of the necessarily unique dashed map in:


Equivalently, $P \subseteq f^{-1}(Q)$, or $\coprod_{f}(P) \subseteq Q$, by the correspondence (2.15). There is Equivalently, $P \subseteq{ }_{\text {for }}^{-1}(Q)$, or $\bigcup_{f}(P) \subseteq Q$, by the correspondence (2.15). There
forgetful functor Pred $\rightarrow$ Sets which is so obvious that it does not get its own name.
6.1.5. Corollary. Predicate lifting for a polynomial functor $F:$ Sets $\rightarrow$ Sets yields a functor $\operatorname{Pred}(F)$ in a commuting square:


Proof. Given a map $f:(P \subseteq X) \rightarrow(Q \subseteq Y)$ in Pred we get $F(f):(\operatorname{Pred}(F)(P) \subseteq$ $F(X)) \rightarrow(\operatorname{Pred}(F)(Q) \subseteq \bar{F}(Y))$. This works as follows, using Lemma 6.1.3.

$$
\begin{aligned}
& P \subseteq f^{-1}(Q) \Longrightarrow \operatorname{Pred}(F)(P) \subseteq \operatorname{Pred}(F)\left(f^{-1}(Q)\right) \\
& \text { since predicate lifting is monotone } \\
& \Longrightarrow \operatorname{Pred}(F)(P) \subseteq F(f)^{-1}(\operatorname{Pred}(F)(Q))
\end{aligned}
$$

since predicate lifting commutes with substitution.

The next result is the analogue for predicate lifting of Lemma 3.3.1 for relation lifting. It relies on considering predicates as sets themselves, and may be understood as: predicate lifting commutes with comprehension, see Lemma 6.3.9. This is described in a more gen eral logical setting in Subsection 6.1.2 below, and in [205]. But in the current set-1 context the connection between predicate lifting and functor application is extremely simple.
6.1.6. Lemma. For a Kripke polynomial functor $F$, predicate lifting $\operatorname{Pred}(F)(P)$ for a predicate $m: P \mapsto X$ is the same as functor application in:


Note that from the fact that Kripke polynomial functors preserve weak pullbacks (Proposition 4.2.6) we can already conclude that $F(m)$ is a mono, see Lemma 4.2.2.

Proof. Formally, one proves for $z \in F(X)$,

$$
z \in \operatorname{Pred}(F)(P) \Longleftrightarrow \exists!z^{\prime} \in F(P) . F(m)\left(z^{\prime}\right)=z .
$$

This is obtained by induction on the structure of the polynomial functor $F$.

### 6.1.1 Predicate lowering as liftings left adjoin

We continue this section with a Galois connection involving predicate lifting. In the next section we shall use predicate lifting for a nexttime operator $\bigcirc$ in a temporal logic of oalgebras. There is also a lasttime operator $O$ (see Subsection 6.4.1), for which we hall need this left adjoint (or lower Galois adjoint) to predicate lifting $\operatorname{Pred}(F)$. We shal write this left (or lower) adjoint as $\operatorname{Pred}(F)$, and shall call it "predicate lowering". By Lemma 6.1.3 (i), predicate lifting preserves arbitrary intersections, and thus has such a left adjoint for abstract reasons, see e.g. [319] or [256, I, Theorem 4.2]. But the adjoint can also be defined concretely, by induction on the structure of the functor. This is what we shall do.
6.1.7. Proposition (From [224, 229]). Predicate lifting for a Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets forms a monotone function $\operatorname{Pred}(F): \mathcal{P}(X) \rightarrow \mathcal{P}(F(X))$ between powerset posets. In the opposite direction there is also an operation $\operatorname{Pred}(F): \mathcal{P}(F(X)) \rightarrow$ $\mathcal{P}(X)$ satisfying

$$
\operatorname{Pred}(F)(Q) \subseteq P \Longleftrightarrow Q \subseteq \operatorname{Pred}(F)(P)
$$

Hence $\operatorname{Pred}(F)$ is the left adjoint of $\operatorname{Pred}(F)$ in a Galois connection $\operatorname{Pred}(F) \dashv \operatorname{Pred}(F)$.
Proof. One can define $\operatorname{Pred}(F)(Q) \subseteq X$ for $Q \subseteq F(X)$ by induction on the structure of the functor $F$.
(1) For the identity functor id: Sets $\rightarrow$ Sets,

$$
\underset{\sim}{\operatorname{Pred}(i d)}(Q)=Q .
$$

(2) For a constant functor $K_{A}(Y)=A$,

$$
\operatorname{Pred}\left(K_{A}\right)(Q)=\perp_{A}=(\emptyset \subseteq A) .
$$

(3) For a product functor,

$$
\begin{aligned}
& \underset{\sim}{\operatorname{Pred}}\left(F_{1} \times F_{2}\right)(Q)=\operatorname{Pred}\left(F_{1}\right)\left(\amalg_{\pi_{1}}(Q)\right) \cup \operatorname{Pred}\left(F_{2}\right)\left(\amalg_{\pi_{2}}(Q)\right) \\
& =\operatorname{Pred}\left(F_{1}\right)\left(\left\{u \in F_{1}(X) \mid \exists v \in F_{2}(X) \cdot Q(u, v)\right\}\right) \\
& \cup \operatorname{Pred}\left(F_{2}\right)\left(\left\{v \in F_{2}(X) \mid \exists u \in F_{1}(X) \cdot Q(u, v)\right\}\right) .
\end{aligned}
$$

(4) For a set-indexed coproduct functor,

$$
\begin{aligned}
\stackrel{\operatorname{Pred}}{\longleftarrow}\left(\coprod_{i \in I} F_{i}\right)(Q) & =\bigcup_{i \in I} \operatorname{Pred}\left(F_{i}\right)\left(\kappa_{i}^{-1}(Q)\right) \\
& =\bigcup_{i \in I} \underset{\operatorname{Pred}}{\leftrightarrows}\left(F_{i}\right)\left(\left\{u \mid Q\left(\kappa_{i}(u)\right)\right\}\right) .
\end{aligned}
$$

(5) For an exponent functor,
$\underset{\sim}{\operatorname{Pred}}\left(F^{A}\right)(Q)=\underset{\sim}{\operatorname{Pred}}(F)\left(\left\{f(a) \mid a \in A\right.\right.$ and $f \in F(X)^{A}$ with $\left.\left.Q(f)\right\}\right)$.
(6) For a powerset functor,

$$
\underset{\sim}{\operatorname{Pred}}(\mathcal{P}(F))(Q)=\operatorname{Pred}(F)(\cup Q) .
$$

This same formula will be used for a finite powerset $\mathcal{P}_{\text {fin }}(F)$.
$\square$
Being a left adjoint means that functions $\operatorname{Pred}(F)$ preserve certain "colimit" structures.
6.1.8. Lemma. Let $F$ be a polynomial functor. Its operations $\operatorname{Pred}(F): \mathcal{P}(F(X)) \rightarrow$ $\mathcal{P}(X)$ preserve:
(i) unions $\bigcup$ of predicates;
(ii) direct images $\amalg$, in the sense that for $f: X \rightarrow Y$,

$$
\underset{\operatorname{Pred}}{\leftrightarrows}(F)\left(\amalg_{F(f)}(Q)\right)=\amalg_{f} \operatorname{Pred}(F)(Q)
$$

This means that $\operatorname{Pred}(F)$ forms a natural transformation:

$$
\mathcal{P} F \stackrel{\text { Pred }(F)}{\longrightarrow} \mathcal{P} \quad \text { for the covariant } \quad \text { Sets } \xrightarrow{\mathcal{P}} \text { Sets }
$$

like in Corollary 6.1.4.
Proof. (i) This is a general property of left (Galois) adjoints, as illustrated in the beginning of Section 2.5 .
(ii) One can use a "composition of adjoints" argument, or reason directly with the ad junctions:

$$
\begin{aligned}
& \operatorname{Pred}(F)\left(\amalg_{F(f)}(Q)\right) \subseteq P \\
& \Longleftrightarrow \amalg_{F(f)}(Q) \subseteq \operatorname{Pred}(F)(P) \\
& \Longleftrightarrow Q \subseteq F(f)^{-1} \operatorname{Pred}(F)(P)=\operatorname{Pred}(F)\left(f^{-1}(P)\right) \quad \text { by Lemma } 6.1 .3 \text { (ii) } \\
& \Longleftrightarrow \operatorname{Pred}(F)(Q) \subseteq f^{-1}(Q) \\
& \Longleftrightarrow \amalg_{f} \operatorname{Pred}(F)(Q) \subseteq P \text {. }
\end{aligned}
$$

This left adjoint to predicate lifting gives rise to a special kind of mapping sts from an arbitrary Kripke polynomial functor $F$ to the powerset functor $\mathcal{P}$. The maps sts $X: F(X) \rightarrow$ $\mathcal{P}(X)$ collect the states insides $F(X)$-as suggested in the picture (6.1). With this mapping each coalgebra can be turned into an unlabelled transition system.
6.1.9. Proposition. For a polynomial functor $F$ and a set $X$, write sts $X: F(X) \rightarrow \mathcal{P}(X)$ for the following composite.

$$
\operatorname{sts}_{X} \stackrel{\text { def }}{=}(F(X) \xrightarrow{\{-\}} \mathcal{P}(F(X)) \xrightarrow{\text { Pred }(F)} \mathcal{P}(X))
$$

These sts maps form a natural transformation $F \Rightarrow \mathcal{P}$ : for each function $f: X \rightarrow Y$ the following diagram commutes.


Proof. We only need to prove naturality. For $u \in F(X)$ :
$\amalg_{f}\left(\operatorname{sts}_{X}(u)\right)=\amalg_{f} \operatorname{Pred}(F)(\{u\})$

$$
\begin{aligned}
& ==\operatorname{Pred}(F)\left(\amalg_{F(f)}\{u\}\right) \quad \text { by Lemma } 6.1 .8 \text { (ii) } \\
& =\underset{\operatorname{Pred}}{ }=(F)(\{F(f)(u)\}) \\
& =\operatorname{sts}_{Y}(F(f)(u)) .
\end{aligned}
$$

6.1.10. Example. Consider the deterministic automaton functor $(-)^{A} \times B$. The states contained in $(h, b) \in X^{A} \times B$ can be computed by following the inductive clauses in the proof of Proposition 6.1.7:

$$
\begin{aligned}
\operatorname{sts}(h, b) & =\operatorname{Pred}\left((-)^{A} \times B\right)(\{(h, b)\}) \\
& =\underset{\operatorname{Pred}\left((-)^{A}\right)(h) \cup \operatorname{Pred}(B)(b)}{\underset{\operatorname{Pred}}{ }(\mathrm{id})(\{h(a) \mid a \in A\}) \cup \emptyset} \\
& =\{h(a) \mid a \in A\} \subseteq X .
\end{aligned}
$$

By combining Propositions 6.1.9 and 2.5.5 we obtain a functor:

$$
\begin{equation*}
\operatorname{CoAlg}(F) \xrightarrow{\text { sts } \circ(-)} \operatorname{CoAlg}(\mathcal{P}) \tag{6.4}
\end{equation*}
$$

from coalgebras of a polynomial functor to unlabelled transition systems. This translation will be further investigated in Section 6.4. As can be seen in Exercise 6.1.3, the translation removes much of the structure of the coalgebra. However, it makes the intuitive idea precise that states of a coalgebra can make transitions.

### 6.1.2 Predicate lifting, categorically

We have defined relation lifting concretely for polynomial functors, and more abstractly for functors on a category $\mathbb{C}$ carrying a logical factorisation system, see Definition 4.4.1 for functors on a category $\mathbb{C}$ carrying a logical factorisation system, see Definition 4.4.1.
Here we shall now give a similarly abstract definition of predicate lifting. It involves the Here we shall now give a similarly abstract definition of predicate lifting. It involves the
category $\operatorname{Pred}(\mathbb{C}$ ) of predicates wrt. such a logical factorisation system $(\mathfrak{M}, \mathfrak{E}$ ) on $\mathbb{C}$, see Definition 4.3.3.
6.1.11. Definition. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$. For a predicate $(m: U \mapsto X) \in \operatorname{Pred}(\mathbb{C})$, where $m \in \mathfrak{M}$, we define a new predicate $\operatorname{Pred}(F)(P) \mapsto F(X)$ on $F(X)$ via factorisation in

$$
F(U) \xrightarrow[F(m)]{\longrightarrow} \underbrace{\mathfrak{e}(F(m))}_{F(X)} \operatorname{Pred}(F)(U)
$$

This yields a functor

ince for a map of predicates $f:(m: U \mapsto X) \rightarrow(n: V \mapsto X)$ the map $F(f)$ is a map $\operatorname{Pred}(F)(U) \rightarrow \operatorname{Pred}(F)(V)$ via diagonal-fill-in

where the vertical map $F(U) \rightarrow F(V)$ on the left is obtained by applying $F$ to the map $U \rightarrow V$ that exists since $f$ is a map of predicates (see in Definition 4.3.3).

Some of the properties we have seen earlier on in this section also hold for the abstract form of predicate lifting, under additional assumptions.
6.1.12. Proposition. Assume $F: \mathbb{C} \rightarrow \mathbb{C}$, where $\mathbb{C}$ is a category with a logical factorisa tion system $(\mathfrak{M}, \mathfrak{E})$.
(i) Predicate lifting is monotone and preserves truth $\overline{ }$
(ii) If diagonals $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle: X \rightarrow X \times X$ are in $\mathfrak{M}-$ that is, if internal and external equality coincide, see Remark 4.3.6-then $\amalg_{\Delta} \operatorname{Pred}(F)=\operatorname{Rel}(F) \amalg_{\Delta}$, as in the squar equality coincide,
on the left below.

(iii) If the functor $F$ preserves abstract epis, then the rectangle on the right also com mutes, for $i \in\{1,2\}$.
(iv) If F preserves abstract epis predicate lifting commutes with sums (direct images) Џ, as in:

$$
\operatorname{Pred}(F)\left(\amalg_{f}(U)\right)=\coprod_{F(f)} \operatorname{Pred}(F)(U)
$$

(v) If $\mathfrak{E} \subseteq$ SplitEpis and F preserves weak pullbacks, then predicate lifting commutes with inverse images:

$$
\operatorname{Pred}(F)\left(f^{-1}(V)\right)=F(f)^{-1}(\operatorname{Pred}(F)(V))
$$

Additionally, predicate lifting preserves meets $\wedge$ of predicates.
Proof. (i) Obvious.
(ii) We use some properties of images $\mathfrak{m}(-)$ : for a predicate ( $m: U \mapsto X$ ),

$$
\begin{array}{rlr}
\operatorname{Rel}(F)\left(\amalg_{\Delta}(U)\right) & =\operatorname{Rel}(F)(\mathfrak{m}(\Delta \circ m)) \\
& =\operatorname{Rel}(F)(\Delta \circ m) \quad \text { since } \Delta, m \in \mathfrak{M} \\
& =\operatorname{Rel}(F)(\langle m, m\rangle) \\
& =\mathfrak{m}(\langle F(m), F(m)\rangle) \\
& =\mathfrak{m}(\Delta \circ F(m)) & \\
& =\Delta \circ \mathfrak{m}(F(m)) \quad \text { by Exercise } 4.3 .1 \text { (iii) } \\
& =\amalg_{\Delta}(\operatorname{Pred}(F)(P)) .
\end{array}
$$

(iii) We recall the basic constructions involved: for a relation $\left\langle r_{1}, r_{2}\right\rangle: R \mapsto X \times X$,


By assumption $F$ preserves abstract epis. Thus $F\left(e_{i}\right) \in \mathfrak{E}$, which yields two dashed diagonals in the following rectangle-and thus the required equality of subobjects-since the south-east diagonal equals $F\left(r_{i}\right)$.

(iv) One first forms the sum by factorisation:


The required equality follows since $F(e) \in \mathfrak{E}$, using:


One sees that the south-east map $F(f \circ m): F(U) \rightarrow F(Y)$ is factorised in two ways.
(v) Preservation of inverse images is proven as in Proposition 4.4.3. Preservation of meets works as follows. Assume we have predicates $(m: U \mapsto X)$ and $(n: V \mapsto X)$ with meet given by:


We show that $\operatorname{Pred}(F)(W)$ is the pullback of $\operatorname{Pred}(F)(U)$ and $\operatorname{Pred}(F)(V)$, using that
abstract epis split, via the maps $s$ in:


We assume that $m_{U} \circ f=m_{V} \circ g$. The two maps $f^{\prime}=s_{U} \circ f: A \rightarrow F(U)$ and $g^{\prime}=s_{V} \circ g: A \rightarrow F(V)$ satisfy $F(m) \circ f^{\prime}=F(n) \circ g^{\prime}$, since $e_{U} \circ s_{U}=$ id $g^{\prime}=s_{V} \circ g: A \rightarrow F(V)$ satisfy $F(m) \circ f^{\prime}=F(n) \circ g^{\prime}$, since $e_{U} \circ s_{U}=$ id (and
similarly for $V$ ). Since $F$ preserves weak pullbacks, there is a map $h: A \rightarrow F(P)$ with $F(p) \circ h=f^{\prime}$ and $F(q) \circ h=g^{\prime}$. We claim that $h^{\prime}=e_{P} \circ h: A \rightarrow \operatorname{Pred}(F)(P)$ is the required mediating map. The equation $p^{\prime} \circ h^{\prime}=f$ holds, since $m_{U}$ is monic:

$$
\begin{aligned}
m_{U} \circ p^{\prime} \circ h^{\prime} & =m_{P} \circ e_{P} \circ h \\
& =F(m \wedge n) \circ h \\
& =F(m) \circ F(p) \circ h \\
& =F(m) \circ f^{\prime} \\
& =m_{U} \circ e_{U} \circ s_{U} \circ f \\
& =m_{U} \circ f .
\end{aligned}
$$

Analogously one shows $q^{\prime} \circ h^{\prime}=g$. Uniqueness of $h^{\prime}$ is obvious, since $m_{P}$ is monic.

## Exercises

6.1.1. Show for a list functor $F^{\star}$-using the description (2.17)-that for $P \subseteq X$,

$$
\operatorname{Pred}\left(F^{\star}\right)(P)=\left\{\left\langle u_{1}, \ldots, u_{n}\right\rangle \in F(X)^{\star} \mid \forall i \leq n \cdot \operatorname{Pred}(F)(P)\left(u_{i}\right)\right\} .
$$

And also that for $Q \subseteq Y$,

## $\operatorname{Pred}\left(F^{\star}\right)(Q)$

$$
=\bigcup_{n \in \mathbb{N}} \operatorname{Pred}(F)\left(\left\{u_{i} \mid i \leq n,\left\langle u_{1}, \ldots, u_{n}\right\rangle \in F(Y)^{n} \text { with } Q\left(\left\langle u_{1}, \ldots, u_{n}\right\rangle\right)\right\}\right) \text {. }
$$

6.1.2. Use Lemmas 6.1 .6 and 3 .3.1 to check that relation lifting can also be expressed via predicate lifting. For a relation $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow X \times Y$,

$$
\operatorname{Rel}(F)(R)=\amalg_{\left\langle F\left(r_{1}\right), F\left(r_{2}\right)\right\rangle} \operatorname{Pred}(F)(R) .
$$

6.1.3. Let $X \xrightarrow{\langle\delta, \delta\rangle} X^{A} \times B$ be a deterministic automaton. Prove that the associated unlabelled transition system, according to (6.4) is described by:

$$
x \longrightarrow x^{\prime} \Longleftrightarrow \exists a \in A . \delta(x)(a)=x^{\prime}
$$

6.1.4. Recall the multiset $\mathcal{M}_{M}$ and distribution $\mathcal{D}$ functors from Section 4.1. Use Definition 6.1.11, with the standard factorisation system on Sets of injections and suriections, to prove that the associated predicate liftings are:
$\operatorname{Pred}\left(\mathcal{M}_{M}\right)(P \subseteq X)=\left\{\varphi \in \mathcal{M}_{M}(X) \mid \forall x . \varphi(x) \neq 0 \Rightarrow P(x)\right\}$
$\operatorname{Pred}(\mathcal{D})(P \subseteq X)=\{\varphi \in \mathcal{D}(X) \mid \forall x . \varphi(x) \neq 0 \Rightarrow P(x)\}$.

Hint. Recall from Propositions 4.2 .9 and 4.2 .10 that the functors $\mathcal{M}_{\mathcal{N}}$ and $\mathcal{D}$ preserve weak pullbacks, and thus injections, by Lemma 4.2.2.]
6.1.5. (From [385, Proposition 16]) Let $F:$ Sets $\rightarrow$ Sets be an arbitrary functor. Prove that there is a bijective correspondence between natural transformations $\mathcal{P} \Rightarrow \mathcal{P} F$ like in (6.2) and subsets of $F(2)$-where $2=\{0,1\}$.
Hint. Use that predicates $P \subseteq X$ can be identified with their characteristic functions $\underset{X \rightarrow 2 .]}{\text { Hint. }}$
6.1.6. Prove functoriality of predicate lifting-like in Exercise 4.4 .6 for relation lifting: a natural transformation $\sigma: F \Rightarrow G$ gives a lifting as in:


Prove also the existence of a natural transformation $\operatorname{Rel}(F G) \Rightarrow \operatorname{Rel}(F) \operatorname{Rel}(G)$, for arbi trary functors $F, G: \mathbb{C} \rightarrow \mathbb{C}$

### 6.2 Invariants

nvariants are predicates on the state space of a coalgebra with the special property that hey are closed under transitions: once they are true, they remain true no matter which steps are taken (using the coalgebra). This section will introduce invariants via predicate
lifting (from the previous section). It will first concentrate on invariants for coalgebras lifting (from the previous section). It will first concentrate on invariants for coalgebras of polynomial functors, and later deal with more general functors. Invariants are closely Section 6$]$ but with subcolgebra terminosogy and thus with slightly different proofs
We shal define subcoalgebra terminology, and thus with slightly different proofs.
Wra or algebra of a predicate lifting functor Pred $(F)$. In both cases an invariant is a predicate which is closed under the state transition operations. There does not seem to be n established (separate) terminology in algebra, so we simply use the phrase 'invariant' both for algebras and for coalgebras.
6.2.1. Definition. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor, with predicate lifting functor $\operatorname{Pred}(F): \operatorname{Pred} \rightarrow$ Pred as in Corollary 6.1.5. Abstractly, an invariant is either a Pred $(F)$-coalgebra $P \rightarrow \operatorname{Pred}(F)(P)$, or a Pred $(F)$-algebra $\operatorname{Pred}(F)(P) \rightarrow P$, as in:



More concretely, this means the following.
(i) An invariant for a coalgebra $c: X \rightarrow F(X)$ is a predicate $P \subseteq X$ satisfying for all $x \in X$,

$$
x \in P \Longrightarrow c(x) \in \operatorname{Pred}(F)(P)
$$

Equivalently,
(ii) An invariant for an algebra $a: F(X) \rightarrow X$ is a predicate $P \subset X$ satisfying for al $u \in F(X)$,

$$
u \in \operatorname{Pred}(F)(P) \Longrightarrow a(u) \in P
$$

That is,

$$
\operatorname{Pred}(F)(P) \subseteq a^{-1}(P) \quad \text { or } \quad \amalg_{a}(\operatorname{Pred}(F)(P)) \subseteq P .
$$

This section concentrates on invariants for coalgebras, but occasionally invariants for algebras are also considered. We first relate invariants to bisimulations. There are similar results for congruences, see Exercise 6.2.1.
6.2.2. Lemma. Consider two coalgebras $c: X \rightarrow F(X)$ and $d: Y \rightarrow F(Y)$ of a Kripke polynomial functor $F$. Then:
(i) if $R \subseteq X \times Y$ is a bisimulation, then both its domain $\coprod_{\pi_{1}} R=\{x \mid \exists y . R(x, y)\}$ and codomain $\amalg_{\pi_{2}} R=\{y \mid \exists x . R(x, y)\}$ are invariants.
(ii) an invariant $P \subseteq X$ yields a bisimulation $\amalg_{\Delta} P=\{(x, x) \mid x \in P\} \subseteq X \times X$.

Proof. (i) If the relation $R$ is a bisimulation, then the predicate $\coprod_{\pi_{1}} R \subseteq X$ is an invariant, since:

$$
\begin{aligned}
\amalg_{c} \amalg_{\pi_{1}} R & =\amalg_{\pi_{1}} \amalg_{c \times d} R \\
& \subseteq \amalg_{\pi_{1}} \operatorname{Rel}(F)(R) \quad \text { because } R \text { is a bisimulation } \\
& =\operatorname{Pred}(F)\left(\amalg_{\pi_{1}} R\right) \quad \text { by Lemma } 6.1 .2 \text { (ii). }
\end{aligned}
$$

Similarly, $\coprod_{\pi_{2}} R \subseteq Y$ is an invariant for the coalgebra $d$.
(ii) Suppose now that $P \subseteq X$ is an invariant. Then:

$$
\begin{array}{rlr}
\amalg_{c \times c} \amalg_{\Delta} P & =\amalg_{\Delta} \amalg_{c} P & \\
& \subseteq \amalg_{\Delta} \operatorname{Pred}(F)(P) & \text { since } P \text { is an invariant } \\
& =\operatorname{Rel}(F)\left(\amalg_{\Delta} P\right) & \text { by Lemma 6.1.2 (i). }
\end{array}
$$

6.2.3. Example. We consider invariants for both deterministic and non-deterministic auomata.
(i) As is well-known by now, a deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$ is a coalgebra for the functor $F=\operatorname{id}^{A} \times B$. Predicate lifting for this functor yields for a predicate $P \subseteq X$ a new predicate $\operatorname{Pred}(F)(P) \subseteq\left(X^{A} \times B\right)$, given by:

$$
\operatorname{Pred}(F)(P)(f, b) \Longleftrightarrow \forall a \in A \cdot P(f(a))
$$

A predicate $P \subseteq X$ is thus an invariant w.r.t. the coalgebra $\langle\delta, \epsilon\rangle: X \rightarrow X^{A} \times B$ if, for al $x \in X$,

$$
\begin{aligned}
P(x) & \Longrightarrow \operatorname{Pred}(F)(P)((\delta(x), \epsilon(x))) \\
& \Longleftrightarrow \forall a \in A \cdot P(\delta(x)(a)) \\
& \Longleftrightarrow \forall a \in A \cdot \forall x^{\prime} \in X \cdot x \xrightarrow{a} x^{\prime} \Rightarrow P\left(x^{\prime}\right) .
\end{aligned}
$$

Thus, once a state $x$ is in an invariant $P$, all its-immediate and non-immediate-successor states are also in $P$. Once an invariant holds, it will continue to hold.
(ii) A non-deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow \mathcal{P}(X)^{A} \times B$ is a coalgebra for the functor $F=\mathcal{P}(\mathrm{id})^{A} \times B$. Predicate lifting for this functor sends a predicate $P \subseteq X$ to the predicate $\operatorname{Pred}(F)(P) \subseteq\left(\mathcal{P}(X)^{A} \times B\right)$ given by:

$$
\operatorname{Pred}(F)(P)(f, b) \Longleftrightarrow \forall a \in A \cdot \forall x^{\prime} \in f(a) . P\left(x^{\prime}\right)
$$

This $P \subset X$ is then an invariant for the non-deterministic automaton $\langle\delta, \epsilon\rangle: X \rightarrow \mathcal{P}(X)^{A} \times$ $B$ if for all $x \in X$

$$
\begin{aligned}
P(x) & \Longrightarrow \operatorname{Pred}(F)(P)((\delta(x), \epsilon(x))) \\
& \Longleftrightarrow \forall a \in A \cdot \forall x^{\prime} \in \delta(x)(a) \cdot P\left(x^{\prime}\right) \\
& \Longleftrightarrow \forall a \in A \cdot \forall x^{\prime} \in X \cdot x \xrightarrow{a} x^{\prime} \Rightarrow P\left(x^{\prime}\right) .
\end{aligned}
$$

6.2.4. Proposition. Let $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$ be two coalgebras of a polynomial functor $F$ : Sets $\rightarrow$ Sets
(i) Invariants are closed under arbitrary unions and intersections: if predicates $P_{i} \subseteq$ $X$ are invariants for $i \in I$, then their union $\bigcup_{i \in I} P_{i}$ and intersection $\bigcap_{i \in I} P_{i}$ are invariants.
In particular, falsity $\perp$ (union over $I=\emptyset$ ) and truth $\top$ (intersection over $I=\emptyset$ ) are invariants.
(ii) Invariants are closed under direct and inverse images along homomorphisms: if $f: X \rightarrow Y$ is a homomorphism of coalgebras, and $P \subseteq X$ and $Q \subseteq Y$ are invariants, then so are $\amalg_{f}(P) \subseteq Y$ and $f^{-1}(Q) \subseteq X$
In particular, the image $\operatorname{Im}(f)=\coprod_{f}(\top)$ of a coalgebra homomorphism is an invariant.

Proof. (i) First we note that inverse images preserve both unions and intersections. CloProof. (i) First we note that inverse images preserve both unions and intersections. Clo-
sure of invariants under unions then follows from monotonicity of predicate lifting: $P_{i} \subset$ sure of invariants under unions then follows from monotonicity of predicate lifting: $P_{i} \subseteq$
$c^{-1}\left(\operatorname{Pred}(F)\left(P_{i}\right)\right) \subseteq c^{-1}\left(\operatorname{Pred}(F)\left(\bigcup_{i \in I} P_{i}\right)\right.$ for each $i \in I$, so that we may conclude ${ }^{c}\left(\operatorname{Pred}(F)\left(P_{i}\right) \subseteq c^{-1}\left(\operatorname{Pred}(F)\right.\right.$. $\left.\bigcup_{i \in I} P_{i}\right)$ for each $i \in I$, so that we may conclude predicate lifting preserves intersections, see Lemma 6.1.3 (i).
(ii) For preservation of direct images assume that $P \subseteq X$ is an invariant. Then:

$$
\begin{aligned}
\amalg_{d} \amalg_{f} P & =\coprod_{F(f)} \amalg_{c} P & & \text { because } f \text { is a homomorphism } \\
& \subseteq \coprod_{F(f)} \operatorname{Pred}(F)(P) & & \text { since } P \text { is an invariant } \\
& =\operatorname{Pred}(F)\left(\amalg_{f} P\right) & & \text { by Lemma 6.1.3 (iii). }
\end{aligned}
$$

Similarly, if $Q \subseteq Y$ is an invariant, then:

$$
\begin{aligned}
f^{-1}(Q) & \subseteq f^{-1} d^{-1}(\operatorname{Pred}(F)(Q)) & & \text { because } Q \text { is an invariant } \\
& =c^{-1} F(f)^{-1}(\operatorname{Pred}(F)(Q)) & & \text { because } f \text { is a homomorphism } \\
& =c^{-1}\left(\operatorname{Pred}(F)\left(f^{-1}(Q)\right)\right. & & \text { by Lemma 6.1.3 (ii). }
\end{aligned}
$$

$\square$
The next result readily follows from Lemma 6.1.6. It is the analogue of Theorem 3.3.2, and has important consequences.
6.2.5. Theorem. Let $F$ : Sets $\rightarrow$ Sets be a Kripke polynomial functor.
(i) A predicate $m: P \mapsto X$ on the state space of a coalgebra $c: X \rightarrow F(X)$ is an invariant if and only if $P \hookrightarrow X$ is a subcoalgebra: there is a (necessarily unique) coalgebra structure $P \rightarrow F(P)$ making $m: P \hookrightarrow X$ a homomorphism of coalgebras:


Uniqueness of this coalgebra $P \rightarrow F(P)$ follows because $F(m)$ is injective by Lemma 4.2.2.
(ii) Similarly, a predicate $m: P \hookrightarrow X$ is an invariant for an algebra $a: F(X) \rightarrow X$ i $P$ carries a (necessarily unique) subalgebra structure $F(P) \rightarrow P$ making $m: P \mapsto X a$ homomorphism of algebras.

Earlier we have seen a generic "binary" induction principle in Theorem 3.1.4. At this stage we can prove the familiar "unary" induction principle for initial algebras
6.2.6. Theorem (Unary induction proof principle). An invariant on an initial algebra is al ways true.

Equivalently, the truth predicate is the only invariant on an initial algebra. The proof is a generalisation of the argument we have used in Example 2.4.4 to derive induction for the a generalisation of the argumen

Proof. Assume $m: P \hookrightarrow A$ is an invariant on the initial algebra $F(A) \xlongequal{\cong} A$. This means by the previous theorem that $P$ itself carries a subalgebra structure $F(P) \rightarrow P$, making the square below on the right commute. This subalgebra yields a homomorphism $f: A \rightarrow P$ by initiality, as on the left:


By uniqueness we then get $m \circ f=\operatorname{id}_{A}$, which tells that $t \in P$, for all $t \in A$
6.2.7. Example. Consider the binary trees from Example 2.4 .5 as algebras of the functo $F(X)=1+(X \times A \times X)$, with initial algebra

$$
1+(\operatorname{BinTree}(A) \times A \times \operatorname{BinTree}(A)) \xrightarrow[{[\text { nil, node }}]]{\cong} \operatorname{BinTree}(A)
$$

Predicate lifting $\operatorname{Pred}(F)(P) \subseteq F(X)$ of an arbitrary predicate $P \subseteq X$ is given by:

$$
\operatorname{Pred}(F)(P)=\left\{\kappa_{1}(*)\right\} \cup\left\{\kappa_{2}\left(x_{1}, a, x_{2}\right) \mid a \in A \wedge P\left(x_{1}\right) \wedge P\left(x_{2}\right)\right\} .
$$

Therefore, a predicate $P \subseteq \operatorname{BinTree}(A)$ on the initial algebra is an invariant if both:

$$
\left\{\begin{array}{l}
P(\text { nil }) \\
P\left(x_{1}\right) \wedge P\left(x_{2}\right) \Rightarrow P\left(\operatorname{node}\left(x_{1}, a, x_{2}\right)\right)
\end{array}\right.
$$

The unary induction principle then says that such a $P$ must hold for all binary trees $t \in$ BinTree $(A)$. This may be rephrased in rule form as:

$$
\frac{P(\text { nil }) \quad P\left(x_{1}\right) \wedge P\left(x_{2}\right) \Rightarrow P\left(\operatorname{node}\left(x_{1}, a, x_{2}\right)\right)}{P(t)}
$$

### 6.2.1 Invariants, categorically

The description of invariants as (co)algebras of a predicate lifting functor $\operatorname{Pred}(F)$ in Definition 6.2.1 generalises immediately from polynomial functors to arbitrary functors: if the underlying category $\mathbb{C}$ carries a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$, a predicate lifting functor $\operatorname{Pred}(F): \operatorname{Pred}(\mathbb{C}) \rightarrow \operatorname{Pred}(\mathbb{C})$ exists as in Definition 6.1.11. An invariant is then
predicate $(m: U \mapsto X) \in \operatorname{Pred}(\mathbb{C})$ on the carrier $X \in \mathbb{C}$ of a coalgebra $c: X \rightarrow F(X)$ or of an algebra $a: F(X) \rightarrow X$, for which there are (dashed) maps in $\mathbb{C}$



This is the same as in Definition 6.2.1. Not all of the results that hold for invariants of (co)algebras of polynomial functors also hold in the abstract case. In particular, the tight connection between invariants of a coalgebra and subcoalgebras is lost - but it still holds in the algebraic case. We briefly discuss the main results.
6.2.8. Lemma. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with a logical factorisation system ( $\mathfrak{M}$, $\mathfrak{E}$ ). Assume predicates $m: U \mapsto X$ and $n: V \mapsto Y$, on the carriers of a coalgebra $c: X \rightarrow F(X)$ and an algebra a: $F(Y) \rightarrow Y$.
(i) If $U \mapsto X$ carries a subcoalgebra $c^{\prime}: U \rightarrow F(U)$, then $U$ is an invariant. The onverse holds if abstract epis are split, i.e. if $\mathfrak{E} \subseteq$ SplitEpis.
(ii) The predicate $V \mapsto Y$ carries an subalgebra if and only if it is an invariant.

Proof. (i) A subcoalgebra $c^{\prime}: U \rightarrow F(U)$ gives rise to a dashed map $U \rightarrow \operatorname{Pred}(F)(U)$ by composition:


If the map $e_{U} \in \mathfrak{E}$ is a split epi, say via $s: \operatorname{Pred}(F)(U) \rightarrow F(U)$, then an invariant yields a subcoalgebra, by post composition with $s$.
(ii) For algebras an invariant $\operatorname{Pred}(F)(V) \rightarrow V$ gives rise to a subalgebra via precomposition with $e_{V}: F(V) \rightarrow \operatorname{Pred}(F)(V)$. In the reverse direction, from a subalgebra $a^{\prime}: F(U) \rightarrow U$ to an invariant, we use diagonal-fill-in.


## xercise

6.2.1. Let $F(X) \xrightarrow{a} X$ and $F(Y) \xrightarrow{\rightarrow} Y$ be algebras of a Kripke polynomial functor $F$. Prove, in analogy with Lemma 6.2.2 that
(i) If $R \subseteq X \times Y$ is a congruence, then both its domain $\amalg_{\pi_{1}} R \subseteq X$ and its codomain $\amalg_{\text {If }} \mathrm{T}_{2} R \subset \bar{X} \subset Y$ are invariants.
tht, then $\amalg_{\triangle} P \subset X \times X$ is a congruence.
6.2.2. Use binary induction in Theorem 3.1.4, together with the previous exercise, to give an alternative proof of unary induction from Theorem 6.2.6.
6.2.3. Prove in the general context of Subsection 6.2.1 that for a coalgebra homomorphism $f$ direct images $\amalg_{f}$, as in defined in Proposition 4.3.5, preserve invariants.
onclude that the image $\operatorname{Im}(f)=\coprod_{f}(\mathrm{~T}) \mapsto Y$ of a coalgebra homomorphism $f: X \rightarrow$ $Y$ is an invariant.
6.2.4. The next result from [144] is the analogue of Exercise 3.2.7; it describes when a function is efinable by coinduction.
Let $Z \xrightarrow{\cong} F(Z)$ be final coalgebra of a polynomial functor $F$. Prove that an arbitrar function $f: X \rightarrow Z$ is defined by finality (i.e. is beh ${ }_{c}$ for some coalgebra $c: X \rightarrow F(X)$ on its domain $X$ ) if and only if its image $\operatorname{Im}(f) \subseteq Z$ is an invariant.
Hint. Use the splitting of surjective functions from Lemma 2.1.7.]
6.2.5. Let $S: \mathbb{C} \rightarrow \mathbb{C}$ be a comonad on a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E}$ ).
(i) Use the Exercise 6.1 .6 to derive that $\operatorname{Pred}(S)$ is a comonad on the category $\operatorname{Pred}(\mathbb{C})$
via:

$$
\mathrm{id}=\operatorname{Pred}(\mathrm{id}) \Longleftarrow \operatorname{Pred}(S) \Longrightarrow \operatorname{Pred}\left(S^{2}\right) \Longrightarrow \operatorname{Pred}(S)^{2} .
$$

(ii) Assume a pair of maps in a commuting square:


Prove that if $\gamma$ is an Eilenberg-Moore coalgebra for the comonad $S$, then the pair $\left(\gamma, \gamma^{\prime}\right)$ is automatically an Eilenberg-Moore coalgebra for the comonad Pred $(S)$ -
 like in Exercise 6.2 .3 for functor coalgebras, that if $P \mapsto X$ is an invariant, i.e. $\operatorname{Pred}(S)$ coalgebra, for the Eilenberg-Moore coalgebra $\gamma$, then so is $\amalg_{f}(P)$ for $\beta$.
6.2.6. Let $T: \mathbb{C} \rightarrow \mathbb{C}$ now be a monad on a category $\mathbb{C}$ with a logical factorisation system $(\mathfrak{M}, \mathfrak{E})$.

Assume $T$ preserves abstract epis, i.e. $e \in \mathfrak{E} \Rightarrow T(e) \in \mathfrak{E}$.
(i) Prove, using Exercise 4.4.6, that relation lifting $\operatorname{Rel}(T): \operatorname{Rel}(\mathbb{C}) \rightarrow \operatorname{Rel}(\mathbb{C})$ is a monad. Describe its unit and multiplication explicitly
(ii) Assume a commuting square


Prove that if $\alpha$ and $\beta$ are algebras for the monad $T$, then the above square is automat ically an Eilenberg-Moore algebra for the monad $\operatorname{Rel}(T)$-and thus a congruence for $\alpha, \beta$.

### 6.3 Greatest invariants and limits of coalgebras

In the first chapter-in Definition 1.3.2 to be precise-we introduced the predicate $\square P$, escribing "henceforth $P$ "for a predicate $P$ on sequences. The meaning of $(\square P)(x)$ is hat $P$ holds in state $x$ and for all of its successor states. Here we shall extend this same ide o arbitrary coalgebras by defining the predicate $\square P$ in terms of greatest invariants. Thes greatest invariants are useful in various constructions. Most importantly in this section, in the construction of equalisers and products for coalgebras. In the next section it will be shown that they are important in a temporal logic for coalgebras.
6.3.1. Definition. Let $c: X \rightarrow F(X)$ be a coalgebra of a Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets. For an arbitrary predicate $P \subseteq X$ on the state space of $c$, we define new predicate $\square P \subseteq X$, called henceforth $P$, as:
$(\square P)(x)$ iff $\exists Q \subseteq X . Q$ is an invariant for $c \wedge Q \subseteq P \wedge Q(x)$,
that is,

$$
\square P=\bigcup\{Q \subseteq P \mid Q \text { is an invariant }\} .
$$

Since invariants are closed under union-by Proposition 6.2 .4 (i) $-\square P$ is an invariant itself. Among all the invariants $Q \subseteq X$, it is the greatest one that is contained in $P$. The definition of henceforth resembles the definition of bisimilarity (see Definition 3.1.5) In fact, one could push the similarity by defining for an arbitrary relation $R$, another relation $\square R$ as the greatest bisimilarity contained in $R$-so that bisimilarity $\leftrightarrow$ would appea as $\square T$. But there seems to be no clear use for this extra generality
The next lemma lists some obvious properties of $\square$. Some of these are already mentioned in Exercise 1.3.3 for sequences.
6.3.2. Lemma. Consider the henceforth operator $\square$ for a coalgebra $c: X \rightarrow F(X)$. The frst three properties below express that $\square$ is an interior operator. The fourth property says hat is opens are invariants.
(i) $\square P \subseteq P$;
(ii) $\square P \subseteq \square \square P$
(iii) $P \subseteq Q \Rightarrow \square P \subseteq \square Q$
(iv) $P$ is an invariant if and only if $P=\square P$.

Proof. (i) Obvious: if $\square P(x)$, then $Q(x)$ for some invariant $Q$ with $Q \subseteq P$. Hence $P(x)$.
(ii) If $\square P(x)$, then we have an invariant $Q$, namely $\square P$, with $Q(x)$ and $Q \subseteq \square P$. Hence $\square \square P(x)$.
(iii) Obvious.
(iv) The (if)-part is clear because we have already seen that $\square P$ is an invariant. For the (only if)-part, by (i) we only have to prove $P \subseteq \square P$, if $P$ is an invariant. So assume $P(x)$, then we have an invariant $Q$, namely $P$, with $Q(x)$ and $Q \subseteq P$. Hence $\square P(x)$.
The following result gives an important structural property of greatest invariants. It The following result gives an important structural property of greatest invariants. It may be understood abstractly as pro
6.3.3. Proposition. Consider a coalgebra $c: X \rightarrow F(X)$ of a Kripke polynomial functor $F$ with an arbitrary predicate $P \subseteq X$. By Theorem 6.2.5 (i) the greatest invariant $\square P \subseteq$ $P \subseteq X$ carries a subcoalgebra structure, say $c_{P}$, in:


This subcoalgebra has the following universal property: each coalgebra homomorphism $f:(Y \xrightarrow{d} F(Y)) \longrightarrow(X \xrightarrow{c} F(X))$ which factors through $P \hookrightarrow X$-i.e. satisfies $f(y) \in$ P for all $y \in Y$-also factors through $\square P$, namely as (unique) coalgebra homomorphism $f^{\prime}:(Y \xrightarrow{d} F(Y)) \rightarrow\left(\square P \xrightarrow{c_{P}} F(\square P)\right)$ with $m \circ f^{\prime}=f$.

Proof. The assumption that $f$ factors through $P \subseteq X$ may be rephrased as an inclusion $\mathrm{m}(f)=\coprod_{f}(\mathrm{~T}) \subseteq P$. But since the image along a homomorphism is an invariant, see Proposition 6.2.4 (ii), we get an inclusion $\operatorname{Im}(f) \subseteq \square P$. This gives the factorisation:

$$
(Y \xrightarrow{f} X)=\left(Y \xrightarrow{f^{\prime}} \square P \xrightarrow{m} X\right) .
$$

We only have to show that $f^{\prime}$ is a homomorphism of coalgebras. But this follows because $F(m)$ is injective, see Lemma 4.2.2. It yields $c_{P} \circ f^{\prime}=F\left(f^{\prime}\right) \circ d$ since:

$$
\begin{align*}
F(m) \circ c_{P} \circ f^{\prime} & =c \circ m \circ f^{\prime} \\
& =c \circ f \\
& =F(f) \circ d \\
& =F(m) \circ F\left(f^{\prime}\right) \circ d .
\end{align*}
$$

In this section we shall use greatest invariants to prove the existence of limits (equalisers and cartesian products) for coalgebras of Kripke polynomial functors. The construction can be adapted easily to more general functors, provided the relevant structure, like $\square$ and cofree coalgebras, exist.
Recall from Proposition 2.1.5 and Exercise 2.1.14 that colimits (coproducts and co equalisers) of coalgebras are easy: they are constructed just like for sets. The product struc ture of coalgebras, however, is less trivial. First results appeared in [429], for "bounded" endofunctors on Sets, see Definition 4.6.5 later on. This was generalised in [175, 259, 217] and [228] (which is followed below). We begin with equalisers, which are easy using henceforth $\square$.
6.3.4. Theorem (Equalisers of coalgebras). The category $\operatorname{CoAlg}(F)$ of coalgebras of $a$ Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets has equalisers: for two coalgebras $X \xrightarrow{c}$ Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets has equalisers: for two coalgebras $X \rightarrow$
$F(X)$ and $Y \xrightarrow{d} F(Y)$ with two homomorphisms $f, g: X \rightarrow Y$ between them, there is an equaliser diagram in $\operatorname{CoAlg}(F)$,

where $E(f, g) \hookrightarrow X$ is the equaliser $\{x \in X \mid f(x)=g(x)\}$ as in Sets. The greatest invariant invariant $\square E(f, g) \hookrightarrow E(f, g)$ carries a subcoalgebra structure by the previous proposition.
Proof. We show that the diagram above is universal in $\operatorname{CoAlg}(F)$ : for each coalgebra $e: Z \rightarrow F(Z)$ with homomorphism $h: Z \rightarrow X$ satisfying $f \circ h=g \circ h$, the map $h$ factors through $Z \rightarrow \mathrm{E}(f, g)$ via a unique function. By Proposition 6.3.3 this $h$ restricts to a (unique) coalgebra homomorphism $Z \rightarrow \square \mathrm{E}(f, g)$.

The next result requires a restriction to finite polynomial functors because the proof ses cofree coalgebras, see Proposition 2.5.3.
6.3.5. Theorem (Products of coalgebras). For a finite Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets, the category $\operatorname{CoAlg}(F)$ of coalgebras has arbitrary products $\Pi$.

Proof. We shall construct the product of two coalgebras $c_{i}: X_{i} \rightarrow F\left(X_{i}\right)$, for $i=1,2$, and leave the general case to the reader. We first form the product $X_{1} \times X_{2}$ of the underlying sets, and consider the cofree coalgebra on it, see Proposition 2.5.3. It will be written as $e: U G\left(X_{1} \times X_{2}\right) \rightarrow F\left(U G\left(X_{1} \times X_{2}\right)\right)$, where $U: \operatorname{CoAlg}(F) \rightarrow$ Sets is the forgetful e: UG(X$\times X_{2} \rightarrow F\left(U G\left(X_{1} \times X_{2}\right)\right.$, where $U: \operatorname{CoAtg}(F) \rightarrow$ Sets is the forgetful $\left.X_{2}\right) \rightarrow X_{1} \times X_{2}$. We write $\varepsilon_{i}=\pi_{i} \circ \varepsilon: U G\left(X_{1} \times X_{2}\right) \rightarrow X_{i}$.

Next we form the following equaliser (in Sets).

$$
E=\left\{u \in U G\left(X_{1} \times X_{2}\right) \mid \forall i \in\{1,2\} .\left(c_{i} \circ \varepsilon_{i}\right)(u)=\left(F\left(\varepsilon_{i}\right) \circ e\right)(u)\right\} .
$$

Then we take its greatest invariant $\square E \subset E$, as in the diagram below, describing $E$ explicitly as equaliser:

$$
\square E \stackrel{n}{n} E \stackrel{m}{m} U G(X_{1} \times X_{2} \underbrace{\stackrel{e}{ }}_{\varepsilon}{ }_{X_{1} \times X_{2}} \xrightarrow[c_{1} \times c_{2}]{F\left(U G\left(X_{1} \times X_{2}\right)\right)}\left\langle\left(X_{1}\right) \times F\left(X_{2}\right) \quad\right. \text { (6.5) }
$$

By Proposition 6.3.3, the subset $\square E \hookrightarrow U G\left(X_{1} \times X_{2}\right)$ carries an $F$-subcoalgebra strucre, for which we write $c_{1} \dot{x} c_{2}$ in

$$
\begin{align*}
& F(\square E) \\
& c_{1} \dot{\times} c_{2} \uparrow_{i} \stackrel{F(m \circ n)}{ } F\left(U G\left(X_{1} \times X_{2}\right)\right) \\
& \square E \uparrow e \\
& m \circ n \\
& \longmapsto
\end{align*} G G\left(X_{1} \times X_{2}\right)
$$

The dot in $\dot{\times}$ is $a d$ hoc notation used to distinguish this product of objects (coalgebras) from the product $c_{1} \times c_{2}$ of functions, as used in the equaliser diagram above.
We claim this coalgebra $c_{1} \dot{\times} c_{2}: \square E \rightarrow F(\square E)$ is the product of the two coalgebras $c_{1}$ and $c_{2}$, in the category $\operatorname{CoAlg}(F)$. We thus follow the categorical description of product, from Definition 2.1.1. The two projection maps are:

$$
p_{i} \stackrel{\text { def }}{=}\left(\square E \xrightarrow{n} E \xrightarrow{m} U G\left(X_{1} \times X_{2}\right) \xrightarrow{\varepsilon_{i}} X_{i}\right) .
$$

We have to show that they are homomorphisms of coalgebras $c_{1} \dot{x} c_{2} \rightarrow c_{i}$. This follows from easy calculations:
$F\left(p_{i}\right) \circ\left(c_{1} \dot{\propto} c_{2}\right)=F\left(\varepsilon_{i}\right) \circ F(m \circ n) \circ\left(c_{1} \dot{x} c_{2}\right)$

$$
\begin{array}{ll}
=F\left(\varepsilon_{i}\right) \circ e \circ m \circ n & \text { see the above diagram (6.6) } \\
=\pi_{i} \circ\left(c_{1} \times c_{2}\right) \circ \varepsilon \circ m \circ n & \text { since } m \text { is an equaliser in (6.5) } \\
=c_{i} \circ \pi_{i} \circ \varepsilon \circ m \circ n & \\
=c_{i} \circ p_{i} . &
\end{array}
$$

Next we have to construct pairs, for coalgebra homomorphisms $f_{i}:(Y \xrightarrow{d} F(Y)) \longrightarrow$ $\left(X_{i} \xrightarrow{c_{i}} F\left(X_{i}\right)\right)$. To start, we can form the ordinary pair $\left\langle f_{1}, f_{2}\right\rangle: Y \rightarrow X_{1} \times X_{2}$ in Sets. By cofreeness it gives rise to unique function $g: Y \rightarrow U G\left(X_{1} \times X_{2}\right)$ forming a coalgebr homomorphism $d \rightarrow e$, with $\varepsilon \circ g=\left\langle f_{1}, f_{2}\right\rangle$. This $g$ has the following equalising property in (6.5):

$$
\begin{aligned}
\left\langle F\left(\varepsilon_{1}\right), F\left(\varepsilon_{2}\right)\right\rangle \circ e \circ g= & \left\langle F\left(\pi_{1} \circ \varepsilon\right), F\left(\pi_{2} \circ \varepsilon\right)\right\rangle \circ F(g) \circ d \\
& \quad \text { since } g \text { is a coalgebra homomorphism } d \rightarrow e \\
= & \left\langle F\left(\pi_{1} \circ \varepsilon \circ g\right) \circ d, F\left(\pi_{2} \circ \varepsilon \circ g\right) \circ d\right\rangle \\
= & \left\langle F\left(f_{1}\right) \circ d, F\left(f_{2}\right) \circ d\right\rangle \\
= & \left\langle c_{1} \circ f_{1}, c_{2} \circ f_{2}\right\rangle \\
& \quad \text { because } f_{i} \text { is a coalgebra map } d \rightarrow c_{i} \\
= & \left\langle c_{1} \circ \pi_{1} \circ \varepsilon \circ g, c_{2} \circ \pi_{2} \circ \varepsilon \circ g\right\rangle \\
= & \left(c_{1} \times c_{2}\right) \circ \varepsilon \circ g .
\end{aligned}
$$

As a result, $g$ factors through $m: E \hookrightarrow U G\left(X_{1} \times X_{2}\right)$, say as $g=m \circ g^{\prime}$. But then, by Proposition 6.3.3, $g^{\prime}$ also factors through $\square E$. This yields the pair we seek: we write $\left.\left\langle f_{1}, f_{2}\right\rangle\right\rangle$ for the unique map $Y \rightarrow \square E$ with $n \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle=g^{\prime}$

We still have to show that this pair $\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle$ satisfies the required properties.

- The equations $p_{i} \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle=f_{i}$ hold, since:

$$
\begin{aligned}
p_{i} \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle & =\pi_{i} \circ \varepsilon \circ m \circ n \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle \\
& =\pi_{i} \circ \varepsilon \circ m \circ g^{\prime} \\
& =\pi_{i} \circ \varepsilon \circ g \\
& =\pi_{i} \circ\left\langle f_{1}, f_{2}\right\rangle \\
& =f_{i} .
\end{aligned}
$$

- The pair $\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle$ is the unique homomorphism with $p_{i} \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle=f_{i}$. Indeed if $h: Y \rightarrow \square E$ is also a coalgebra map $d \rightarrow\left(c_{1} \dot{\times} c_{2}\right)$ with $p_{i} \circ h=f_{i}$, then $m \circ n \circ h$ is a coalgebra map $d \rightarrow e$ which satisfies.

$$
\begin{aligned}
\varepsilon \circ m \circ n \circ h & =\left\langle\pi_{1} \circ \varepsilon \circ m \circ n \circ h, \pi_{2} \circ \varepsilon \circ m \circ n \circ h\right\rangle \\
& =\left\langle p_{1} \circ h, p_{2} \circ h\right\rangle \\
& =\left\langle f_{1}, f_{2}\right\rangle .
\end{aligned}
$$

Hence by definition of $g$

$$
m \circ n \circ h=g=m \circ g^{\prime}=m \circ n \circ\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle,
$$

Because both $m$ and $n$ are injections we get the required uniqueness: $h=\left\langle\left\langle f_{1}, f_{2}\right\rangle\right\rangle$ $\square$
Since we have already seen that equalisers exist for coalgebras, we now know that all limits exist (see for instance [315, V,2]). Proposition 2.1.5 and Exercise 2.1.14 showed that colimits also exist. Hence we can summarise the situation as follows.
6.3.6. Corollary. The category $\operatorname{CoAlg}(F)$ of coalgebras of a finite Kripke polynomial functor is both complete and cocomplete.

Structure in categories of coalgebras is investigated further in [259], for endofunctors on more general categories than Sets. For instance, a construction of a "subobject classifier" is given. It captures the correspondence between predicates $P \subseteq X$ and classifying maps $X \rightarrow 2$ in general categorical terms. Such subobject classifiers are an essential ingredient of a "topos". However, not all topos structure is present in categories of coalgebras (of functors preserving weak pullbacks): effectivity of equivalence relations may fail.

### 6.3.1 Greatest invariants and subcoalgebras, categorically

The goal of the remainder of this section is to define in the abstract categorical setting of factorisation systems what it means to have greatest invariants $\square$. Since in this setting invariants and subcoalgebras need not be the same-see Lemma 6.2.8-we shall also ting invariants and subcoalgebras need not be the same-see Lemma 6.2.8-we shall also describe greatest subcoalgebras (via comprehension). In principle, an easy direct charac
terisation of $\square P$ is possible, namely as the greatest invariant $Q \leq P$. Below we shal terisation or $\square P$ is possible, namely as the greatest invariant $Q \leq P$. Below we shall
give a more fancy description via an adjunction. This subsection is mostly an exercise in give a more fancy description via an adjunction. This subsection is mostly an exercise in the set-theoretic situation that we have dealt with so far a bit more systematically.

For an endofunctor $F$ : Sets $\rightarrow$ Sets we introduce a category $\operatorname{PredCoAlg}(F)$ of "predicates on coalgebras". Its objects are coalgebra-predicate pairs $\langle X \rightarrow F(X), P \subseteq$ predicates on coalgebras". Its objects are coalgebra-predicate pairs $\langle X \rightarrow F(X), P \subseteq$
$X\rangle$. And its morphisms $\langle X \rightarrow F(X), P \subseteq X\rangle \rightarrow\langle Y \rightarrow F(Y), Q \subseteq Y\rangle$ are coal $X\rangle$. And its morphisms $\langle X \rightarrow F(X), P \subseteq X\rangle \rightarrow\langle Y \rightarrow F(Y), Q \subseteq Y\rangle$ are coalgebra homomorphisms $f:(X \rightarrow F(X)) \longrightarrow(Y \rightarrow F(Y)$ which a
morphisms of predicates: $P \subseteq f^{-1}(Q)$, or equivalently, $\coprod_{f}(P) \subseteq Q$.
From this new category $\operatorname{PredCoAlg}(F)$ there are obvious forgetful functors to the ategories of coalgebras and of predicates. Moreover, one can show that they form a pullback of categories:

6.3.7. Lemma. For a Kripke polynomial functor $F:$ Sets $\rightarrow$ Sets in the context described above, the greatest invariant operation $\square$ yields a right adjoint in a commuting iangle:


Proof. Assume two coalgebras $X \xrightarrow{c} F(X)$ and $Y \xrightarrow{d} F(Y)$ and a map of coalgebra $f: X \rightarrow Y$ between them. Let $P \subseteq X$ be an invariant, and $Q \subseteq Y$ an ordinary predicate. The above adjunction then involves a bijective correspondence.

$$
\xlongequal[{(c, P) \underset{f}{(c, P) \xrightarrow{f}(d, \square Q)}(d, Q})]{ } \quad \begin{aligned}
& \text { in } \operatorname{PredCoAlg}(F) \\
& \text { in } \operatorname{CoAlg}(\operatorname{Pred}(F))
\end{aligned}
$$

Above the double lines we have $\amalg_{f}(P) \subseteq Q$. But since $P$ is an invariant and $\amalg_{f}$ preserves nvariants, this is equivalent to having $\coprod_{f}(P) \subseteq \square Q$, like below the lines.
This leads to the following obvious generalisation.
6.3.8. Definition. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be a functor on a category $\mathbb{C}$ with a factorisation system $(\mathfrak{M}, \mathfrak{E})$, inducing a lifting $\operatorname{Pred}(F): \operatorname{Pred}(\mathbb{C}) \rightarrow \operatorname{Pred}(\mathbb{C})$ as in Definition 6.1.11. Form the category PredCoAlg $(F)$ as on the left below.


We say that the functor $F$ admits greatest invariants if there is a right adjoint $\square$ making he triangle on the right commute.
We turn to greatest subcoalgebras. Recall from Theorem 6.2.5 that they coincide with invariants in the set-theoretic case. But more generally, they require a different description, which we provide in terms of a comprehension functor $\{-\}$. As before, we first recall the set-theoretic situation. A systematic account of comprehension can be found in [225]. Consider the forgetful functor Pred $\rightarrow \mathbf{\text { Sets that sends a predicate } ( P \subseteq X ) \text { to its }}$
nderlying set $X$. There is an obvious "truth" predicate functor $T$ : Sets $\rightarrow$ Pred sending
a set $X$ to the truth predicate $\top(X)=(X \subseteq X)$. It is not hard to see that T is right adjoint o the forgetful functor Pred $\rightarrow$ Sets.
In this situation there is a "comprehension" or "subset type" functor $\{-\}$ : Pred $\rightarrow$ Sets, given by $(P \subseteq X) \mapsto P$. One can prove that $\{-\}$ is right adjoint to T , so that ther is a situation:

$\{-\}$
6.3.9. Lemma. For a Kripke polynomial functor $F$ : Sets $\rightarrow$ Sets, consider the categor PredCoAlg $(F)$ described in (6.7).
(i) There is a truth predicate functor $\mathrm{T}: \operatorname{CoAlg}(F) \rightarrow \operatorname{PredCoAlg}(F)$ which is right adjoint to the forgetful functor $\operatorname{PredCoAlg}(F) \rightarrow \operatorname{CoAlg}(F)$.
(ii) This functor T has a right adjoint $\{-\}: \mathbf{P r e d C o A l g}(F) \rightarrow \mathbf{C o A l g}(F)$ given by:

$$
\langle X \xrightarrow{c} F(X), P \subseteq X\rangle \longmapsto\left(\square P \xrightarrow{c_{P}} F(\square P)\right)
$$

using the induced coalgebra $c_{P}$ on the greatest invariant $\square P$ from Proposition 6.3.3.
Proof. The truth functor $\mathrm{T}: \operatorname{CoAlg}(F) \rightarrow \operatorname{PredCoAlg}(F)$ is given by:

$$
(X \xrightarrow{c} F(X)) \longmapsto(c, \top) \quad \text { and } \quad f \longmapsto f .
$$

Next assume two coalgebras $c: X \rightarrow F(X)$ and $d: Y \rightarrow F(Y)$, with a predicate $Q \subseteq$ $Y$. We write $d_{Q}: \square Q \rightarrow F(\square Q)$ for the induced coalgebra on the greatest invarian $\pi_{Q}: \square Q \hookrightarrow Y$. We prove the comprehension adjunction:


This correspondence works as follows.

- Given a map $f$ in the category $\operatorname{PredCoAlg}(F)$, we have $T \subseteq f^{-1}(Q)$, so that $f(x) \in Q$, for all $x \in X$. By Proposition $6.3 .3 f$ then restricts to a unique coalgebra homomorphism $\bar{f}: X \rightarrow \square Q$ with $\pi_{Q} \circ \bar{f}=f$.
- Conversely, given a coalgebra homomorphism $g: X \rightarrow \square Q$, we get a homomor phism $\bar{g}=\pi_{Q} \circ g: X \rightarrow Y$. By construction its image is contained in $Q$.
It is easy to generalise this situation.
6.3.10. Definition. For a functor $F: \mathbb{C} \rightarrow \mathbb{C}$ on a category $\mathbb{C}$ with a factorisation system $\mathfrak{M}, \mathfrak{E})$, consider the category PredCoAlg $(F)$ described in Definition 6.3.8. There is a obvious "truth" functor T: $\operatorname{CoAlg}(F) \rightarrow \operatorname{PredCoAlg}(F)$. We say that the functor $F$ admits greatest subcoalgebras if this truth functor $T$ has a right adjoint $\{-\}$


## Exercises

6.3.1. Fix two sets $A, B$ and consider the associated functor $F(X)=X^{A} \times B$ for deterministic tomata.
Check that
$(B \times Y)^{A}$
(ii) Assume two automata $\left\langle\delta_{i}, \epsilon_{i}\right\rangle: X_{i} \rightarrow X_{i}^{A} \times B$. Show that the product coalgebra, as constructed in the proof of Theorem 6.3.5, has carrier $W$ given by the pullback of the maps to the final coalgebra:

(Proposition 2.3.5 describes $B^{A^{*}}$ as the final $F$-coalgebra.)
(iii) Describe the product coalgebra structure on $W$ explicitly.
(iv) Explain this pullback outcome using Proposition 4.2.5, Proposition 4.2 .6 (i) and the construction of products from pullbacks in Diagram (4.4)
6.3.2. Let $c: X \rightarrow F(X)$ be a coalgebra of a Kripke polynomial functor $F$. For two predicates $P, Q \subseteq X$ define a new predicate $P$ andthen $Q=P \wedge \square Q$. Prove that andthen forms monoid on the poset $\mathcal{P}(X)$ of predicates on $X$, with truth as neutral element.
6.3.3. The next categorical result is a mild generalisation of [378, Theorem 17.1]. It involves an arbitrary functor $K$ between categories of coalgebras, instead of a special functor induced by a natural transformation, like in Proposition 2.5.5. Also the proof hint that we give leads a slightly more elementary proof than in [378] because it avoids bisimilarity and uses an equaliser (in Sets) instead, much like in the proof of Theorem 6.3.5.
onsider two finite Kripke polynomial functors $F, H$ : Sets $\rightarrow$ Sets. Assume that there is functor $K$ between categories of coalgebras, commuting with the corresponding forgetful functors $U_{F}$ and $U_{H}$, like in.


Prove that if $F$ has cofree coalgebras, given by a right adjoint $G$ to the forgetful functor $U_{F}$ as in the diagram (and like in Proposition 2.5.3), then $K$ has a right adjoint.
Hint For an arbitrary $H$-coalgebra $d: Y \rightarrow H(Y)$, first consider the cofree $F$-coalgebr on $Y$, say $e: U_{F} G(Y) \rightarrow F\left(U_{F} G(Y)\right)$, and then form the equaliser

$$
E=\left\{u \in U_{F} G(Y) \mid\left(K(e) \circ H\left(\varepsilon_{Y}\right)\right)(u)=\left(d \circ \varepsilon_{Y}\right)(u)\right\} .
$$

The greatest invariant $\square E$ is then the carrier of the required $F$-coalgebra

### 6.4 Temporal logic for coalgebras

Modal logic is a branch of logic in which the notions of necessity and possibility are inves igated, via special modal operators. It has developed into a field in which other notions like time, knowledge, program execution and provability are analysed in comparable manners, see for instance $[119,157,214,285,186,402,74]$. The use of temporal logic for reasoning ing on temporal operators for transition systems - which may be seen as special instance g or gras (see Subsection 224). The coalsebraic approach to temporal logic extends hese operators from transition systems to other coalgebras in u uniform manner, following deas first put forward by Moss [328], Kurz [294] and Pattinson [343], and many others, see he overview papers [290, 295, 91]. This section will consider what we call temporal logic the overview papers [290, 295, 91]. This section will consider what we call temporal logic
of coalgebras, involving logical modalities that cover all possible transitions by a particular coalgebra. Section 6.5 deals with a more refined modal logic, with modalities capturing specific moves to successor states. In this section we focus on (Kripke) polynomial functor on Sets.

We have already seen a few constructions with predicate lifting and invariants. Here we will elaborate the logical aspects, and will in particular illustrate how a tailor-made tempo ral logic can be associated with a coalgebra, via a generic definition. This follows [229] The exposition starts with "forward" temporal operators, talking about future states, and will continue with "backward" operators in Subsection 6.4.1.
The logic in this section will deal with predicates on the state spaces of coalgebras. We Tend the usual boolean connectives to predicates, via pointwise definitions: for $P, Q \subseteq$ $X$,

$$
\begin{aligned}
\neg P & =\{x \in X \mid \neg P(x)\} \\
P \wedge Q & =\{x \in X \mid P(x) \wedge Q(x)\} \\
P \Rightarrow Q & =\{x \in X \mid P(x) \Rightarrow Q(x)\} \quad \text { etc. } .
\end{aligned}
$$

In Section 1.3 we have described a nexttime operator $\bigcirc$ for sequences. We start by gener alising it to other coalgebras. This $\bigcirc$ will be used to construct more temporal operators.
6.4.1. Definition. Let $c: X \rightarrow F(X)$ be a coalgebra of a Kripke polynomial functor $F$ We define the nexttime operator $\bigcirc: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ as:

$$
\bigcirc P=c^{-1}(\operatorname{Pred}(F)(P))=\{x \in X \mid c(x) \in \operatorname{Pred}(F)(P)\} .
$$

That is, the operation $\bigcirc: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ is defined as the composite:

$$
\mathrm{O}=\left(\mathcal{P}(X) \xrightarrow{\operatorname{Pred}(F)} \mathcal{P}(F X) \xrightarrow{c^{-1}} \mathcal{P}(X)\right) .
$$

We understand the predicate $\bigcirc P$ as true for those states $x$, all of whose immediate successor states, if any, satisfy $P$. This will be made precise in Proposition 6.4 .7 below. Notice that we leave the dependence of the operator $\bigcirc$ on the coalgebra $c$ (and the functor) mplicit. Usually, this does not lead to confusion.

Here are some obvious results.
6.4.2. Lemma. The above nexttime operator $\bigcirc$ satisfies the following properties
(i) It is monotone: $P \subseteq Q \Rightarrow \bigcirc P \subseteq \bigcirc Q$. Hence it is an endofunctor $\mathcal{P}(X) \rightarrow$ $\mathcal{P}(X)$ on the poset category of predicates ordered by inclusion.
(ii) It commutes with inverse images: $\bigcirc\left(f^{-1} Q\right)=f^{-1}(\bigcirc Q)$.
(iv) It preserves meets (intersections) of predicates.
(v) The greatest invariant $\square P$ from Definition 6.3.1 is the "cofree $\bigcirc$-coalgebra" on $P:$ it is the final coalgebra-or greatest fixed point-of the operator $S \mapsto P \wedge \bigcirc S$ on $\mathcal{P}(X)$

Proof. We only illustrate the second and the last point. For a homomorphism of coalgebra $(X \xrightarrow{c} F X) \xrightarrow{f}(Y \xrightarrow{d} F Y)$ and a predicate $Q \subseteq Y$ we have:

$$
\begin{aligned}
\bigcirc\left(f^{-1} Q\right) & =c^{-1} \operatorname{Pred}(F)\left(f^{-1} Q\right) & & \\
& =c^{-1} F(f)^{-1} \operatorname{Pred}(F)(Q) & & \text { by Lemma } 6.1 .3 \text { (ii) } \\
& =f^{-1} d^{-1} \operatorname{Pred}(F)(Q) & & \text { since } f \text { is a homomorphism } \\
& =f^{-1}(\bigcirc Q) . & &
\end{aligned}
$$

For the last point of the lemma, first note that the predicate $\square P$ is a coalgebra of the functor $P \wedge(-)$ on $\mathcal{P}(X)$. Indeed, $\square P \subset P \wedge(\square P)$, because $\square P$ is contained in $P$ and is an invariant. Next, $\square P$ is the greatest such coalgebra, and hence the final one: if $Q \subseteq P \wedge \bigcirc Q$, then $Q$ is an invariant contained in $P$, so that $Q \subseteq \square P$. We conclude that $\square P$ is the cofree $\bigcirc(-)$-coalgebra.

| Notation | Meaning | Definition |
| :---: | :---: | :---: |
| $\bigcirc P$ | nexttime $P$ | $c^{-1} \operatorname{Pred}(F)(P)$ |
| $\square P$ | henceforth $P$ | $\nu S .(P \wedge \bigcirc S)$ |
| $\diamond P$ | eventually $P$ | $\neg \square \neg P$ |
| $P \mathcal{U} Q$ | $P$ until $Q$ | $\mu S .(Q \vee(P \wedge \neg \bigcirc \neg S))$ |

Figure 6.1: Standard (forward) temporal operators.

The nexttime operator $\bigcirc$ is fundamental in temporal logic. By combining it with negaions, least fixed points $\mu$, and greatest fixed points $\nu$ one can define other temporal operaors. For instance $\neg \bigcirc \neg$ is the so-called strong nexttime operator. It holds for those states or which there actually is a successor state satisfying $P$. The table in Figure 6.4 mentions few standard operators

We shall next illustrate the temporal logic of coalgebras in two examples.
6.4.3. Example. Douglas Hofstadter explains in his book Gödel, Escher, Bach [210] the object- and meta-level perspective on formal systems using a simple "MU-puzzle". It consists of a simple "Post" production system (see e.g. [105, Section 5.1]) or rewriting system for generating certain strings containing the symbols $\mathrm{M}, \mathrm{I}, \mathrm{U}$. The meta-question that is onsidered is whether the string MU can be produced. Both this production system and this uestion (and also its answer) can be (re)formulated in coalgebraic terminology.
Let therefore our alphabet $A$ be the set $\{\mathrm{M}, \mathrm{I}, \mathrm{U}\}$ of relevant symbols. We will describe he production system as an unlabelled transition system (UTS) $A^{\star} \rightarrow \mathcal{P}_{\text {fin }}\left(A^{\star}\right)$ on the the set $A^{\star}$ of strings over this alphabet. This is given by the following transitions (from [210]), which are parametrised by strings $x, y \in A^{\star}$.

$$
x \mathbf{I} \longrightarrow x \mathrm{IU} \quad \mathrm{M} x \longrightarrow \mathbf{M} x x \quad x \mathrm{II} y \longrightarrow x \mathrm{U}_{y} y \quad x \mathrm{UU} y \longrightarrow x y .
$$

Thus, the associated transition system $A^{\star} \rightarrow \mathcal{P}_{\text {fin }}\left(A^{\star}\right)$ is given by:

$$
\begin{aligned}
w \longmapsto\left\{z \in A^{\star} \mid \exists x \in A^{\star} .\right. & (w=x \mathbf{I} \wedge z=x \mathbf{I U}) \\
\vee & (w=\mathrm{M} x \wedge z=\mathrm{M} x x) \\
\vee \exists x, y \in A^{\star} . & (w=x \mathrm{II} y \wedge z=x \mathrm{U} y) \\
& \vee(w=x \mathrm{UU} y \wedge z=x y)\}
\end{aligned}
$$

is not hard to see that for each word $w \in A^{\star}$ this set on the right-hand-side is finite.
he question considered in [210] is whether the string MU can be obtained from MI. hat is, whether $\mathrm{MI} \longrightarrow{ }^{*} \mathrm{MU}$. Or, to put it into temporal terminology, whether the predicate "equal to MU" eventually holds, starting from MI:

$$
\begin{aligned}
& \diamond\left(\left\{x \in A^{\star} \mid x=\mathrm{MU}\right\}\right)(\mathrm{MI}) \\
& \Longleftrightarrow \neg \square\left(\neg\left\{x \in A^{\star} \mid x=\mathrm{MU}\right\}\right)(\mathrm{MI}) \\
& \Longleftrightarrow \neg \exists P \text { invariant. } P \subseteq \neg\left\{x \in A^{\star} \mid x=\mathrm{MU}\right\} \wedge P(\mathrm{MI}) \\
& \Longleftrightarrow \forall P \text { invariant. } \neg(\forall x \in P . x \neq \mathrm{MU}) \wedge P(\mathrm{MI})) \\
& \Longleftrightarrow \forall P \text { invariant. } P(\mathrm{MI}) \Longrightarrow \exists x \in P . x=\mathrm{MU} \\
& \Longleftrightarrow \forall P \text { invariant. } P(\mathrm{MI}) \Longrightarrow P(\mathrm{MU}) .
\end{aligned}
$$

Hofstadter [210] provides a counter example, by producing an invariant $P \subseteq A^{\star}$ for which $P(\mathrm{MI})$, but not $P(\mathrm{MU})$, namely:

## $P(x) \stackrel{\text { def }}{\rightleftharpoons}$ the number of l 's in $x$ is not a multiple of 3.

This $P$ is clearly an invariant: of the above four parametrised transitions, the first and last one do not change the number of I's; in the second transition $\mathrm{M} x \longrightarrow \mathrm{M} x x$, if the number f l's in the right-hand-side, i.e. in $x x$, is $3 n$, then $n$ must be even, so that the number of I' in $x$ (and hence in $\mathrm{M} x$ ) must already be a multiple of 3 ; a similar argument applies to the third transition. Thus, property $P$ is an invariant. Once we have reached this stage we have $P$ counter example: clasly $P(\mathrm{MI})$, but not $P(\mathrm{MU})$. Thus MU cannot be obtaind from P as
Ml .

This proof is essentially the same proof that Hofstadter provides, but of course he does not use the same coalgebraic formulation and terminology. However, he does call the property $P$ 'hereditary'.
This concludes the example. The relation we have used between $\longrightarrow{ }^{*}$ and $\diamond$ will be investigated more systematically below, see especially in Proposition 6.4.7.

## Here is another, more technical, illustration

6.4.4. Example. This example assumes some familiarity with the untyped lambda-calculus, and especially with its theory of Böhm trees, see [54, Chapter 10]. It involves an operational model for head normal form reduction, consisting of a final coalgebra of certain trees. Temporal logic will be used to define an appropriate notion of "free variable" on these trees.

We fix a set $V$, and think of its elements as variables. We consider the polynomial functor $F$ : Sets $\rightarrow$ Sets given by

$$
\begin{equation*}
F(X)=1+\left(V^{\star} \times V \times X^{\star}\right) \tag{6.9}
\end{equation*}
$$

In this example we shall often omit the coprojections $\kappa_{i}$ and simply write $*$ for $\kappa_{1}(*) \in$ $1+\left(V^{\star} \times V \times X^{\star}\right)$ and $(\vec{v}, w, \vec{x})$ for $\kappa_{2}(\vec{v}, w, \vec{x}) \in 1+\left(V^{\star} \times V \times X^{\star}\right)$. Also, we shall write $\zeta: \mathcal{B} \xrightarrow{\cong} F(\mathcal{B})$ for the final $F$-coalgebra-which exists by Theorem 2.3.9

Lambda terms are obtained from variables $x \in V$, application $M N$ of two $\lambda$-terms $M, N$, and abstraction $\lambda x . M$. The main reduction rule is $(\lambda x . M) N \rightarrow M[N / x]$. By an easy induction on the structure of $\lambda$-terms one then sees that an arbitrary term can be an easy induction on the structure of $\lambda$-terms one then sees that an arbitrary term can be
written of the form $\lambda x_{1} \ldots x_{n}$. $y M_{1} \ldots M_{m}$. The set $\Lambda$ of $\lambda$-terms thus carries an $F$ coalgebra structure, given by the head-normal-form function hnf: $\Lambda \rightarrow F(\Lambda)$, see [54, Section 8.3]: for $M \in \Lambda$,

$$
\operatorname{hnf}(M)= \begin{cases}* & \text { if } M \text { has no head normal form } \\ \left(\left\langle x_{1}, \ldots, x_{n}\right\rangle, y,\left\langle M_{1}, \ldots, M_{m}\right\rangle\right) & \text { if } M \text { has head normal form } \\ \lambda x_{1} \ldots x_{1} \cdot y M_{1} \ldots M_{m}\end{cases}
$$

We can now define the Böhm tree $\mathrm{BT}(M)$ of a $\lambda$-term $M$ via finality:

$$
\begin{aligned}
& 1+\left(V^{\star} \times V \times \Lambda^{\star}\right) \xrightarrow{\text { id }} \pm\left(\mathrm{id} \times \mathrm{id} \times \mathrm{BT}^{\star}\right) 1+\left(V^{\star} \times V \times \mathcal{B}^{\star}\right)
\end{aligned}
$$

We call the elements of $\mathcal{B}$ (abstract ${ }^{1}$ ) Böhm trees. We do not really need to know what these elements look like, because we can work with the universal property of $\mathcal{B}$, namely finality. But a picture may be useful. For $A \in \mathcal{B}$ we can write:

$$
\zeta(A)=\perp \quad \text { or } \quad \zeta(A)=\left(\begin{array}{lll}
\lambda x_{1} \ldots x_{n} y \\
\zeta_{1}, & \\
\zeta\left(A_{1}\right) & \ldots & \zeta\left(A_{m}\right)
\end{array}\right)
$$

where the second picture applies when $\zeta(A)=\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle, y,\left\langle A_{1}, \ldots, A_{m}\right\rangle\right)$. The ' $\lambda$ ' is just syntactic sugar, used to suggest the analogy with the standard notation for Böhm rees [54]. The elements of $\mathcal{B}$ are thus finitely branching, possibly infinite, rooted trees, with labels of the form $\lambda x_{1} \ldots x_{n} . y$, for variables $x_{i}, y \in V$.
Using the inverse $\zeta^{-1}: 1+\left(\mathcal{B}^{\star} \times V \times \mathcal{B}^{\star}\right) \rightarrow \mathcal{B}$ of the final coalgebra we can explicitly construct Böhm trees. We give a few examples.

- Let us write $\perp_{\mathcal{B}} \in \mathcal{B}$ for $\zeta^{-1}(*)$. This the "empty" Böhm tree
- The Böhm tree $\lambda x . x$ is obtained as $\zeta^{-1}(\langle x\rangle, x,\langle \rangle)$. In a similar way one can construct various kind of finite Böhm trees. For instance, the $\mathbf{S}$ combinator $\lambda x y z . x z(y z)$ is obtained as:

$$
\zeta^{-1}\left(\langle x, y, z\rangle, x,\left\langle\zeta^{-1}(\langle \rangle, z,\langle \rangle), \zeta^{-1}\left(\langle \rangle, y,\left\langle\zeta^{-1}(\langle \rangle, z,\langle \rangle)\right\rangle\right)\right\rangle\right) .
$$

Its picture is:


- Given an arbitrary Böhm tree $A \in \mathcal{B}$, we can define a new tree $\lambda x . A \in \mathcal{B}$ via $\lambda$-abstraction:

$$
\lambda x . A= \begin{cases}\perp_{\mathcal{B}} & \text { if } \zeta(A)=* \\ \zeta^{-1}(x \cdot \vec{u}, z, \vec{B}) & \text { if } \zeta(A)=(\vec{y} .\end{cases}
$$

We proceed by using temporal logic to define free variables for Böhm trees. Such a definition is non-trivial since Böhm trees may be infinite objects. Some preliminary
definitions are required. Let $x \in V$ be an arbitrary variable. It will be used in the auxiliary predicates $\mathrm{Abs}_{x}$ and $\mathrm{Hv}_{x}$ on Böhm trees, which are defined as follows: for $B \in \mathcal{B}$,

$$
\begin{gathered}
\operatorname{Abs}_{x}(B) \Longleftrightarrow \exists x_{1}, \ldots, x_{n} \cdot \exists B_{1}, \ldots, B_{m} . \\
B=\lambda x_{1} \ldots x_{n} \cdot y B_{1} \ldots B_{m} \text { and } x=x_{i} \text { for some } i \\
\operatorname{Hv}_{x}(B) \Longleftrightarrow \exists x_{1}, \ldots, x_{n} \cdot \exists B_{1}, \ldots, B_{m} . \\
B=\lambda x_{1} \ldots x_{n} \cdot y B_{1} \ldots B_{m} \text { and } x=y .
\end{gathered}
$$

Thus $\mathrm{Abs}_{x}$ describes the occurrence of $x$ in the abstracted variables, and $\mathrm{Hv}_{x}$ that $x$ is the head variable.
${ }^{1}$ One may have a more restricted view and call "Böhm tree" only those elements in $\mathcal{B}$ which actually come from $\lambda$-terms, i.e. which are in the image of the function $\mathrm{BT}: \Lambda \rightarrow \mathcal{B}$. Then one may wish to call the elements of the whole set $\mathcal{B}$ "abstract" Böhm trees. We shall not do so. But it is good to keep in mind that the function $B T$
is not surjective. For example, Böhm trees coming from $\lambda$-terms can only have a finite number of free variable (as defined below), whereas elements of $\mathcal{B}$ can have arbitrarily many.

For a Böhm tree $A \in \mathcal{B}$ we can now define the set $\mathrm{FV}(A) \subseteq V$ of free variables in $A$ via the until operator $\mathcal{U}$ from Figure 6.4:

$$
x \in \mathrm{FV}(A) \Longleftrightarrow\left(\neg \mathrm{Abs}_{x} \mathcal{U}\left(\operatorname{Hv}_{x} \wedge \neg \mathrm{Abs}_{x}\right)\right)(A)
$$

In words: a variable $x$ is free in a Böhm tree $A$ if there is a successor tree $B$ of $A$ in which $x$ occurs as "head variable", and in all successor trees of $A$ until that tree $B$ is reached, including $B$ itself, $x$ is not used in a lambda abstraction. This until formula then defines a predicate on $\mathcal{B}$, namely ' $x \in \mathrm{FV}(-)$ '.

There are then two crucial properties that we would like to hold for a Böhm tree $A$.

1. If $A=\perp_{\mathcal{B}}$, then

$$
\mathrm{FV}(A)=\emptyset .
$$

This holds because if $A=\perp_{\mathcal{B}}$, then both $\operatorname{Abs}_{x}(A)$ and $\mathrm{Hv}_{x}(A)$ are false, so that the least fixed point in Figure 6.4 defining $\mathcal{U}$ at $A$ in $x \in \mathrm{FV}(A)$ is $\mu S$. $\neg \bigcirc \neg S$. This yields the empty set.
2. If $A=\lambda x_{1} \ldots x_{n} . y A_{1} \ldots A_{m}$, then

$$
\mathrm{FV}(A)=\left(\{y\} \cup \mathrm{FV}\left(A_{1}\right) \cup \cdots \cup \mathrm{FV}\left(A_{m}\right)\right)-\left\{x_{1}, \ldots, x_{n}\right\} .
$$

This result follows from the fixed point property (indicated as 'f.p.' below) defining he until operator $\mathcal{U}$ in Figure 6.4:

$$
\begin{aligned}
x \in \mathrm{FV}(A) & \stackrel{\text { def }}{\Longrightarrow}\left[\neg \mathrm{Abs}_{x} \mathcal{U}\left(\mathrm{Hv}_{x} \wedge \neg \mathrm{Abs}_{x}\right)\right](A) \\
& \stackrel{\text { f.p }}{\Longleftrightarrow}\left[\left(\mathrm{Hv}_{x} \wedge \neg \mathrm{Abs}_{x}\right) \vee\left(\neg \mathrm{Abs}_{x} \wedge \neg \bigcirc \neg(x \in \mathrm{FV}(-))\right)\right](A) \\
& \Longleftrightarrow \neg \mathrm{Abs}_{x}(A) \wedge\left(\mathrm{Hv}_{x}(A) \vee \neg \bigcirc \neg(x \in \mathrm{FV}(-))(A)\right) \\
& \Longleftrightarrow x \notin\left\{x_{1}, \ldots, x_{n}\right\} \wedge\left(x=y \vee \exists j \leq m \cdot x \in \mathrm{FV}\left(A_{j}\right)\right) \\
& \Longleftrightarrow x \in\left(\{y\} \cup \mathrm{FV}\left(A_{1}\right) \cup \cdots \cup \mathrm{FV}\left(A_{m}\right)\right)-\left\{x_{1}, \ldots, x_{n}\right\} .
\end{aligned}
$$

This shows how temporal operators can be used to define sensible predicates on infinite structures. The generic definitions provide adequate expressive power in concrete situations. We should emphasise however that the final coalgebra $\mathcal{B}$ of Böhm trees is only an operational model of the lambda calculus and not a denotational one: for instance, it is not clear how to define an application operation $\mathcal{B} \times \mathcal{B} \rightarrow \mathcal{B}$ on our abstract Böhm trees via coinduction. Such application is defined on the Böhm model used in [54, Section 18.3] via finite approximations. For more information on models of the (untyped) $\lambda$-calculus, se
e.g. [54, Part V], [225, Section 2.5], or [127].

Our next application of temporal logic does not involve a specific functor, like for Böhm trees above, but is generic. It involves an (unlabelled) transition relation for an arbitrary coalgebra. Before we give the definition it is useful to introduce some special notation, and some associated results.
6.4.5. Lemma. For an arbitrary set $X$ and an element $x \in X$ we define $a$ "singleton" and "non-singleton" predicate on $X$ as:

$$
\begin{aligned}
& (\cdot=x)=\{y \in X \mid y=x\}=\{x\} . \\
& (\cdot \neq x)=\{y \in X \mid y \neq x\}=\neg(\cdot=x) .
\end{aligned}
$$

(i) For a predicate $P \subseteq X$,

$$
P \subseteq(\cdot \neq x) \Longleftrightarrow \neg P(x)
$$

(ii) For a function $f: Y \rightarrow X$,

$$
f^{-1}(\cdot \neq x)=\bigcap_{y \in f^{-1}(x)}(\cdot \neq y) .
$$

(iii) And for a Kripke polynomial functor $F$ and a predicate $Q \subseteq F(X)$,

$$
\underset{\sim}{\operatorname{Pred}}(F)(Q)=\{x \in X \mid Q \nsubseteq \operatorname{Pred}(F)(\cdot \neq x)\}
$$

where $\operatorname{Pred}(F)$ is the "predicate lowering" left adjoint to predicate lifting $\operatorname{Pred}(F)$ from Subsection 6.1.1.

These "non-singletons" $(\cdot \neq x)$ are also called coequations, for instance in $[166,16$, 388], and pronounced as "avoid $x$ ". They are used for a sound and complete logical deduction calculus for coalgebras via a "child" rule (capturing henceforth $\square$ ) and a "recolouring" rule (capturing $\boxtimes$, see Exercise 6.8.8). Here these coequation $(\cdot \neq x)$ arise naturally in a haracterisation of predicate lowering in point (iii).
Proof. Points (i) + (ii) follow immediately from the definition. For (iii) we use (i) in:

$$
\begin{align*}
x \in \operatorname{Pred}(F)(Q) & \Longleftrightarrow \underset{\sim}{\operatorname{Pred}}(F)(Q) \nsubseteq(\cdot \neq x) \\
& \Longleftrightarrow Q \nsubseteq \operatorname{Pred}(F)(\cdot \neq x) .
\end{align*}
$$

In Proposition 6.1 .9 we have seen an abstract way to turn an arbitrary coalgebra into an unlabelled transition system. Here, and later on in Theorem 6.4.9, we shall reconsider this topic from a temporal perspective.
6.4.6. Definition. Assume we have a coalgebra $c: X \rightarrow F(X)$ of a polynomial functor $F$. On states $x, x^{\prime} \in X$ we define a transition relation via the strong nexttime operator, as:

$$
\begin{aligned}
x \longrightarrow x^{\prime} & \Longleftrightarrow x \in(\neg \bigcirc \neg)\left(\cdot=x^{\prime}\right) \\
& \Longleftrightarrow x \notin \bigcirc\left(\cdot \neq x^{\prime}\right) \\
& \Longleftrightarrow c(x) \notin \operatorname{Pred}(F)\left(\left(\cdot \neq x^{\prime}\right)\right) .
\end{aligned}
$$

This says that there is a transition $x \longrightarrow x^{\prime}$ if and only if there is successor state of $x$ which is equal to $x^{\prime}$. In this way we turn an arbitrary coalgebra into an unlabelled transition system.

We shall first investigate the properties of this new transition system $\longrightarrow$, and only later in Theorem 6.4.9 show that it is actually the same as the earlier translation from coalgebra o transition systems from Subsection 6.1.1.
So let us first consider what we get for a coalgebra $c: X \rightarrow \mathcal{P}(X)$ of the powerset functor. Then the notation $x \longrightarrow x^{\prime}$ is standardly used for $x^{\prime} \in c(x)$. This coincides with Definition 6.4.6 since:

$$
\begin{aligned}
x \notin \bigcirc\left(\cdot \neq x^{\prime}\right) & \Longleftrightarrow x \notin c^{-1}\left(\operatorname{Pred}(\mathcal{P})\left(\cdot \neq x^{\prime}\right)\right) \\
& \Longleftrightarrow c(x) \notin\left\{a \mid a \subseteq\left(\cdot \neq x^{\prime}\right)\right\} \\
& \Longleftrightarrow c(x) \notin\left\{a \mid x^{\prime} \notin a\right\}, \quad \text { by Lemma 6.4.5 (i) } \\
& \Longleftrightarrow x^{\prime} \in c(x) .
\end{aligned}
$$

Now that we have gained some confidence in this temporal transition definition, we consider further properties. It turns out that the temporal operators can be expressed in erms of the new transition relation
6.4.7. Proposition. The transition relation $\longrightarrow$ from Definition 6.4.6, induced by a coalge bra $X \rightarrow F(X)$, and its reflexive transitive closure $\longrightarrow{ }^{*}$, satisfy the following properties.
(i) For a predicate $P \subseteq X$,

$$
\begin{aligned}
& \text { (a) } \bigcirc P=\left\{x \in X \mid \forall x^{\prime} \cdot x \longrightarrow x^{\prime} \Longrightarrow P\left(x^{\prime}\right)\right\} \\
& \text { (b) } \square P=\left\{x \in X \mid \forall x^{\prime} \cdot x \longrightarrow{ }^{*} x^{\prime} \Longrightarrow P\left(x^{\prime}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \text { (b) } \square P=\left\{x \in X \mid \forall x^{\prime} \cdot x \longrightarrow x^{\prime} \Longrightarrow P\left(x^{\prime}\right.\right. \\
& \text { (c) } \diamond P=\left\{x \mid \exists x^{\prime} \cdot x \longrightarrow^{\prime} x^{\prime} \wedge P\left(x^{\prime}\right)\right. \text {. }
\end{aligned}
$$

This says that the temporal operators on the original coalgebra are the same as the ones on the induced unlabelled transition system.
(ii) For a predicate $P \subseteq X$, the following three statements are equivalent.
(a) $P$ is an invariant;
(b) $\forall x, x^{\prime} \in X . P(x) \wedge x \longrightarrow x^{\prime} \Longrightarrow P\left(x^{\prime}\right)$;
(c) $\forall x, x^{\prime} \in X . P(x) \wedge x \longrightarrow^{*} x^{\prime} \Longrightarrow P\left(x^{\prime}\right)$.
(iii) For arbitrary states $x, x^{\prime} \in X$, the following are equivalent
(a) $x \longrightarrow{ }^{*} x^{\prime}$;
(b) $P(x) \Rightarrow P\left(x^{\prime}\right)$, for all invariants $P \subseteq X$
(c) $x \in \diamond\left(\cdot=x^{\prime}\right)$, i.e. eventually there is a successor state of $x$ that is equal to
$x^{\prime}$.

## Proof. (i) We reason as follows.

$$
\begin{aligned}
x \in \bigcirc P & \Longleftrightarrow c(x) \in \operatorname{Pred}(F)(P) \\
& \Longleftrightarrow\{c(x)\} \subseteq \operatorname{Pred}(F)(P) \\
& \Longleftrightarrow \operatorname{Pred}(F)(\{c(x)\}) \subseteq P \\
& \Longleftrightarrow \forall x^{\prime} \cdot x^{\prime} \in \operatorname{Pred}(F)(\{c(x)\}) \Rightarrow P\left(x^{\prime}\right) \\
& \Longleftrightarrow \forall x^{\prime} \cdot\{c(x)\} \nsubseteq \operatorname{Pred}(F)\left(\cdot \neq x^{\prime}\right) \Rightarrow P\left(x^{\prime}\right), \quad \text { by Lemma } 6.4 .5 \text { (iii) } \\
& \Longleftrightarrow \forall x^{\prime} \cdot c(x) \notin \operatorname{Pred}(F)\left(\cdot \neq x^{\prime}\right) \Rightarrow P\left(x^{\prime}\right) \\
& \Longleftrightarrow \forall x^{\prime} \cdot x \longrightarrow x^{\prime} \Rightarrow P\left(x^{\prime}\right) .
\end{aligned}
$$

For the inclusion ( $\subseteq$ ) of (b) we can use (a) an appropriate number of times since $\square P \subseteq$ $\bigcirc \square P$ and $\square P \subseteq P$. For $(\supseteq)$ we use that the predicate $\left\{x \mid \forall x^{\prime} . x \longrightarrow{ }^{*} x^{\prime} \Longrightarrow P\left(x^{\prime}\right)\right\}$ contains $P$ and is an invariant, via (a); hence it is contained in $\square P$

The third point (c) follows directly from (b) since $\diamond=\neg \square$
(ii) Immediate from (i) since $P$ is an invariant if and only if $P \subseteq \bigcirc P$, if and only if $P \subseteq \square P$.
(iii) The equivalence (b) $\Leftrightarrow$ (c) follows by unfolding the definitions. The implication (a) $\Rightarrow$ (b) follows directly from (ii), but for the reverse we have to do a bit of work. Assume $P(x) \Rightarrow P\left(x^{\prime}\right)$ for all invariants $P$. In order to prove $x \longrightarrow^{*} x^{\prime}$, consider the predicat $Q(y) \stackrel{\text { def }}{\Longrightarrow} x \longrightarrow^{*} y$. Clearly $Q(x)$, so $Q\left(x^{\prime}\right)$ follows once we have established that $Q$ is an invariant. But this is an easy consequence using (ii): if $Q(y)$, i.e. $x \longrightarrow^{*} y$, and $y \longrightarrow y^{\prime}$, then clearly $x \longrightarrow^{*} y^{\prime}$, which is $Q\left(y^{\prime}\right)$

## .4.1 Backward reasoning

So far in this section we have concentrated on "forward" reasoning, by only considering operators that talk about future states. However, within the setting of coalgebras there is also a natural way to reason about previous states. This happens via predicate lowering instead of via predicate lifting, i.e. via the left adjoint $\operatorname{Pred}(F)$ to $\operatorname{Pred}(F)$, introduced in Subsection 6.1.1.

It turns out that the forward temporal operators have backward counterparts. We shal use notation with backwards underarrows for these analogues: $\bigcirc, \square$ and $\langle 2$ are backward versions of $\mathrm{O}, \square$ and $\diamond$.
6.4.8. Definition. For a coalgebra $c: X \rightarrow F(X)$ of a polynomial functor $F$, and a predicate $P \subseteq X$ on its carrier $X$, we define a new predicate lasttime $P$ on $X$ by

$$
\varrho P=\operatorname{Pred}(F)\left(\amalg_{c} P\right)=\underset{\underbrace{}}{\operatorname{Pred}(F)(\{c(x) \mid x \in P\}) . ~}
$$

Thus:

$$
\varrho=\left(\mathcal{P}(X) \xrightarrow{\coprod_{c}} \mathcal{P}(F X) \xrightarrow{\text { Pred }(F)} \mathcal{P}(X)\right) .
$$

This is the so-called strong lastime operator, which holds of a state $x$ if there is an (immediate) predecessor state of $x$ which satisfies $P$. The corresponding weak lasttime is $\neg-$ ᄀ.
One can easily define an infinite extension of $\bigcirc$, called earlier:

$$
\begin{aligned}
\varepsilon P & =\text { "the least invariant containing } P \text { " } \\
& =\{x \in X \mid \forall Q, \text { invariant. } P \subseteq Q \Longrightarrow Q(x)\} \\
& =\bigcap\{Q \supseteq P \mid Q \text { is an invariant }\} .
\end{aligned}
$$

This predicate $\widehat{y} P$ holds of a state $x$ if there is some (non-immediate) predecessor state of $x$ for which $\overparen{P}$ holds.

Figure 6.4.1 gives a brief overview of the main backward temporal operators. In the remainder of this section we shall concentrate on the relation between the backward temporal operators and transitions
But first we give a result that was already announced. It states an equivalence between various (unlabelled) transition systems induced by coalgebras.
6.4.9. Theorem. Consider a coalgebra $c: X \rightarrow F(X)$ of a Kripke polynomial functor $F$. Using the lastime operator $\varrho$ one can also define an unlabelled transition system by

$$
x \longrightarrow x^{\prime} \Longleftrightarrow \text { "there is an immediate predecessor state of } x^{\prime} \text { which is equal to } x \text { " }
$$

$$
\Longleftrightarrow x^{\prime} \in \varrho(\cdot=x) \text {. }
$$

This transition relation is then the same as
(i) $x \notin \bigcirc\left(\cdot \neq x^{\prime}\right)$ from Definition 6.46 ;
(ii) $x^{\prime} \in \operatorname{sts}(c(x))=\operatorname{Pred}(F)(\{c(x)\})$, used in the translation in (6.4).

Proof. All these forward and backward transition definitions are equivalent because:

$$
\begin{aligned}
x^{\prime} \in \varrho(\cdot=x) & \Longleftrightarrow x^{\prime} \in \operatorname{Pred}(F)\left(\amalg_{c}(\cdot=x)\right) \text { by Definition 6.4.8 } \\
& \Longleftrightarrow x^{\prime} \in \underset{\sim}{\operatorname{Pred}}(F)(\{c(x)\}) \\
& \Longleftrightarrow \text { as used in (6.4) } \\
& \Longleftrightarrow\{c(x)\} \nsubseteq \operatorname{Pred}(F)\left(\cdot \neq x^{\prime}\right) \text { by Lemma 6.4.5 (iii) } \\
& \Longleftrightarrow x \notin \bigcirc\left(\cdot \neq x^{\prime}\right)
\end{aligned} \quad \text { as used in Definition 6.4.6. }
$$

Finally we mention the descriptions of the backward temporal operators in terms of ansitions, like in Proposition 6.4.7 (i).
6.4.10. Proposition. For a predicate $P \subseteq X$ on the state space of a coalgebra,
(i) $\bigcirc P=\{x \in X \mid \exists y . y \longrightarrow x \wedge P(y)\}$
(ii) $\widetilde{\Sigma} P=\left\{x \in X \mid \exists y \cdot y \longrightarrow{ }^{*} x \wedge P(y)\right\}$

| Notation | Meaning | Definition | Galois connection |
| :---: | :---: | :---: | :---: |
| $\varrho P$ | lasttime $P$ | $\stackrel{\text { Pred }}{ }(F)\left(\amalg_{c} P\right)$ | $\varrho \dashv \bigcirc$ |
| S $P$ | (sometime) earlier $P$ | $\mu S .(P \vee \subsetneq S)$ | $\stackrel{\rightharpoonup}{2} \downarrow \square$ |
| $\unrhd P$ | (always) before $P$ | $\neg$ 立 $\neg P$ | $\diamond \dashv \square$ |
| $P \mathcal{S} Q$ | $P$ since $Q$ | $\mu S .(Q \vee(P \wedge, S))$ |  |

Figure 6.2: Standard (backward) temporal operators.
(iii) $\unrhd P=\left\{x \in X \mid \forall y . y \longrightarrow{ }^{*} x \Longrightarrow P(y)\right\}$.

Proof. Assume that $c: X \rightarrow F(X)$ is the coalgebra we are dealing with.
(i) $\varrho P=P=\operatorname{Pred}(F)(\{c(y) \mid y \in P\})$
$=\operatorname{Pred}(F)\left(\bigcup_{y \in P}\{c(y)\}\right)$
$=\bigcup_{y \in P} \underset{\longleftarrow}{\operatorname{Pred}}(F)(\{c(y)\}) \quad$ since $\underset{\longleftarrow}{\operatorname{Pred}(F) \text { is a left adjoint }}$
$=\{x \in X \mid \exists y \in P . x \in \varrho(\cdot=y)\}$
$=\{x \in X \mid \exists y . y \longrightarrow x \wedge P(y)\}$.
(ii) Let us write $P^{\prime}=\left\{x \in X \mid \exists y \cdot y \longrightarrow{ }^{*} x \wedge P(y)\right\}$ for the right hand side. We have to prove that $P^{\prime}$ is the least invariant containing $P$

- Clearly $P \subseteq P^{\prime}$, by taking no transition.
- Also $P^{\prime}$ is an invariant, by Proposition 6.4 .7 (ii): if $P^{\prime}(x)$, say with $y \longrightarrow{ }^{*} x$ where $P(y)$, and $x \longrightarrow x^{\prime}$, then also $y \longrightarrow{ }^{*} x^{\prime}$ and thus $P^{\prime}\left(x^{\prime}\right)$.
- If $Q \subseteq X$ is an invariant containing $P$, then $P^{\prime} \subseteq Q$ : if $P^{\prime}(x)$, say with $y \longrightarrow^{*} x$ where $P(y)$; then $Q(y)$, and thus $Q(x)$ by Proposition 6.4 .7 (ii).
(iii) Immediately from the definition $\unrhd=\neg$ 公 $\neg$.


## Exercises

6.4.1. Consider the transition system $A^{\star} \rightarrow \mathcal{P}_{\text {fin }}\left(A^{\star}\right)$ from Example 6.4.3, and prove:

$$
\square\left(\left\{x \in A^{\star} \mid \exists y \in A^{\star} . x=\mathrm{M} y\right\}\right)(\mathrm{MI}) .
$$

This property is also mentioned in [210]. In words: each successor of MI starts with M.
6.4.2. Prove the following "induction rule of temporal logic":

$$
P \wedge \square(P \Rightarrow \bigcirc P) \subseteq \square P
$$

Aside: using the term 'induction' for a rule that follows from a greatest fixed point property is maybe not very fortunate.]
6.4.3. Prove that for a predicate $P$ on the state space of coalgebra of a Kripke polynomial functor

$$
\square P=\bigcap_{n \in \mathbb{N}} \bigcirc^{n} P \quad \text { and } \quad\left\langle P=\bigcup_{n \in \mathbb{N}} \bigcirc^{n} P .\right.
$$

(Where $\bigcirc^{0} P=P$, and $\bigcirc^{n+1} P=\bigcirc \bigcirc^{n} P$, and similarly for $Q$.)
6.4.4. Prove that:
$\square\left(f^{-1} Q\right)=f^{-1}(\square Q)$
$\varrho\left(\amalg_{f} P\right)=\amalg_{f}(\varrho P)$
$\stackrel{\langle }{\langle }\left(\amalg_{f} P\right)=\amalg_{f}(\stackrel{\Delta}{ } P)$

[^4]6.4.5. Consider coalgebras $c: X \rightarrow \mathcal{M}_{M}(X)$ and $d: Y \rightarrow \mathcal{D}(Y)$ of the multiset and distribution functors. Use Exercise 6.1.4 to prove:
$$
\bigcirc(P \subseteq X)=\left\{x \mid \forall x^{\prime} . c(x)\left(x^{\prime}\right) \neq 0 \Rightarrow P\left(x^{\prime}\right)\right\} .
$$

What is $\square(Q \subseteq Y)$ ?
6.4.6. Prove that the least fixed point $\mu \bigcirc$ of the nexttime operator $\bigcirc: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ can be characterised as:

$$
\mu \bigcirc=\left\{x \in X \mid \text { there are no infinite paths } x \longrightarrow x_{1} \longrightarrow x_{2} \longrightarrow \cdots\right\} .
$$

6.4.7. Consider the transition relation $\longrightarrow$ from Definition 6.4.6, and use Lemma 6.4.5 (ii) to prove that for a homomorphism $f: X \rightarrow Y$ of coalgebras,

$$
f(x) \longrightarrow y \Longleftrightarrow \exists x^{\prime} \cdot x \longrightarrow x^{\prime} \wedge f\left(x^{\prime}\right)=y .
$$

Note that this states the functoriality of the translation from coalgebras to transition systems like in (6.4).
6.4.8. Show that each subset can be written as intersection of non-singletons (coequations): for $U \subseteq X$,

$$
U=\bigcap_{x \in \neg U}(\cdot \neq x)
$$

his result forms the basis for formulating a (predicate) logic for coalgebras in terms of these "coequations" $(\cdot \neq x)$, see [166].
6.4.9. Prove-and explain in words-that

$$
x \longrightarrow^{*} x^{\prime} \Longleftrightarrow x^{\prime} \in \underline{\Sigma}(\cdot=x)
$$

$\left[\right.$ The notation $\langle x\rangle=\left\{x^{\prime} \mid x \rightarrow{ }^{*} x^{\prime}\right\}$ and $\langle P\rangle=\left\{x^{\prime} \mid \exists x \in P . x \longrightarrow{ }^{*} x^{\prime}\right\}$ is used in $[378]$ for the least invariants $\widehat{\Sigma}\{x\}=\widehat{\Sigma}(\cdot=x)$ and $\widehat{\swarrow} P$ containing an element $x$ or a predicate $P$.]
6.4.10. Verify the Galois connections in Figure 6.4.1
[Such Galois connections for temporal logic are studied systematically in [264, 229].]
6.4.11. Check that $P \mathcal{U} P=P$.
6.4.12. The following is taken from [111, Section 5], where it is referred to as the Whisky Problem It is used there as a challenge in proof automation in linear temporal logic. Here it will be formulated in the temporal logic of an arbitrary coalgebra (of a Kripke polynomial functor) parametrised predicate on the state space of a coalgebra $X$, satisfying for a specific $a \in A$ and $y \in X$ :
(i) $P(a)(y)$;
(ii) $\forall b \in A \cdot P(b)(y) \Rightarrow P(h(b))(y)$;
(iii) $\square(\{x \in X \mid \forall b \in A \cdot P(h(b))(x) \Rightarrow O(P(b))(x)\})(y)$.

Prove then that $\square(P(a))(y)$.
[Hint. Use Exercise 6.4.3.]
6.4.13. Describe the nexttime operator $\bigcirc$ as a natural transformation $\mathcal{P} U \Rightarrow \mathcal{P} U$, like in Corollary 6.1.4, where $U: \operatorname{CoAlg}(F) \rightarrow$ Sets is the forgetful functor and $\mathcal{P}$ is the contravariant powerset functor. Show that it can be described as a composition of natural transformations:

6.4.14. Prove that the "until" and "since" operators $\mathcal{U}, \mathcal{S}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ on the state space $X$ of a coalgebra (see Figures 6.4 and 6.4 .1 ) can be described in the following way in terms of the transition relation $\longrightarrow \subseteq X \times X$ from Definition 6.4.6.

$$
\begin{aligned}
& P \mathcal{U} Q=\left\{x \mid \exists n . \exists x_{0}, \ldots, x_{n} \cdot x_{0}=x \wedge\left(\forall i<n . x_{i} \longrightarrow x_{i+1}\right) \wedge Q\left(x_{n}\right)\right. \\
&\left.\wedge \forall i<n . P\left(x_{i}\right)\right\} \\
& P \mathcal{S} Q=\left\{x \mid \exists n . \exists x_{0}, \ldots, x_{n} \cdot x_{n}=x \wedge\left(\forall i<n . x_{i} \longrightarrow x_{i+1}\right) \wedge Q\left(x_{0}\right)\right.
\end{aligned}
$$

$$
\left.\wedge \forall i>0 . P\left(x_{i}\right)\right\} .
$$

6.4.15. We consider the strong nexttime operator $\neg \bigcirc \neg$ associated with a coalgebra, and call a predicate $P$ maintainable if $P \subseteq \neg \bigcirc \neg P$. Notice that such a predicate is a $\neg \mathrm{O} \neg$ coalgebra.
(ii) Let us use the notation EA $P$ for the greatest maintainable predicate contained in $P$. Describe EA P in terms of the transition relation $\longrightarrow$ from Definition 6.4. (ii) Similarly for $\mathrm{AE} P \stackrel{\text { def }}{=} \neg \mathrm{EA} \neg P$
[Operators like EA and AE are used in computation tree logic (CTL), see e.g. [119] to reason about paths in trees of computations. The interpretations we use here involve infinite
paths. paths.]

### 6.5 Modal logic for coalgebras

In the previous section we have seen a temporal logic for coalgebras based on the nexttime operator $\bigcirc$, see Definition 6.4.1. The meaning of $\bigcirc P$ is that the predicate $P$ holds in all direct successor states. This operator is very useful for expressing safety and liveness properties, via the derived henceforth and eventually operators $\square$ and $\diamond$, expressing "for all/some future states ...". But this temporal logic is not very useful for expressing more refined properties dealing for instance with one particular branch. Modal logics (including dynamic logics [186]) are widely used in computer science, to reason about various kinds of dynamical systems. Often they are tailored to a specific domain of reasoning. As usual in Conside a $c_{1}, c_{2}: X \rightarrow X$. The meaning of $\bigcirc(P)$ from temporal logic for this coalgebra is:

$$
\bigcirc(P)=\left\{x \mid c_{1}(x) \in P \wedge c_{2}(x) \in P\right\} .
$$

Thus it contains those states $x$ all of whose successors $c_{1}(x)$ and $c_{2}(x)$ satisfy $P$. It would be useful to have two separate logical operators, say $\bigcirc_{1}$ and $\bigcirc_{2}$ talking specifically about transition maps $c_{1}$ and $c_{2}$ respectively, as in:

$$
\begin{equation*}
\bigcirc_{1}(P)=\left\{x \mid c_{1}(x) \in P\right\} \quad \text { and } \quad \bigcirc_{2}(P)=\left\{x \mid c_{2}(x) \in P\right\} \tag{6.10}
\end{equation*}
$$

Coalgebraic modal logic allows us to describe such operators
To see another example/motivation, consider a coalgebra $c: X \rightarrow \mathcal{M}_{\mathbb{N}}(X)$ of the muliset (or bag) functor $\mathcal{M}_{\mathbb{N}}$, counting in the natural numbers $\mathbb{N}$. Thus we may write $x \xrightarrow{m} x$ if $c(x)\left(x^{\prime}\right)=n \in \mathbb{N}$, expressing a transition which costs for instance $n$ resources. For each $N \in \mathbb{N}$, a so-called graded modality $\bigcirc_{N}$, see [122], is defined as

$$
\bigcirc_{N}(P)=\left\{x \mid \forall x^{\prime} . c(x)\left(x^{\prime}\right) \geq N \Rightarrow P\left(x^{\prime}\right)\right\} .
$$

This section describes how to obtain such operators in the research field known as "coalgebraic modal logic'. The approach that we follow is rather concrete and "hands-on". The literature on the topic is extensive, see e.g. [328, 294, 371, 343, 289, 272, 287, 251], or the overview papers [ $290,295,91]$, but there is a tendency to wander off into meta theory and to omit specific examples (and what the modal logic might be useful for).

We begin with an abstract definition describing the common way that coalgebraic logics are now understood. It involves a generalised form of predicate lifting, as will be explained and illustrated subsequently. An even more abstract approach will be described later on, in Subsection 6.5.1.
6.5.1. Definition. For a functor $F$ : Sets $\rightarrow$ Sets, a coalgebraic modal logic is given by a "modal signature functor" $L$ : Sets $\rightarrow$ Sets and a natural transformation:

$$
L \mathcal{P} \stackrel{\delta}{\Longrightarrow} \mathcal{P} F,
$$

where $\mathcal{P}=2^{(-)}:$Sets ${ }^{\text {op }} \rightarrow$ Sets is the contravariant powerset functor
Given such a $\delta: L \mathcal{P} \Rightarrow \mathcal{P} F$, each $F$-coalgebra $c: X \rightarrow F(X)$ yields an $L$-algebra on the set of predicates $\mathcal{P}(X)$, namely:

$$
L(\mathcal{P}(X)) \xrightarrow{\delta_{X}} \mathcal{P}(F(X)) \xrightarrow{c^{-1}=\mathcal{P}(c)} \mathcal{P}(X) .
$$

This yields a functor $\operatorname{CoAlg}(F)^{\text {op }} \rightarrow \mathbf{A l g}(L)$.
Recall from Corollary 6.1.4 that predicate lifting yields a functor $\operatorname{Pred}(F): \mathcal{P} \Rightarrow \mathcal{P} F$. In the above definition this is generalised by adding a functor $L$ in front, yielding $L \mathcal{P} \Rightarrow$ $\mathcal{P} F$. This $L$ makes more flexible liftings-and thus more flexible modal operatorspossible, as will be illustrated next. A less general, and more clumsy approach, using "ingredients" of functors is used in [227]. One can think of the $L$ as describing the type of "ingredients" of functors is used in [227]. One can think of the $L$ as describing the type of these ingredient operators, which becomes explicit if one considers the induced $L$-algebra
$L(\mathcal{P}(X)) \rightarrow \mathcal{P}(X)$. For instance, for two operators (6.10) we use $L(Y)=Y+Y$, so that we can describe the pair of nexttime operators in (6.10) as $L$-algebra:

$$
L(\mathcal{P}(X))=\mathcal{P}(X)+\mathcal{P}(X) \xrightarrow{\left[\bigcirc_{1}, \bigcirc_{2}\right]} \mathcal{P}(X)
$$

arising according to the pattern in the definition via a map $\delta$ in:

$$
L(\mathcal{P}(X))=\mathcal{P}(X)+\mathcal{P}(X) \xrightarrow{\delta} \mathcal{P}(X \times X) \xrightarrow{\left\langle c_{1}, c_{2}\right\rangle^{-1}} \mathcal{P}(X)
$$

where $\delta=\left[\delta_{1}, \delta_{2}\right]: L(\mathcal{P}(X)) \rightarrow \mathcal{P}(X \times X)$ is given by:

$$
\begin{aligned}
\delta_{1}(P) & =\pi_{1}^{-1}=\mathcal{P}\left(\pi_{1}\right) & \delta_{2}(P) & =\pi_{2}^{-1}=\mathcal{P}\left(\pi_{2}\right) \\
& =\left\{\left(x_{1}, x_{2}\right) \in X \times X \mid P\left(x_{1}\right)\right\} & & =\left\{\left(x_{1}, x_{2}\right) \in X \times X \mid P\left(x_{2}\right)\right\} .
\end{aligned}
$$

Then indeed, $\bigcirc_{i}(P)=\left\langle c_{1}, c_{2}\right\rangle^{-1} \circ \delta \circ \kappa_{i}=c_{i}^{-1}$.
We turn to a more elaborate illustration.
6.5.2. Example. Suppose we wish to describe a simple bank account coalgebraically. It involves a state space $X$, considered as black box, accessible only via the next three balance,
deposit and withdraw operations.
bal: $X \longrightarrow \mathbb{N}$
for learning the balance of the account, which, $\left\{\begin{array}{l}\text { for simplicity, is represented as a natural num } \\ \text { ber; }\end{array}\right.$ ber;
dep: $X \times \mathbb{N} \longrightarrow X$
for depositing a certain amount of money, given $\rightarrow \times \mathbb{N}$ $\{$ as parameter, into the account;
for withdrawing a certain amount of money, given as parameter, from the account; the cessful withdrawal, when the balance before the $\left\{\begin{array}{l}\text { cestur withdrawal, when the balance before the } \\ \text { withdrawal exceeds the retrieved amount. The }\end{array}\right.$ withdrawal exceeds the retrieved amount. The
second/right + -option is used for unsuccessful withdrawals; in that case the balance remains (unchanged.
Together these maps form a coalgebra of the form:

$$
X \xrightarrow{\langle\text { bal, dep, wdw }\rangle} F(X) \quad \text { for } \quad F(X)=\mathbb{N} \times X^{\mathbb{N}} \times(X+X)^{\mathbb{N}} .
$$

We would like to express the above informal descriptions of the behaviour of this coalgebra in precise logical terms, using modal operators. Therefore we define predicates:

$$
\text { bal } \downarrow n=\{x \in X \mid \operatorname{bal}(x)=n\}
$$

$$
[\operatorname{dep}(n)](P)=\{x \in X \mid \operatorname{dep}(x, n) \in P\} .
$$

Now we can require:

$$
\text { bal } \downarrow m \vdash[\operatorname{dep}(n)](\text { bal } \downarrow(m+n)),
$$

where $\vdash$ should be understood as subset inclusion $\subseteq$. Obviously this captures the intended behaviour of "deposit".

The modal operator for withdrawal is more subtle because of the two output options in $X+X$. Therefore we define two modal operators, one for each option:

$$
\begin{aligned}
& {[\operatorname{wdw}(n)]_{1}(P)=\left\{x \in X \mid \forall x^{\prime} . \operatorname{wdw}(x, n)=\kappa_{1} x^{\prime} \Rightarrow P\left(x^{\prime}\right)\right\}} \\
& {[\operatorname{wdw}(n)]_{2}(P)=\left\{x \in X \mid \forall x^{\prime} . \operatorname{wdw}(x, n)=\kappa_{2} x^{\prime} \Rightarrow P\left(x^{\prime}\right)\right\} .}
\end{aligned}
$$

One may now expect a requirement:

$$
\text { bal } \downarrow(m+n) \vdash[\mathrm{wdw}(n)]_{1}(\text { bal } \downarrow m) \text {. }
$$

But a little thought reveals that this is too weak, since it does not enforce that a successful withdrawal yields an output in the first/left +-option. We need to use the derived operator $\langle f\rangle(P)=\neg[f](\neg P)$ so that.
$\langle\mathbf{w d w}(n)\rangle_{i}(P)=\neg[\mathbf{w d w}(n)]_{i}(\neg P)=\left\{x \in X \mid \exists x^{\prime} \cdot \mathbf{w d w}(x, n)=\kappa_{i} x^{\prime} \wedge P\left(x^{\prime}\right)\right\}$.
Now we can express the remaining requirements as:
bal $\downarrow(m+n) \vdash\langle\mathrm{wdw}(n)\rangle_{1}($ bal $\downarrow m) \quad$ bal $\downarrow(m) \vdash\langle\mathbf{w d w}(m+n+1)\rangle_{2}($ bal $\downarrow m)$.
Thus we have used four logical operators to lay down the behaviour of a bank account, via restriction of the underlying coalgebra $X \rightarrow F(X)$. Such restrictions will be studied

The four of them can be described jointly in the format of Definition 6.5.1, namely as 4 -cotuple:

$$
\left[\operatorname{bal} \downarrow(-),[\operatorname{dep}(-)],\left[\mathrm{wdw}_{1}(-)\right],\left[\mathrm{wdw}_{1}(-)\right]\right],
$$

forming an algebra

$$
\begin{equation*}
\mathbb{N}+(\mathbb{N} \times \mathcal{P}(X))+(\mathbb{N} \times \mathcal{P}(X))+(\mathbb{N} \times \mathcal{P}(X)) \tag{6.11}
\end{equation*}
$$

$\qquad$ $\mathcal{P}(X)$.

It is an algebra $L(\mathcal{P}(X)) \rightarrow \mathcal{P}(X)$ for the modal signature functor $L:$ Sets $\rightarrow$ Sets given by:

$$
L(Y)=\mathbb{N}+(\mathbb{N} \times Y)+(\mathbb{N} \times Y)+(\mathbb{N} \times Y) .
$$

The algebra of operators (6.11) is the composition of two maps:

$$
L(\mathcal{P}(X)) \xrightarrow{\delta} \mathcal{P}(F(X)) \xrightarrow{c^{-1}} \mathcal{P}(X),
$$

where $c=\langle$ bal, dep, wdw $\rangle: X \rightarrow F(X)=\mathbb{N} \times X^{\mathbb{N}} \times(X+X)^{\mathbb{N}}$ is the coalgebra involved. The map $\delta: L(\mathcal{P}(X)) \rightarrow \mathcal{P}(F(X))$ is a 4 -cotuple $\delta=\left[\delta_{\text {bal }}, \delta_{\text {dep }}, \delta_{\text {wdw }}, 1, \delta_{\text {wdw }} 2\right]$, where:

$$
\begin{aligned}
\delta_{\text {bal }}(n) & =\{(m, f, g) \in F(X) \mid m=n\} \\
\delta_{\text {dep }}(n, P) & =\{(m, f, g) \in F(X) \mid f(n) \in P\} \\
\delta_{\text {wdw } 1}(n, P) & =\left\{(m, f, g) \in F(X) \mid \forall x . g(n)=\kappa_{1} x \Rightarrow P(x)\right\} \\
\delta_{\mathrm{wdw}, 2}(n, P) & =\left\{(m, f, g) \in F(X) \mid \forall x . g(n)=\kappa_{2} x \Rightarrow P(x)\right\} .
\end{aligned}
$$

It is not hard to see that this $\delta$ is a natural transformation $L \mathcal{P} \Rightarrow \mathcal{P} F$.
A next step is to see how the modal signature functor $L$ and the natural transformation $\delta: L \mathcal{P} \Rightarrow \mathcal{P} F$ in Definition 6.5.1 arise. In general, this is a matter of choice. But in many cases, for instance when the functor is a polynomial, there are some canonical choices. We shall illustrate this in two steps, namely by first defining coalgebraic logics for several basic functors, and subsequently showing that coalgebraic logics can be combined via several constructions, like composition and (co)product. A similar, but more language-oriented, modular approach is described in [92].
6.5.3. Definition. Coalgebraic logics $(L, L \mathcal{P} \stackrel{\delta}{\Rightarrow} \mathcal{P} F)$ can be defined when $F$ is the identity / constant / powerset / multiset / distribution functor in the following manner
(i) For the identity functor id: Sets $\rightarrow$ Sets we take $L=$ id, with identity natural transformation:

$$
L(\mathcal{P}(X))=\mathcal{P}(X) \xrightarrow{\delta=\mathrm{id}} \mathcal{P}(X)=\mathcal{P}(\operatorname{id}(X)) .
$$

(ii) For a constant functor $K_{A}$ : Sets $\rightarrow$ Sets, given by $K_{A}(X)=A$, we also take $L=K_{A}$, with singleton (unit) map:

$$
L(\mathcal{P}(X))=A \xrightarrow{\delta=\{-\}} \mathcal{P}(A)=\mathcal{P}\left(K_{A}(X)\right) .
$$

(iii) For the (covariant) powerset functor $\mathcal{P}$ we take $L=$ id, with:

$$
L(\mathcal{P}(X))=\mathcal{P}(X) \xrightarrow{\delta} \mathcal{P}(\mathcal{P}(X))
$$

given by $\delta(P)=\{U \in \mathcal{P}(X) \mid U \subseteq P\}$. For the finite powerset functor $\mathcal{P}_{\text {fin }}$ an analogous map $\mathcal{P}(X) \rightarrow \mathcal{P}\left(\mathcal{P}_{\text {fin }}(X)\right)$ is used.
(iv) For the distribution functor $\mathcal{D}$ : Sets $\rightarrow$ Sets take $L(Y)=[0,1]_{\mathbb{Q}} \times Y$, where $0,1]_{\mathbb{Q}}=[0,1] \cap \mathbb{Q}$ is the unit interval of rational numbers. The associated natural transformation follows the ideas of [196]

$$
L(\mathcal{P}(X))=[0,1]_{\mathbb{Q}} \times \mathcal{P}(X) \xrightarrow{\delta} \mathcal{P}(\mathcal{D} X),
$$

where $\delta(r, P)=\left\{\varphi \in \mathcal{D}(X) \mid \forall x^{\prime} . \varphi(x)\left(x^{\prime}\right) \geq r \Rightarrow P\left(x^{\prime}\right)\right\}$.
(v) The same coalgebraic modal logic can be used for the multiset functor $\mathcal{M}_{M}$, as suming the monoid carries an order. This yields the graded operators, as sketched in the beginning of this section for the multiset/bag functor $\mathcal{M}_{\mathbb{N}}$ over the natural numbers.
(vi) For the neighbourhood functor $\mathcal{N}(X)=2^{\left(2^{x}\right)}$ from Exercise 2.2.7 one takes $L=$ id with natural transformation:

$$
L(\mathcal{P}(X))=\mathcal{P}(X) \xrightarrow{\delta} \mathcal{P}(\mathcal{N} X)=\mathcal{P} \mathcal{P} \mathcal{P}(X),
$$

given by $\delta(P)=\{V \in \mathcal{P} \mathcal{P}(X) \mid P \in V\}$.
6.5.4. Lemma. Coalgebraic modal logics can be combined in the following ways.
(i) For two functors $F_{1}, F_{2}$ : Sets $\rightarrow$ Sets, with coalgebraic modal logics $\left(L_{i}, \delta_{i}\right)$, (1) For two functors $F_{1}, F_{2}:$ Sets $\rightarrow$ Sets, with coalgebraic modal logics $\left(L_{i}, \delta_{i}\right)$,
there is also a coalgebraic modal logic for the composite functor $F_{1} \circ F_{2}$, namely $L_{1} \circ L_{2}$ with natural transformation given by:

$$
L_{1} L_{2} \mathcal{P}(X) \xrightarrow{L_{1}\left(\delta_{2, X}\right)} L_{1} \mathcal{P} F_{2}(X) \xrightarrow{\delta_{1, F_{2}(X)}} \mathcal{P} F_{1} F_{2}(X)
$$

(ii) Given an I-indexed collection of functors $\left(F_{i}\right)_{i \in I}$ with logics $\left(L_{i}, \delta_{i}\right)$ we define a modal signature functor $L(Y)=\coprod_{i \in I} L_{i}(Y)$ for the coproduct functor $\coprod_{i \in I} F_{i}$, with natural transformation:

$$
L(\mathcal{P}(X))=\coprod_{i \in I} L_{i}(\mathcal{P}(X)) \xrightarrow{\left[\mathcal{P}\left(\kappa_{i}\right) \circ \delta_{i}\right]_{i \in I}} \mathcal{P}\left(\coprod_{i \in I} F_{i}(X)\right) .
$$

(Here we write $\mathcal{P}\left(\kappa_{i}\right): \mathcal{P}\left(F_{i}(X)\right) \rightarrow \mathcal{P}\left(\coprod_{i} F_{i}(X)\right)$ for the direct image, using $\mathcal{P}$ as a covariant functor.)
(iii) Similarly, for a product functor $\prod_{i \in I} F_{i}$ we use the coproduct $\amalg_{i \in I} L_{i}$ of associated modal signature functors, with:

$$
L(\mathcal{P}(X))=\coprod_{i \in I} L_{i}(\mathcal{P}(X)) \xrightarrow{\left[\pi_{i}^{-1} \circ \delta_{i}\right]_{i \in I}} \mathcal{P}\left(\prod_{i \in I} F_{i}(X)\right) .
$$

(iv) As special case of the previous point we make the exponent functor $F^{A}$ explicit. It has a modal signature functor $A \times L(-)$, assuming a coalgebraic modal logic $(L, \delta)$ for $F$, with natural transformation

$$
A \times L(\mathcal{P}(X)) \longrightarrow \mathcal{P}\left(F(X)^{A}\right),
$$

given by $(a, u) \mapsto\left\{f \in F(X)^{A} \mid f(a) \in \delta(u)\right\}$.
Proof. One only has to check that the new $\delta$ 's are natural transformations; this is easy. $\square$ As a result, each Kripke polynomial functor has a (canonical) coalgebraic modal logic.

### 6.5.1 Coalgebraic modal logic, more abstractly

In Definition 6.5 .1 we have introduced a coalgebraic modal logic for a functor $F$ as a pair $(L, \delta)$, where $\delta: L \mathcal{P} \Rightarrow \mathcal{P} F$. As we have seen, this approach works well for many endofunctors on Sets. Still, the picture is a bit too simple, for two reasons.

- Modal operators usually satisfy certain preservation properties. In particular, almost all of them preserve finite conjunctions ( $T, \wedge$ ). This can be captured by restricting the modal signature functor $L$, from an endofunctor on Sets to an endofunctor on the category MSL of meet semilattices.
- The approach is defined for endofunctors on Sets, and not for endofunctors on an arbitrary category. In order to take care of this additional generality we will use the more general logic described in terms of factorisation systems in Section 4.3.
We will tackle both these issues at the same time. We proceed in a somewhat informal manner, and refer to the literature [295] for further details and ramifications.
Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor on a category $\mathbb{C}$ with a logical factorisation system $\mathfrak{M}, \mathfrak{E})$. Recall from Lemma 4.3.4 that it gives rise to an indexed category

$$
\mathbb{C}^{\text {op }} \xrightarrow{\text { Pred }(-)} \text { MSL }
$$

since for each object $X \in \mathbb{C}$ the poset $\operatorname{Pred}(X)$ of predicates $(U \mapsto X) \in \mathfrak{M}$ on $X$ has finte meets $T$. additionally, a map $f: X \rightarrow Y$ in $\mathbb{C}$ yields a finite meet preserving substitution functor $\operatorname{Pred}(f)=f^{-1}: \operatorname{Pred}(Y) \rightarrow \operatorname{Pred}(X)$ by pullback.
In this general situation, a coalgebraic modal logic for $F: \mathbb{C} \rightarrow \mathbb{C}$ consists of a functor $L:$ MSL $\rightarrow$ MSL together with a natural transformation $\delta: L$ Pred $\Rightarrow \operatorname{Pred} F$. Thus, $\delta$ is a natural transformation between the following two parallel functors:

$$
\mathbb{C}^{\text {op }} \xrightarrow[F]{\text { Pred }} \mathbf{M S L} \xrightarrow{L} \mathbb{C}^{\text {op }} \xrightarrow[\text { Pred }]{L} \mathbf{M S L}
$$

Exercise 6.5 .9 it is shown that all coalgebraic models described in Definition 6.5 .3 live in this way in the category MSL, except the neighbourhood functor $\mathcal{N}$. Also, by Exer cise 6.5 .8 all the constructions on coalgebraic modal logics in Lemma 6.5.4 can be per formed in the category MSL.
A coalgebra $c: X \rightarrow F(X)$ in the base category $\mathbb{C}$ gives rise to an $L$-algebra, as before in Definition 6.5.1, but this time in the category MSL.

$$
L(\operatorname{Pred}(X)) \xrightarrow{\delta} \operatorname{Pred}(F(X)) \xrightarrow{c^{-1}=\operatorname{Pred}(c)} \operatorname{Pred}(X) .
$$

As before, this yields a functor Pred: $\operatorname{CoAlg}(F)^{\mathrm{op}} \rightarrow \operatorname{Alg}(L)$.
Next assume that the functor $L:$ MSL $\rightarrow$ MSL has an initial algebra. We shall write it as:

$$
\begin{equation*}
L(\text { Form }) \xrightarrow{\cong} \text { Form } \tag{6.12}
\end{equation*}
$$

where 'Form' stands for 'formulas'. This set Form $\in$ MSL is by construction closed under finite conjunctions $(T, \wedge)$ and comes equipped with modal operators via the above algebra $L($ Form $) \rightarrow$ Form. By initiality we get a unique homomorphism in MSL:

It maps a formula $\varphi \in$ Form to its interpretation $\llbracket \varphi \rrbracket_{c} \in \operatorname{Pred}(X)$, as an $\mathfrak{M}$-subobject of the state space $X$. This map $\llbracket-\rrbracket$ preserves finite meets and preserves the modal operators.
6.5.5. Remark. The collection Form $\in$ MSL of logical formulas defined in (6.12) has finite meets by construction. What if would like to have all Boolean operations on formulas? The obvious way would be to construct Form as an initial algebra in the category BA of Boolean algebras. But this approach does not work, because in general the modal operations $L($ Form $) \rightarrow$ Form only preserve finite meets, and for instance not $\neg$ or $\vee$.
There is a neat trick around this, see e.g. [251, 295]. We use that the forgetful functor $U: \mathbf{B A} \rightarrow$ MSL from Boolean algebras to meet semilattices has a left adjoint $F:$ MSL $\rightarrow$ BA—which follows from Exercise 5.4.15 (iii). Now we consider the functor.

$$
L^{\prime}=(\mathbf{B A} \xrightarrow{U} \mathbf{M S L} \xrightarrow{L} \mathbf{M S L} \xrightarrow{F} \mathbf{B A}) .
$$

There is now a direct (adjoint) correspondence between $L^{\prime}$ - and $L$-algebras: for a Boolean algebra $B$,

$$
F L U(B)=\frac{L^{\prime}(B) \longrightarrow B}{\overline{L(U B) \longrightarrow U B}} \quad \begin{aligned}
& \text { in BA } \\
& \text { in MSL }
\end{aligned}
$$

Thus if we now define the collection $F o r m^{\prime}$ as initial algebra of the functor $L^{\prime}$ in BA then $F_{\text {orm }}{ }^{\prime}$ carries all Boolean structure and has modal operators $L\left(F_{\text {orm }}{ }^{\prime}\right) \rightarrow$ Form $^{\prime}$ then Form carries all Boolea

In order to proceed further we need another assumption, namely that the predicate functor Pred: $\mathbb{C}^{\text {op }} \rightarrow$ MSL has a left adjoint $\mathcal{S}$. Thus we have an adjoint situation:


Exercise 6.5 .7 deals with some situations where this is the case. Such "dual" adjunctions form the basis for many dualities, see [256], relating predicates and states, for instance in domain theory [5], probabilistic computing [281], or in quantum computing [112, 239], see also Exercise 5.4.11.

In presence of this adjunction (6.14), two things are relevant.

- The natural transformation $\delta: L$ Pred $\Rightarrow \operatorname{Pred} F$, forming the modal coalgebraic logic for the functor $F$, bijectively corresponds to another natural transformation $\bar{\delta}$, as in:

$$
\xlongequal[F \mathcal{S} \underset{\bar{\delta}}{\Longrightarrow} \mathcal{S} L]{\stackrel{\delta}{\Longrightarrow} \operatorname{Pred} F}
$$

Working out this correspondence is left to the interested reader, in Exercise 6.5.10.

- We can take the transpose of the interpretation map $\llbracket-\rrbracket_{c}:$ Form $\rightarrow \operatorname{Pred}(X)$ from (6.13). It yields a "theory" map $t h_{c}: X \rightarrow \mathcal{S}($ Form $)$ that intuitively send a state to the formulas that hold for this state. The relation containing the states for which the same formulas hold is given as kernel/equaliser $\equiv_{c} \hookrightarrow X \times X$ in $\mathbb{C}$ :

$$
\equiv_{c}=\operatorname{Ker}\left(t h_{c}\right) \longleftrightarrow X \times X \underset{t h_{c} \circ \pi_{2}}{\stackrel{t h_{c} \circ \pi_{1}}{\longrightarrow}} \mathcal{S}(\text { Form })
$$

An important question is how this relation $\equiv_{c}$ relates to the notions of indistinguishability that we have seen for coalgebras. It turns out that the behavioural equivalence (cospan) definition works best in this situation. The next result is based on [385] and also, in more categorical form, on [346, 273, 251].
6.5.6. Theorem. Consider the situation described above, where the functor $F: \mathbb{C} \rightarrow \mathbb{C}$ as a modal coalgebraic logic $\delta: L \operatorname{Pred} \Rightarrow \operatorname{Pred} F$ with initial algebra $L(F o r m) \cong$ Form, and where there is a left adjoint $\mathcal{S}$ to the indexed category Pred: $\mathbb{C}^{\mathrm{Op}} \rightarrow$ MSL associated with the logical factorisation system $(\mathfrak{M}, \mathfrak{E})$ on $\mathbb{C}$, like in (6.14).
(i) Observationally equivalent states satisfy the same logical formulas: each kernel of
coalgebra map factors through the equaliser $\equiv_{c} \rightarrow X \times X$ in (6.16).
(ii) If the functor $F$ preserves abstract monos (in $\mathfrak{M}$ ) and the transpose $\bar{\delta}: F \mathcal{S} \Rightarrow \mathcal{S L}$ in (6.15) consists of abstract monos, then the converse is also true: states that make the same formulas true are observationally equivalent.

The latter property is usually called expressivity of the logic, or also the HennessyMilner property. Originally, this property was proven in [198], but only for finitely branching transition systems. The most significant assumption in this much more general theorem for coalgebras is the $\bar{\delta}$-injectivity property of the coalgebra modal logic.

Proof. (i) Assume a map of coalgebra $f: X \rightarrow Y$, from $c: X \rightarrow F(X)$ to $d: Y \rightarrow$ $F(Y)$, with kernel:

$$
\operatorname{Ker}(f) \stackrel{\left\langle k_{1}, k_{2}\right\rangle}{\longrightarrow} X \times X \underset{f \circ \pi_{2}}{\xlongequal{f \circ \pi_{1}} Y . . . . ~}
$$

By initiality we get $\operatorname{Pred}(f) \circ \llbracket-\rrbracket_{d}=\llbracket-\rrbracket_{c}$ in:

Now we can see that $\operatorname{Ker}(f)$ factors through the equaliser $\equiv_{c} \mapsto X \times X$ in (6.16):

$$
\begin{aligned}
t h_{c} \circ k_{1} & =\mathcal{S}\left(\llbracket-\rrbracket_{c}\right) \circ \eta \circ k_{1} \\
& =\mathcal{S}\left(\operatorname{Pred}(f) \circ \llbracket-\rrbracket_{d}\right) \circ \mathcal{S}\left(\operatorname{Pred}\left(k_{1}\right)\right) \circ \eta \\
& =\mathcal{S}\left(\operatorname{Pred}\left(k_{1}\right) \circ \operatorname{Pred}(f) \circ \llbracket-\rrbracket_{d}\right) \circ \eta \\
& =\mathcal{S}\left(\operatorname{Pred}\left(f \circ k_{1}\right) \circ \llbracket-\rrbracket_{d}\right) \circ \eta \\
& =\mathcal{S}\left(\operatorname{Pred}\left(f \circ k_{2}\right) \circ \llbracket-\rrbracket_{d}\right) \circ \eta \\
& =\cdots \\
& =t h_{c} \circ k_{2} .
\end{aligned}
$$

(ii) We first observe that the transpose $\bar{\delta}$ makes the following diagram commute:

where we write the initial algebra map in (6.12) as $\alpha: L($ Form $) \xlongequal{\cong}$ Form. Commutation of this rectangle follows from the explicit description $\bar{\delta}=\mathcal{S} L(\eta) \circ \mathcal{S}(\delta) \circ \varepsilon$ in Exercise 6.5.10:

$$
\begin{align*}
\bar{\delta} \circ F\left(t h_{c}\right) \circ c & =\mathcal{S} L(\eta) \circ \mathcal{S}(\delta) \circ \varepsilon \circ F\left(t h_{c}\right) \circ c \\
& =\mathcal{S} L(\eta) \circ \mathcal{S}(\delta) \circ \mathcal{S} \operatorname{Pred}\left(F\left(t h_{c}\right) \circ c\right) \circ \varepsilon \\
& =\mathcal{S}\left(\operatorname{Pred}(c) \circ \operatorname{Pred} F\left(t h_{c}\right) \circ \delta \circ L(\eta)\right) \circ \varepsilon \\
& =\mathcal{S}\left(\operatorname{Pred}(c) \circ \delta \circ L \operatorname{Pred}\left(t h_{c}\right) \circ L(\eta)\right) \circ \varepsilon \\
& =\mathcal{S}\left(\operatorname{Pred}(c) \circ \delta \circ L\left(\mathbb{1}-\rrbracket_{c}\right)\right) \circ \varepsilon \\
& =\mathcal{S}\left(\llbracket-\rrbracket_{c} \circ \alpha\right) \circ \varepsilon  \tag{6.13}\\
& =\mathcal{S}(\alpha) \circ \mathcal{S}\left(\operatorname{Pred}\left(t h_{c}\right) \circ \eta\right) \circ \varepsilon \\
& =\mathcal{S}(\alpha) \circ \mathcal{S}(\eta) \circ \mathcal{S} \operatorname{Pred}\left(t h_{c}\right) \circ \varepsilon \\
& =\mathcal{S}(\alpha) \circ \mathcal{S}(\eta) \circ \varepsilon \circ t h_{c} \\
& =\mathcal{S}(\alpha) \circ t h_{c} .
\end{align*}
$$

Next we take the factorisation of the theory map $t h_{c}$ in:

$$
t h_{c}=(X \xrightarrow{e} Y \stackrel{m}{\longrightarrow} \mathcal{S}(\text { Form })) .
$$

Since the functor $F$ preserves maps in $\mathfrak{M}$ a coalgebra $d$ can be defined on the image $Y$ via diagonal-fill-in


In particular, the abstract epi $e$ is a map of coalgebras $c \rightarrow d$.
If we write $\left\langle r_{1}, r_{2}\right\rangle: \equiv_{c} \mapsto X \times X$ for the equaliser map in (6.16), then, by construc ion:

$$
m \circ e \circ r_{1}=t h_{c} \circ r_{1}=t h_{c} \circ r_{2}=m \circ e \circ r_{2} .
$$

Since $m$ is monic, this yields $e \circ r_{1}=e \circ r_{2}$. Thus $\equiv_{c}$ is contained in the kernel $\operatorname{Ker}(e)$ of a map of coalgebras. Hence, states related by $\equiv_{c}$ are behaviourally equivalent.

### 6.5.2 Modal logic based on relation lifting

What we have described above is coalgebraic modal logic based on (an extension of pred icate lifting. The first form of coalgebraic modal logic, introduced by Moss [328], was however based on relation lifting. This lifting is applied to the set membership relation $\in$,
like in Lemma 5.2. In fact the distributive law $\nabla: F \mathcal{P} \Rightarrow \mathcal{P} F$ described there captures ke in 5.2 .1 . in he essence of he eads to a non-standard syntax, which we briefly illustrate.

- Consider the functor $F(X)=X \times X$, as used in the beginning of this section. It leads to an operator $\nabla: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathcal{P}(X \times X)$, given by

$$
\nabla(P, Q)=\left\{\left(x, x^{\prime}\right) \mid P(x) \wedge Q\left(x^{\prime}\right)\right\}
$$

We see that $\nabla$ works on multiple predicates at the same time, and also returns predicate that combines the application of these predicates. (In fact, in this case we get the "double strength" operator dst for the powerset from Exercise 5.2.12.)

- Next consider the "bank account" functor $F(X)=\mathbb{N} \times X^{\mathbb{N}} \times(X+X)^{\mathbb{N}}$ from Example 6.5.2. The associated $\nabla: F(\mathcal{P}(X)) \rightarrow \mathcal{P}(F(X))$ takes the form:

$$
\begin{gathered}
\nabla(n, P, Q)=\{(m, f, g) \in F(X) \mid m=n \wedge \forall k \in \mathbb{N} . f(k) \in P(k) \wedge \\
\left.\forall x, U \cdot g(k)=\kappa_{i} x \Rightarrow Q(k)=\kappa_{i} U \wedge x \in U\right\}
\end{gathered}
$$

With some effort one can recognise within this formulation the four logical operator bal $\downarrow(-),[\operatorname{dep}(-)],\left[\mathrm{wdw}_{1}(-)\right],\left[w d w_{1}(-)\right]$ that we used in Example 6.5.2. But certainly, this $\nabla$ is not very convenient or illuminating: just try to formulate the bank requirements using $\nabla$.

Hence this $\nabla$-based modal logic is mostly of theoretical interest. There are ways of ranslating between modal logic based on predicate lifting and this $\nabla$-logic bases on reation lifting, see [295]. In that case it is convenient to use also $n$-ary coalgebraic modal ogics, involving maps $\delta: \mathcal{P}\left(X^{n}\right) \rightarrow \mathcal{P}(F X)$.
One advantage that is sometimes claimed for this $\nabla$-logic is that it is generic, in the sense that the logical syntax is obtained directly from the functor and does not require choice of ( $L, \delta$ ) like in Definition 6.5.1. However, his argument is hardly convincing if it leads to such a non-standard syntax. Moreover, having more choice and flexibility can be both useful and convenient-in the presence of good default choices, as offered by Definition 6.5 .3 and Lemma 6.5.4. For instance, consider the multiset/bag functor $\mathcal{M}_{\mathbb{N}}$. If we wish for $n, m \in \mathbb{N}$ a modality $\bigcirc_{n, m}$ that selects the outcomes in the interval $[n, m]$ we can do so easily via the predicate lifting based coalgebraic modal logic, via the functor $L(Y)=\mathbb{N} \times \mathbb{N} \times Y$, with $\delta: L \mathcal{P} \Rightarrow \mathcal{P} \mathcal{M}_{\mathbb{N}}$ given by:

$$
\delta(n, m, P)=\left\{\varphi \in \mathcal{M}_{\mathbb{N}}(X) \mid \forall x . n \leq \varphi(x) \leq m \Rightarrow P(x)\right\}
$$

Here we conclude our brief introduction to coalgebraic modal logic. It is one of the more active subfields in coalgebra, involving much more than was covered here, like proof heory, decidability, and extensions like fixed point logic. We refer to [290] for more information and references.

## Exercises

6.5.1. Check that coalgebraic temporal logic (see Section 6.4) is a special case of coalgebraic modal logic.
6.5.2. Show that a coalgebraic modal logic $\delta: L \mathcal{P} \Rightarrow \mathcal{P} F$ induces a functor $\operatorname{CoAlg}(F)^{\mathrm{op}} \rightarrow$ $\operatorname{Alg}(L)$, as claimed in Definition 6.5.1, and that it makes the following diagram commute.

65.3. Consider in Example 6.5.2 the (senseless) action wdw(0) of withdrawing nothing. Accord Consider in Example 6.5 .2 the (senseless) action wdw (0) of withdrawing nothing. Accord-
ing to the requirements given there, does wdw( 0 ) end up in the left or in the right option in ing to the requirements given there, does $w d w(0)$ end up in the left or in the right option in
$X+X$ ? Reformulate the requirements in such a way that $w d w(0)$ is handled differently, via the other + -option.
6.54. Give two different implementations of the bank account coalgebra in Example 6.52: (i) one with the natural numbers $\mathbb{N}$ as state space, and bal $=$ id $: \mathbb{N} \rightarrow \mathbb{N}$;
(ii) and a "history" model with non-empty lists $\mathbb{N}^{+}$of natural numbers as states, where bal = last: $\mathbb{N}^{+} \rightarrow \mathbb{N}$.
Of course, the requirements in Example 6.5 .2 must hold for these implementations.
6.5.5. Recall from Proposition 2.2.3 that each simple polynomial functor $F$ can be writen as an arity functor of the form $F_{\#}(X)=\coprod_{i \in I} X^{\#}$, for an arity $\#: I \rightarrow \mathbb{N}$. Show that
the modal signature functor for this arity is $L_{\#}(Y)=\coprod_{i \in I}(\# i) \times X$ and describe the
natural transformation $\delta_{\#}: L_{\#( }(\mathcal{P}(X)) \rightarrow \mathcal{P}\left(F_{\#}(X)\right)$ according to Definition 6.5.3 and Lemma 6.5.4.
6.5.6. Apply the previous exercise to the functor $F(X)=1+X+(E \times X)$ used in Section 1.1 for a simplified representation statements of the Java programming language. What are the associated modal operations, and how do you interpret them in a Java context?
6.5.7. (i) Show that the powerset functor $\mathcal{P}:$ Sets $^{\text {op }} \rightarrow$ MSL has a left adjoint $\mathcal{S}$, that send a meet semilattice $D$ to the set of filters in $D$ : upwards closed subsets $U \subseteq D$ with $\mathrm{T} \in U$ and $x, y \in U \Rightarrow x \wedge y \in U$
(ii) Sending a topological space $X$ to its opens $\mathcal{O}(X)$ yields a functor Top $\rightarrow$ MSL from the category of topological spaces and continuous maps to MSL. Show that it also has the filter functor $\mathcal{S}$ as left adjoint, where $\mathcal{S}(D)$ carries the smallest topolog. that makes the subsets of filters $\eta(a)=\{U \in \mathcal{S}(L) \mid a \in U\}$ open, for $a \in D$. (Sii) (See also [251]) Similarly, sending a measurable space to its measurab
6.5.8. This exercise looks at products and coproducts in the category MSL of meet semilat This e
tices.
(i)
(i) Check that MSL has products $\prod_{i \in I} D_{i}$ as in Sets, with componentwise order
(ii) Show that there is an inclusion functor MSL $\rightarrow$ CMon of meet semilattices in commutative monoids, and that the category MSL has finite biproducts $\oplus$-just like CMon has, see Exercise 2.1.6.
(iii) For arbitrary, set-indexed products, show that the following construction works

$$
\bigcup_{i \in I} D_{i}=\left\{\varphi: I \rightarrow \bigcup_{i} D_{i} \mid \forall i . \varphi(i) \in D_{i} \text { and } \operatorname{supp}(\varphi) \text { is finite }\right\},
$$

where $\operatorname{supp}(\varphi)=\{i \mid \varphi(i) \neq \top\}$. Top and meet are defined pointwise.
(iv) For a set $A$, describe the copower $A \cdot D=\coprod_{a \in A} D$ and power $D^{A}=\prod_{a \in A} D$ fo $D \in$ MSL explicitly.
6.5.9. Prove that the various functors $L:$ Sets $\rightarrow$ Sets introduced in Definition 6.5.3 can in fact be understood as functors $L:$ MSL $\rightarrow$ MSL; and also that the associated map $\delta_{X}: L \mathcal{P}(X) \rightarrow \mathcal{P}(F(X))$ are maps in MSL, i.e. preserve finite conjunctions-excep or the neighbourhood functor $\mathcal{N}$.
6.5.10. In the bijective correspondence (6.15), one defines $\bar{\delta}$ as:

$$
\bar{\delta} \stackrel{\text { def }}{=}(F \mathcal{S} \xrightarrow{\varepsilon F \mathcal{S}} \mathcal{S} \operatorname{Pred} F \mathcal{S} \xrightarrow{\mathcal{S} \delta \mathcal{S}} \mathcal{S} L \operatorname{Pred} \mathcal{S} \xrightarrow{\mathcal{S} L \eta} \mathcal{S} L)
$$

Define the correspondence also in the other direction, and prove that these constructions are each others inverses.
6.5.11. Check that $\bar{\delta}: F \mathcal{S} \Rightarrow L \mathcal{S}$ is injective, for $F_{\#}, L_{\#}, \delta_{\#}$ from Exercise 6.5.5, and $\mathcal{S}$ : MSL Sets ${ }^{\text {op }}$ as in Exercise 6.5.7 (i).

### 6.6 Algebras and terms

At this stage we take a step back and look at the traditional way to handle logical asser tions. Such assertions ares predicates (or, more generally, relations) on carriers describing tions. Such assertions ares predicates (or, more generaly, relacions) on carriess descrioing first reviews some basic constructions and definitions involving terms. The next sectio will look at assertions in an algebraic context. Subsequent sections will deal with the coalgebraic situation.

Traditionally in universal algebra, the material at hand is presented using terms and equations between them. Here we quickly move to a more abstract level and use (free) monads, culminating in Theorem 6.6.3, as the main result of this section. But we make entle start by first describing free algebras for arity functors $F \#$. The elements of such a

This yields an explicit description of the free monad $F^{*}$ on the functor $F_{ \pm}$, see Proposi tion 5.1.8. The term description will be used to introduce equational logic for algebras.

Let \#: $I \rightarrow \mathbb{N}$ be an arity, as introduced in Definition 2.2.2, with associated endofuncor $F_{\#}(X)=\coprod_{i \in I} X^{\# i}$ on Sets. For each $i \in I$ we choose a function symbol, say $f_{i}$, and consider it with arity $\# i$. This yields a collection $\left(\mathfrak{f}_{i}\right)_{i \in I}$. If $V$ is a set "of variables", we an form terms in the familiar way: we define the set $\mathcal{T}_{\#}(V)$ to be the least set satisfying the following two requirements.

- $V \subseteq \mathcal{T}_{\#}(V)$
- For each $i \in I$, if $t_{1}, \ldots t_{\# i} \in \mathcal{T}_{\#}(V)$, then $\mathrm{f}_{i}\left(t_{1}, \ldots, t_{\# i}\right) \in \mathcal{T}_{\#}(V)$.

The first requirement yields a map $V \rightarrow \mathcal{T}_{\#}(V)$.The second requirement provides the set of terms with an algebra structure $F_{\#}\left(\mathcal{T}_{\#}(V)\right) \rightarrow \mathcal{T}_{\#}(V)$ of the functor $F_{\#}$ associated with the arity, as in (2.18). Together these two maps yield a (cotuple) algebra structure,

$$
\begin{gathered}
V+F_{\#}\left(\mathcal{T}_{\#}(V)\right) \longrightarrow \mathcal{T}_{\#}(V) \\
v \longmapsto \mathrm{f}_{i}\left(t_{1}, \ldots, t_{\# i}\right), \\
\left\langle i,\left(t_{1}, \ldots, t_{\# i}\right)\right\rangle \longmapsto \longmapsto
\end{gathered}
$$

Thus we have an algebra of the functor $V+F_{\#}(-)$. It turns out that terms $\mathcal{T}_{\#}(V)$ form he initial algebra, and thus yield the free monad on the functor $F_{\#}$, following the characerisation of such monads in Proposition 5.1.8
.6.1. Proposition. The set of terms $\mathcal{T}_{\#}(V)$ built from an arity $\#: I \rightarrow \mathbb{N}$ and a set of variables $V$ is the free $F_{\#}$-algebra on the set $V$. The induced monad is the free monad $F_{\#}^{*}$ on $F_{\#}$ with $\operatorname{Alg}\left(F_{\#}\right) \cong \mathcal{E} \mathcal{M}\left(F_{\#}^{*}\right)$ by Proposition 5.4.7, as summarised in:

$$
\begin{aligned}
& \operatorname{Alg}\left(F_{\#}\right) \cong \mathcal{E M}\left(F_{\#}^{*}\right) \\
& \mathcal{T}_{\#}(-|\dashv| U \\
& \text { Sets } \\
& \hdashline F_{\#}^{*}=U \mathcal{T}_{\#}
\end{aligned}
$$

In essence this adjunction captures inductively defined compositional semantics, writen as interpretation map $\llbracket-\rrbracket$. given an arbitrary algebra $F_{\#}(X) \rightarrow X$, for each "valuaion" function $\rho: V \rightarrow X$ that sends variables to elements of the algebra's carrier $X$, there is a unique homomorphism of algebras $\llbracket-\rrbracket_{\rho}: \mathcal{T}_{\#}(V) \rightarrow X$ with $\llbracket-\rrbracket_{\rho} \circ \eta_{V}=\rho$, where the unit $\eta_{V}: V \rightarrow \mathcal{T}_{\#}(V)$ is obtained from the first bullet above.
Proof. For an algebra $F_{\#}(X) \rightarrow X$, the interpretation map $\llbracket-\rrbracket_{\rho}: \mathcal{T}_{\#}(V) \rightarrow X$ extends Proor. For an algebra $F_{\#}(X) \rightarrow X$, the interpretation map $\left[-1 \rho: \mathcal{T}_{\#}(V) \rightarrow X\right.$ extend

$$
\begin{aligned}
\llbracket v \rrbracket_{\rho} & =\rho(v), \quad \text { for } v \in V \\
\llbracket f_{i}\left(t_{1}, \ldots, t_{\# i}\right) \rrbracket_{\rho} & =f_{i}\left(\llbracket t_{1} \rrbracket_{\rho}, \ldots, \llbracket t_{\# i} \rrbracket_{\rho}\right),
\end{aligned}
$$

where the function $f_{i}: X^{\# i} \rightarrow X$ is the $i$-th component of the algebra structure $F_{\#}(X)=$ $\coprod_{j \in I} X^{\# j} \rightarrow X$. By construction $\llbracket-\rrbracket_{\rho}$ is a homomorphism of algebras $\mathcal{T}_{\#}(V) \rightarrow X$ such that $V \hookrightarrow \mathcal{T}_{\sharp}(V) \rightarrow X$ is $\rho$. Uniqueness is trivial. We have an adjunction because we have established a bijective correspondence:

$$
\frac{V \xrightarrow{\rho} X}{\binom{F_{\#}\left(\mathcal{T}_{\#}(V)\right)}{\mathcal{T}_{\#}(V)} \xrightarrow[\llbracket-\rrbracket_{\rho}]{\longrightarrow}\binom{F_{\#}(X)}{X}}
$$

From the uniqueness of the interpretation maps $\llbracket-\rrbracket$ we can easily derive the following properties.

$$
\left\{\begin{array} { r l } 
{ \llbracket t \rrbracket _ { \eta } } & { = t } \\
{ h ( \mathbb { \Pi } t \rrbracket _ { \rho } ) } & { = \llbracket t \rrbracket _ { h \circ \rho } , }
\end{array} \quad \text { i.e. } \quad \left\{\begin{array}{rl}
\llbracket-\rrbracket_{\eta} & =\mathrm{id}  \tag{6.17}\\
h \circ \mathbb{-}-\rrbracket_{\rho} & =\mathbb{\|}-\rrbracket
\end{array}\right.\right.
$$

where $\eta$ is the inclusion $V \hookrightarrow \mathcal{T}_{\#}(V)$ and $h$ is a homomorphism of algebras. (Implicitly, these properties already played a role in Exercise 2.5.17.)
From now on we shall use the free monad notation $F_{\|}^{*}$ instead of the terms notation $\mathcal{T}_{\#}$. More generally, for an arbitrary functor $F$ : Sets $\rightarrow$ Sets, we understand $F^{*}(V)$ as the algebra of terms with operations given by the functor $F$. These terms can be organised in a category, via a basic categorical construction described in the previous chapter, namely the Kleisli category $\mathcal{K \ell}(-)$. Since terms only contain finitely many variables we restrict the objects to finite sets $n=\{0,1, \ldots, n-1\}$. We shall write $\mathcal{K} \ell_{\mathbb{N}}(-)$ when such restrictions are applied. One can understand the number/set $n$ as a context with $n$ variables $v_{0}, \ldots, v_{n-1}$.
6.6.2. Definition. For a monad $T$ on Sets, we write $\mathcal{K} \ell_{\mathbb{N}}(T) \hookrightarrow \mathcal{K}(T)$ for the full subcategory with $n \in \mathbb{N}$ as objects. It will be called the finitary Kleisli category of $T$. We write
aw $(T)=\chi_{\mathbb{N}}(T)$ for the Lawvere theory associated with monad $T$.
A mod $(T)$ in $(T)$ Set] forct write $\operatorname{Model}(T)=\left[\operatorname{Law}(T), \mathbf{S e t s}_{\mathrm{f}_{\mathrm{p}}}\right.$ for the category of finite product preserving func tors $\operatorname{Law}(T) \rightarrow$ Sets, and natural transformations between them.

Lawvere theories have been introduced in [302], see also [280, 220], as categories with natural numbers $n \in \mathbb{N}$ as objects and finite products given by $(0,+)$. The main examples are opposites of finitary Kleisli categories, as above. Since these theories involve both the opposite ( -$)^{\text {op }}$ and the Kleisli construction $K \mathcal{K}_{\mathbb{N}}(-)$ it requires some unravelling to get a handle on their morphisms. Below we argue step by step that, nevertheless, these categories $\operatorname{Law}(T)$ form a natural way of representing terms.

- The category $\mathcal{K} \ell_{\mathbb{N}}(T)$ has coproducts, inherited from Sets, see Proposition 5.2 .2 (iii). They can simply be described as sums of natural numbers: $n+m \in \mathcal{K}_{\mathbb{N}}(T)$ is the coproduct of objects $n, m \in \mathcal{K} \ell_{\mathbb{N}}(T)$, and $0 \in \mathcal{K} \mathscr{\ell}_{\mathbb{N}}(T)$ is the initial object. As a result

- Using that $n=1+\cdots+1$ there are bijective correspondences:

$$
\begin{aligned}
& \xlongequal{\stackrel{m \longrightarrow n}{\underline{n \longrightarrow m}}} \quad \begin{array}{l}
\text { in } \operatorname{Law}(T) \\
\text { in } \mathcal{K \ell}_{\mathbb{N}}(T)
\end{array} \\
& \xlongequal[n \text { "terms" } t_{1}, \ldots, t_{n} \in T(m) \text { with } m \text { "free variables" }]{n \longrightarrow T(m) \quad \text { in Sets }}
\end{aligned}
$$

Since free variables form inputs and are usually positioned on the left (of a turnstile or of an arrow), the direction of arrows in the category $\operatorname{Law}(T)$ is the most natural one for organising terms.
Speaking of "terms" and "free variables" is justified for the free monad $F_{\#}^{*}$ on an arity functor $F_{\#}$, see Proposition 6.6.1. Here we stretch the terminology and use it for an arbitrary monad $T$ on Sets

- The coprojections $\kappa_{i}: 1 \rightarrow m$ in Sets yield coprojections $\eta \circ \kappa_{i}: 1 \rightarrow m$ in $\mathcal{K}_{\mathbb{N}}(T)$, see point (iii) in the proof of Proposition 5.2.2. In the category $\operatorname{Law}(T)$ this map $m \rightarrow 1$ is a projection, which may be understood as the $i$-th variable $v_{i}$ which is projected out of a context of $m$ variables $v_{1}, \ldots, v_{m}$.
- Kleisli composition corresponds to substitution in terms. This can best be illustrated for a free monad $F_{\#}^{*}$ on an arity functor $F_{\#}$. Assume we have composable maps in the Lawvere theory $\mathbf{L a w}\left(F_{\#}^{*}\right)$ :

$$
k \xrightarrow{s=\left\langle s_{1}, \ldots, s_{m}\right\rangle} m \quad \text { and } \quad m \xrightarrow{t=\left\langle t_{1}, \ldots, t_{n}\right\rangle} n .
$$

That is, we have maps of cotuples:

$$
n \xrightarrow{t=\left[t_{1}, \ldots, t_{n}\right]} F_{\#}^{*}(m)
$$

$$
m \xrightarrow{s=\left[s_{1}, \ldots, s_{m}\right]} F_{\#}^{*}(k) .
$$

The Kleisli composition $t ; s: n \rightarrow F_{\#}^{*}(k)$ is given by the $n$-cotuple of maps:

$$
t_{i}\left[s_{1} / v_{1}, \ldots, s_{m} / v_{m}\right] \in F_{\#}^{*}(k),
$$

where we write $v_{1}, \ldots, v_{m}$ for the $m$ variables in the terms $t_{i} \in F_{\#}^{*}(m)$. Thus in the Lawvere theory $\operatorname{Law}\left(F_{\#}^{*}\right)$ we have as composite:

$$
k \xrightarrow{t \circ s=\left\langle t_{1}[\vec{s} / \vec{v}], \ldots, t_{n}[\vec{s} / \vec{v}]\right\rangle}
$$ $\longrightarrow n$.

These terms $t_{i}[\vec{s} / \vec{v}]$ are the result of substituting $s_{j}$ for all occurrences of $v_{j}$ in $t_{i}$ (if any). The are defined by induction on the structure:

$$
\begin{align*}
w[\vec{s} / \vec{v}] & = \begin{cases}s_{i} & \text { if } w=v_{i} \\
w & \text { otherwise }\end{cases}  \tag{6.18}\\
\mathfrak{f}\left(r_{1}, \ldots, r_{m}\right)[\vec{s} / \vec{v}] & =\mathrm{f}\left(r_{1}[\vec{s} / \vec{v}], \ldots, r_{m}[\vec{s} / \vec{v}]\right),
\end{align*}
$$

where f is a function symbol with arity $m=\# \mathrm{f}$.

- Weakening involves moving a term to bigger context with additional variables (which don't occur in the term). In Kleisli categories this happens via post composition with a coprojection $\kappa_{1}: m \rightarrow m+k$, as in:

$$
n \xrightarrow{t} T(m) \xrightarrow{T\left(\kappa_{1}\right)} T(m+k) .
$$

That is, weakening in $\operatorname{Law}(T)$ is described as:

$$
m+k \xrightarrow{\pi_{1}} m \xrightarrow{t} n .
$$

Similarly, contraction involves replacing multiple occurrences $v, v^{\prime}$ of variables by a single variable via substitution $\left[w / v, w / v^{\prime}\right]$. In Kleisli categories this is done via post composition with a codiagonal $\nabla=[\mathrm{id}, \mathrm{id}]$, and in the associated Lawvere theory via a diagonal $\Delta=\langle\mathrm{id}, \mathrm{id}\rangle$.

- As mentioned, categories with natural numbers as objects and finite products given by sums $(0,+)$ are called Lawvere theories, see [302, 280, 355, 219, 220]. A (set theoretic) model of such a theory is a finite product preserving functor to Sets. Here we only consider such models in Sets, but the definition of model of a Lawvere easily generalises to arbitrary categories with finite products. Understanding theories as categories and models as structure-preserving functors is the essence of Lawvere's functorial semantics.
(Sometimes people use as an "opposite" description of Lawvere theories, as categories with natural numbers as objects and finite coproducts, see [102]; in that case the finitary Kleisli categories $\mathcal{K} \ell_{\mathbb{N}}(T)$ are prime examples.)

We have described algebras of a functor or monad as models of certain operations This model-theoretic aspect is made explicit in the next two (standard) results, connecting algebras and functorial semantics. For more general, enriched, versions, see [360]. The proof of the theorem below is quite long, even if we leave many details to the reader. A non-finitary analogue of this result is described in Exercise 6.6.5
6.6.3. Theorem. For a monad $T$ : Sets $\rightarrow$ Sets there is a faithful functor from Eilenberg Moore algebras to models.

$$
\mathcal{E M}(T) \xrightarrow{\mathcal{L}} \operatorname{Model}(T)=[\operatorname{Law}(T), \operatorname{Sets}]_{\mathrm{fp}}
$$

$$
(T(X) \xrightarrow{\alpha} X) \longmapsto\left(n \longmapsto X^{n}\right) .
$$

This $\mathcal{L}$ is an equivalence if $T$ is finitary functor
Each category of Eilenberg-Moore algebras (over Sets) can thus be embedded in ategory of presheaves.
Proof. On objects, the functor $\mathcal{L}: \mathcal{E M}(T) \rightarrow[\operatorname{Law}(T), \operatorname{Sets}]_{\mathrm{fp}}$ is described as follows. Given an Eilenberg-Moore algebra $\alpha: T(X) \rightarrow X$, we obtain a functor:

The interpretation $\llbracket t \rrbracket: X^{n} \rightarrow X$ of a term $t \in T(n)$ is obtained on $h \in X^{n}$ as:

$$
\llbracket t \rrbracket(h)=\alpha(T(h)(t))=\alpha \circ T(h) \circ t: 1 \longrightarrow T(n) \longrightarrow T(X) \longrightarrow X .
$$

The identity $n \rightarrow n$ in $\operatorname{Law}(T)$ is given by the unit $\eta: n \rightarrow T(n)$ in $\mathcal{K} \ell_{\mathbb{N}}(T)$, consisting of $n$ terms $\eta(i) \in T(n)$, for $i \in n$. They are interpreted as projections $\pi_{i}$ since:
$\llbracket \eta(i) \rrbracket(h)=\alpha \circ T(h) \circ \eta \circ \kappa_{i}=\alpha \circ \eta \circ h \circ \kappa_{i}=h(i)=\pi_{i}(h)$.
Hence $\mathcal{L}(X, \alpha)$ preserves identities. Similarly, it preserves composition in $\operatorname{Law}(T)$. Clearly, he functor $\mathcal{L}(X, \alpha)$ preserves products, i.e. it sends products $(0,+)$ in $\operatorname{Law}(T)$ to product in Sets: $\mathcal{L}(X, a)(0)=X^{0} \cong 1$ and

$$
\mathcal{L}(X, a)(n+m)=X^{n+m} \cong X^{n} \times X^{m}=\mathcal{L}(X, a)(n) \times \mathcal{L}(X, a)(m) .
$$

For a map of algebras $f:(T(X) \xrightarrow{\alpha} X) \rightarrow(T(Y) \xrightarrow{\beta} Y)$ one obtains a natura transformation $\mathcal{L}(f): \mathcal{L}(X, \alpha) \Rightarrow \mathcal{L}(Y, \beta)$ with components:

$$
\mathcal{L}(X, a)(n)=X^{n} \xrightarrow{\mathcal{L}(f)_{n}=f^{n}} Y^{n}=\mathcal{L}(Y, b) .
$$

This is natural in $n$ : for a map $t=\left\langle t_{1}, \ldots, t_{m}\right\rangle: n \rightarrow m$ in $\mathbf{L a w}(T)$ one easily check hat there is a commuting diagram

$$
\left.\left\langle\llbracket t_{1} \rrbracket^{\alpha}, \ldots, \llbracket t_{m} \rrbracket^{\alpha}\right\rangle\right|_{X^{m}} ^{X^{n}} \xrightarrow[f^{m}]{f^{n}} Y^{\mid}\left\langle\llbracket t_{1}^{m} \rrbracket^{\beta}, \ldots, \llbracket t_{m} \rrbracket^{\beta}\right\rangle
$$

$$
\begin{aligned}
& \operatorname{Law}(T) \longrightarrow \text { Sets } \\
& \left(n \xrightarrow{\left\langle t_{1}, \ldots, t_{m}\right\rangle} m\right) \longmapsto\left(X^{n} \xrightarrow{\left\langle\llbracket t_{1} \rrbracket, \ldots, \llbracket t_{m} \rrbracket\right\rangle} X^{m}\right) .
\end{aligned}
$$

Obviously, the mapping $f \mapsto \mathcal{L}(f)=\left(f^{n}\right)_{n}$ is injective, making $\mathcal{L}$ a faithful functor
We now assume that $T$ is finitary. Our first goals is to show that the functor $\mathcal{L}: \mathcal{E M}(T) \rightarrow$ $\operatorname{Law}(T)$, Sets $_{\mathrm{ff}}$ is full: if we have a natural transformation $\sigma: \mathcal{L}(X, \alpha) \rightarrow \mathcal{L}(Y, \beta)$, then he component at the object 1 yields a map between the two carriers

$$
X=X^{1}=\mathcal{L}(X, \alpha)(1) \longrightarrow \quad \sigma_{1} \mathcal{L}(Y, \beta)(1)=Y^{1}=Y .
$$

We show in a moment that $\sigma_{1}$ is an algebra map. But first we check that $\mathcal{L}\left(\sigma_{1}\right)=\sigma$. For each $n \in \mathbb{N}$ and $i \in n$ we have a term $\eta(i) \in T(n)$, forming a map $n \rightarrow 1$ in $\mathbf{L a w}(T)$, with interpretation $\llbracket \eta(i) \rrbracket=\pi_{i}$. Therefore, the following naturality square commutes.

$$
\begin{aligned}
& X^{n}=\mathcal{L}(X, \alpha)(n) \longrightarrow \mathcal{L}(Y, \beta)(n)=Y^{n} \\
& \pi_{i}=\llbracket \eta(i) \rrbracket^{\alpha} \downarrow \\
& X=\mathcal{L}(X, \alpha)(1) \longrightarrow \sigma_{1} \mathcal{L}(Y, \beta)(1)=Y
\end{aligned}
$$

Hence $\sigma_{n}=\sigma_{1}^{n}=\mathcal{L}\left(\sigma_{1}\right)_{n}$.
We can now check that $\sigma_{1}$ is an algebra map. For an element $u \in T(X)$ we need to prove $\beta\left(T\left(\sigma_{1}\right)(u)\right)=\sigma_{1}(\alpha(u))$. Since $T$ is finitary, we may assume $u=T(h)(t)$, fo , $\left(\sigma_{1}\right)(b) n \subset X$ and $t \in T(n)$. Hence
$\beta\left(T\left(\sigma_{1}\right)(u)\right)=\beta\left(T\left(\sigma_{1}\right)(T(h)(t))\right)$

$$
\begin{array}{ll}
\left.=\beta\left(T\left(\sigma_{1} \circ h\right)(t)\right)\right) & \\
=\llbracket t \rrbracket^{\beta}\left(\sigma_{1} \circ h\right) & \\
=\llbracket t \rrbracket^{\beta}\left(\left(\sigma_{1}\right)^{n}(h)\right) & \\
=\llbracket t \rrbracket^{\beta}\left(\sigma_{n}(h)\right) & \text { as just shown } \\
=\sigma_{1}\left(\llbracket t \rrbracket^{\alpha}(h)\right) & \text { by naturality of } \sigma \\
=\sigma_{1}(\alpha(T(h)(t))) & \\
=\sigma_{1}(\alpha(u)) . &
\end{array}
$$

In order to show that $\mathcal{L}: \mathcal{E M}(T) \rightarrow\left[\operatorname{Law}(T), \operatorname{Sets}_{\mathrm{f}_{\mathrm{fp}}}\right.$ is an equivalence, it suf fices to show that it is "essentially surjective", see e.g. [46, Prop. 7.25]: for each $M \in$ $\operatorname{Law}(T)$, Sets $_{\mathrm{fp}}$ we need to find an Eilenberg-Moore algebra $\alpha: F(X) \rightarrow X$ such that $\mathcal{L}(X, \alpha) \cong M$.
Given a finite product preserving $M: \operatorname{Law}(T) \rightarrow$ Sets, we take $X=M(1) \in$ Sets as carrier. On this carrier $X$ an algebra structure $\alpha_{M}: T(X) \rightarrow X$ can be defined by using as carrier. On this carrier $X$ an algebra structure $\alpha_{M}: T(X) \rightarrow X$ can be defined by using
(again) that $T$ is finitary. For $u \in T(X)$ there is a $n \in \mathbb{N}$ and $h: n \hookrightarrow X$ with $t \in T(n)$ such that $T(h)(t)=u$. This $t$ forms a map $t: n \rightarrow 1$ in $\operatorname{Law}(T)$. By applying the functor $M$ we get in Sets:

$$
X^{n}=M(1)^{n} \xrightarrow{\varphi_{n}^{-1}} M(n) \xrightarrow{M(t)} M(1)=X .
$$

where the product-preservation isomorphism $\varphi_{n}: M(n) \rightarrow M(1)^{n}$ can be described explicitly as $\varphi_{n}(y)(i)=M\left(n \xrightarrow{\pi_{i}} 1\right)(y)$

Thus we define an algebra structure $\alpha_{M}: T(X) \rightarrow X$ as $\alpha_{M}(u)=M(t)\left(\varphi_{n}^{-1}(h)\right)$
This outcome does not depend on the choice of $n, h, t$, as long as $T(h)(t)=u$.
We check that $\alpha_{M} \circ \eta=$ id. Fix $x \in X$ and consider $\eta(x) \in T(X)$. We can take $t=\eta(*) \in T(1)$ and $h=x: 1 \rightarrow X$ satisfying:

$$
T(h)(t)=T(h)(\eta(*))=\eta(h(*))=\eta(x) .
$$

Hence we get our required equality:
$\alpha_{M}(\eta(x))=\alpha_{M}(T(h)(t))=M(t)\left(\varphi_{1}^{-1}(h)\right)=M(\eta(*))(h)=M(\mathrm{id})(x)=x$.
Similarly one proves $\alpha_{M} \circ \mu=\alpha_{M} \circ T\left(\alpha_{M}\right)$.
Finally, in order to show that $\mathcal{L}\left(X, \alpha_{M}\right) \cong M$, we have on objects $n \in \mathbb{N}$ :

$$
\mathcal{L}\left(X, \alpha_{M}\right)(n)=X^{n}=M(1)^{n} \cong M(n)
$$

On morphisms one has $\llbracket t \rrbracket^{\alpha_{M}}=M(t) \circ \varphi_{n}^{-1}: X^{n} \rightarrow X$, for $t \in F^{*}(n)$. $\square$
The previous result is stated for monads, but can be adapted to endofunctors $F$, via the associated free monad $F^{*}$. In order to do so we use the following result.
6.6.4. Lemma. Assume for a functor $F$ : Sets $\rightarrow$ Sets the free monad $F^{*}$ on $F$ exists. If $F$ is finitary, then so is $F^{*}$.

Proof. We use initiality of the algebra $\alpha_{X}: X+F\left(F^{*}(X)\right) \xlongequal{\cong} F^{*}(X)$, defining the free monad $F^{*}$, see Proposition 5.4.7. Fix a set $X$ and define the subset/predicate $i: P \hookrightarrow$ $F^{*}(X)$ as:

$$
P=\left\{u \in F^{*}(X) \mid \exists(n, h, t) . n \in \mathbb{N}, h \in X^{n}, t \in F^{*}(n) \text { with } F^{*}(h)(t)=u\right\} .
$$

Our aim is to define an algebra structure $b: X+F(P) \rightarrow P$ making the inclusion $i: P \hookrightarrow$ $F^{*}(X)$ a map of algebras $b \rightarrow \alpha_{X}$. Then by initiality we also get a map of algebras int $_{b}: F^{*}(X) \rightarrow W$ with $i \circ \operatorname{int}_{b}=\mathrm{id}$. This yields $P=F^{*}(X)$ and makes $F^{*}$ finitary

We define the required algebra $b=\left[b_{1}, b_{2}\right]: X+F(P) \rightarrow P$ in two steps

- For $x \in X$ we define $b_{1}(x)=\eta_{X}(x) \in F^{*}(X)$, where $\eta_{X}=\alpha_{X} \circ \kappa_{1}: X \rightarrow$ $F^{*}(X)$ is the unit of the monad $F^{*}$. This $b_{1}(x)$ is in the subset $P$ via the triple $\left(1, x, \eta_{1}(*)\right)$, where $x: 1 \rightarrow X$, since by naturality of $\eta$ :

$$
F^{*}(x)(\eta(*))=(\eta \circ x)(*)=\eta(x)
$$

Moreover, by construction, $i\left(b_{1}(x)\right)=\eta(x)=\alpha\left(\kappa_{1} x\right)$.

- For an element $v \in F(P)$ we use that the functor $F$ is finitary to get $m \in \mathbb{N}$ with $g: m \rightarrow P$ and $s \in F(m)$ such that $F(g)(s)=v$. For each $i \in m$ we pick a triple g. $m \rightarrow P$ and $s \in\left(n_{i}, h_{i}, t_{i}\right)$ with $F^{*}\left(h_{i}\right)\left(t_{i}\right)=g(i) \in F^{*}(X)$. Next we take $n=n_{1}+\cdots+n^{2}$ and $h=\left[h_{1}, \ldots, h_{m}\right]: n \rightarrow X$ and $t=\left[F^{*}\left(\kappa_{1}\right) \circ t_{1}, \ldots F^{*}\left(\kappa_{m}\right) \circ t_{m}\right]: m \rightarrow$ $F^{*}(n)$, where $\kappa_{i}: n_{i} \rightarrow n$ is the appropriate insertion/coprojection map. We use the universal map $\theta: F \Rightarrow F^{*}$ from the proof of Proposition 5.1.8 to get $\theta(s) \in F^{*}(m)$ and then $r=\alpha \circ \kappa_{2} \circ F(t) \circ s: 1 \rightarrow F^{*}(n)$. This yields a new element $b_{2}(v)=$ $\alpha\left(\kappa_{2} v\right) \in F^{*}(X)$, which is in $P$ via the triple ( $n, h, r$ ), since:

$$
\begin{aligned}
F^{*}(h) \circ r & =F^{*}(h) \circ \alpha \circ \kappa_{2} \circ F(t) \circ s \\
& =\alpha \circ \kappa_{2} \circ F\left(F^{*}(h)\right) \circ F(t) \circ s \\
& =\alpha \circ \kappa_{2} \circ F\left(\left[F^{*}\left(h_{1}\right) \circ t_{1}, \ldots, F^{*}\left(h_{n}\right) \circ t_{n}\right]\right) \circ s \\
& =\alpha \circ \kappa_{2} \circ F(g) \circ s \\
& =b_{2}(v) .
\end{aligned}
$$

$\square$
The following is now an easy consequence of Theorem 6.6.3.
6.6.5. Corollary. Let $F$ : Sets $\rightarrow$ Sets be a functor with free monad $F^{*}$. Then there is a faithful functor from functor algebras to models:

$$
\operatorname{Alg}(F) \xrightarrow{\mathcal{L}} \operatorname{Model}\left(F^{*}\right)=\left[\operatorname{Law}\left(F^{*}\right), \operatorname{Sets}\right]_{\mathrm{fp}},
$$

## his $\mathcal{L}$ is an equivalence if the functor $F$ is finitar.

Proof. Proposition 5.4.7 describes an isomorphism of categories $\operatorname{Alg}(F) \cong \mathcal{E M}\left(F^{*}\right)$, which immediately gives the first part of the result. For the second part we use the previous lemma.

With these results in place we are ready to consider assertions relating terms in the next section.

## Exercises

6.6.1. Show that the action of the functor $F_{\#}^{*}=\mathcal{T}_{\#}$ from Propositions 6.6 .1 on functions $f$ can be described by simultaneous substitution

$$
F_{\#}(f)(t)=t\left[f\left(x_{1}\right) / x_{1}, \ldots, f\left(x_{n}\right) / x_{n}\right],
$$

if $x_{1}, \ldots, x_{n}$ are the free variables in the term $t$.
6.6.2. Conclude from the fact that each term $t \in F_{\#}^{*}(V)$ contains only finitely many (free) variables that the functor/monad $F^{*}$ is finitary
6.6.3. Consider the functor $\mathcal{L}: \mathbf{A l g}(F) \rightarrow\left[\operatorname{Law}\left(F^{*}\right), \operatorname{Sets}_{\mathrm{f}_{\mathrm{P}}}\right.$ from Corollary 6.6.5. Assume an algebra $a: F(X) \rightarrow X$ and consider the functor $\mathcal{L}(X, a): \operatorname{Law}\left(F^{*}\right) \rightarrow$ Sets. Show
 in the Lawvere theory $\operatorname{Law}\left(F^{*}\right)$, is obtained by initiality in:

$$
\begin{aligned}
& m+F\left(F^{*}(m)\right)-\cdots-\cdots m+F\left(X^{X^{m}}\right)
\end{aligned}
$$

where the algebra $a_{m}=\left[a_{m, 1}, a_{m, 2}\right]: m+F\left(X^{X^{m}}\right) \rightarrow X^{X^{m}}$ on the right-hand-side is given by:

$$
\left\{\begin{array}{l}
a_{m, 1}=\lambda i \in m \cdot \lambda h \in X^{m} \cdot h(i): m \xrightarrow{\longrightarrow} X^{X^{m}} \\
a_{m, 2}=\left(F\left(X^{X^{m}}\right) \xrightarrow{r} F(X)^{X^{m}} \xrightarrow{a^{x^{m}}} X^{X^{m}}\right) .
\end{array}\right.
$$

The $r$ map is the "exponent version" of strength from Exercise 5.2.15.
6.6.4. The aim of this exercise is to elaborate a concrete instance of Corollary 6.6 .5 , stating the correspondence between algebras and models. We chose a simple (arity) functor $F(X)=$ $A+X$, for a fixed set $A$.
(i) Check that the free monad $F^{*}$ on $F$ is given by $F^{*}(V)=\mathbb{N} \times(V+A)$. Describe he unit $\eta: V \rightarrow F^{*}(V)$, multiplication $\mu: F^{*} F^{*}(V) \rightarrow F^{*}(V)$, and universal map $\theta: F(V) \Rightarrow F^{*}(V)$ explicitly.
(ii) Describe morphisms $t: n \rightarrow m$ in the categories $\mathcal{K}_{\mathbb{N}}\left(F^{*}\right)$ and $\operatorname{Law}\left(F^{*}\right)$ explicitly. Especially, give a concrete description of identity maps and of composition
(iii) Describe the two functors $\operatorname{Alg}(F) \leftrightarrows\left[\operatorname{Law}\left(F^{*}\right), \operatorname{Sets}\right]_{\mathrm{fp}}$ of the equivalence of Corollary 6.6 .5 concretely.
6.6.5. Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a strong monad on a category $\mathbb{C}$ which is bicartesian closed (i.e. has finite products and coproducts, and exponents). Write $\left[\mathcal{K \ell}(T)^{\mathrm{op}}, \mathbb{C}\right]_{\mathrm{fp}_{\mathrm{p}}}$ for the category of finite product preserving functors $\mathcal{K \ell}(T)^{\mathrm{op}} \rightarrow \mathbb{C}$, with natural transformations between finite p
them.
(i) Prove, much like in Theorem 6.6.3, that each Eilenberg-Moore algebra $\alpha: T(X) \rightarrow$ $X$ yields a functor $\mathcal{L}(X, \alpha): \mathcal{K}(T)^{\mathrm{op}} \rightarrow \mathbb{C}$ given on objects by $U \mapsto X^{U}$. (ii) Check that the mapping $(X, \alpha) \mapsto \mathcal{L}(X, \alpha)$ is functorial.
(iii) Show that the resulting functor $\mathcal{L}: \mathcal{E} \mathcal{M}(T) \rightarrow\left[\mathcal{K}(T)^{\mathrm{op}}, \mathbb{C}\right]_{\mathrm{fp}}$ is faithful.
(iv) Prove for $\mathbb{C}=$ Sets, via pointwise reasoning, that the functor $\mathcal{L}$ is also full.

Show that each term $t \in F^{*}(V)$ gives rise to a functor in a commuting triangle:


This view on terms is elaborated in [126].

### 6.7 Algebras and assertions

This section covers logical assertions in an algebraic context, at first in the form of equations between terms. This material forms the basic theory of (untyped, single-sorted) alge tions between terms. This material forms the basic theory of (untyped, single-sorted) alge-
braic specifications, and may be found in many places in the literature such as [424, 117, 426, 365, 312]. Our presentation follows the monad-based approach from the previous section, so that the similarity / duality with the coalgebraic situation in subsequent sections becomes clear. The main result of this section, Theorem 6.7.11, shows how logical assertions give rise to a quotient monad, whose Eilenberg-Moore algebras are models of the assertions. These are standard results in the theory of monads. What is new here is the systematic presentation in terms of relation lifting and quotients (of equivalence relations and of congruence equivalences).

In the end, the most important point is that operations are captured by algebras of functors and that operations with assertions require algebras of monads. This same point applies in the coalgebraic case.
We start with an illustration, giving a formal description of groups. Their arity function $\#$ can be seen as a map $\#:\{e, m, i\} \rightarrow \mathbb{N}$, where:

- $e$ is the symbol of the unit element, with arity $\# \mathrm{e}=0$;
- m is used for multiplication, with $\# \mathrm{~m}=2$;
- i is the symbol for the inverse operation, whose arity is one: $\# \mathrm{i}=1$.

An algebra for the arity functor $F_{\#}(X)=1+(X+X)+X$ associated with \# consists of a set $A$ with a map $1+(A \times A)+A \rightarrow A$, i.e. with interpretations $1 \rightarrow A, A \times A \rightarrow A$ of a set $A$ with a map $1+(A \times A)+A \rightarrow A$, i.e.
and $A \rightarrow A$ of the three function symbols e, m, i.
Until now we have talked only about interpretation of the function symbols, and not about validity of the familiar group axioms:

$$
\begin{array}{rlrl}
\mathrm{m}(\mathrm{e}, v) & =v & \mathrm{~m}(\mathrm{i}(v), v) & =\mathrm{e} \\
\mathrm{~m}(v, \mathrm{e}) & =v & \mathrm{~m}(v, \mathrm{i}(v)) & =\mathrm{e}
\end{array}
$$

$$
\mathrm{m}\left(v_{1}, \mathrm{~m}\left(v_{2}, v_{3}\right)\right)=\mathrm{m}\left(\mathrm{~m}\left(v_{1}, v_{2}\right), v_{3}\right)
$$

These equations consist of pairs of terms $\left(t_{1}, t_{2}\right)$ in the free algebra $F_{\#}^{*}(V)$, for a set of variables $V$.
Such axioms form a relation $A x_{V} \subseteq F_{\#}^{*}(V) \times F_{\#}^{*}(V)$ on the carrier of the free algebra on $V$, given explicitly as:

$$
\begin{aligned}
A x_{V}=\{ & \{\mathrm{m}(\mathrm{e}, v), v\rangle \mid v \in V\} \cup\{\langle\mathrm{m}(v, \mathbf{e}), v\rangle \mid v \in V\} \\
& \cup\{\langle\mathrm{m}(\mathrm{i}(v), v), \mathrm{e}\rangle \mid v \in V\} \cup\{\langle\mathrm{m}(v, \mathrm{i}(v)), \mathrm{e}\rangle \mid v \in V\} \\
& \cup\left\{\left\langle\mathrm{m}\left(v_{1}, \mathrm{~m}\left(v_{2}, v_{3}\right)\right), \mathrm{m}\left(\mathrm{~m}\left(v_{1}, v_{2}\right), v_{3}\right)\right\rangle \mid v_{1}, v_{2}, v_{3} \in V\right\} .
\end{aligned}
$$

In the computer science literature such a pair $(\#, A x)$ is usually called an algebraic specifi cation.

Our main focus will be on models of such specifications. But we also wish to use axioms for reasoning and proving results like uniqueness of inverses

$$
\begin{equation*}
\mathrm{m}(v, w)=\mathbf{e} \Rightarrow v=\mathbf{i}(w) . \tag{6.21}
\end{equation*}
$$

In order to do so we need derivation rules for equations $t_{1}=t_{2}$. In general, assuming an arity \# and a set of axioms $A x_{V} \subseteq F_{\#}^{*}(V) \times F_{\#}^{*}(V)$, like in (6.19), one standardly uses the following logical rules.
(a) $\frac{A x}{t_{1}=t_{2}} \quad\left(\right.$ if $\left(t_{1}, t_{2}\right) \in A x_{V}$; but see (6.23) below $)$
(b) $\overline{t=t} \quad \frac{t_{1}=t_{2}}{t_{2}=t_{1}} \quad \frac{t_{1}=t_{2} \quad t_{2}=t_{3}}{t_{2}=t_{3}}$
(c) $\frac{t_{1}=t_{1}^{\prime}}{\mathbf{f}\left(t_{1}, \ldots t_{m}\right)=\mathrm{f}\left(t_{1}^{\prime}, \ldots t_{m}^{\prime}\right)} \quad$ (for a function symbol f of arity $m$ )

The rules in (b) turn the equality relation $=$ into an equivalence relations. And the rules in (c) turn it into a congruence. This can be expressed as: the equality relation $=$ is an algebra of the relation lifting functor $\operatorname{EqRel}\left(F_{\#}\right): \operatorname{EqRel}($ Sets $) \rightarrow \operatorname{EqRel}($ Sets $)$, restricted bra of the relation liftung functor $\operatorname{EqRel}\left(F_{\#}\right)$
to equivalence relations as in Corollary 4.4.4.
In general an equation $t_{1}=t_{2}$ is said to be derivable from a collection $A x=\left(A x_{V}\right)_{V}$ of relations on terms if there is a derivation tree structured by these rules with $t_{1}=t_{2}$ as conclusion. One then often writes $A x \vdash t_{1}=t_{2}$. Derivable equations are also called theorems. We write $\operatorname{Th}(A x) \subseteq F_{\#}^{*}(V) \times F_{\#}^{*}(V)$ for the relation containing precisely the equations that are derivable from $A x$. It is the free congruence equivalence on $A x$, and is sometimes called the theory of $A x$.
6.7.1. Example. The implication $\mathrm{m}(v, w)=\mathrm{e} \Rightarrow v=\mathrm{i}(w)$ from (6.21) has a formal derivation in the theory of groups: Figure 6.3 shows a derivation tree with the equation $v=\mathrm{i}(w)$ as conclusion, and with $\mathrm{m}(v, w)=\mathrm{e}$ as only assumption. In this tree the term $\mathrm{i}(v)$ is written as $i v$ in order to spare on parentheses. The relation $G r A x$ refers to the group axioms from (6.19)
6.7.2. Remark. The meticulous reader may have noticed that we have cheated a bit, namely in the two rightmost occurrences of the "axiom" rule in Figure 6.3. They use instantiations of axioms. For instance the rightmost rule involves an equation $\mathrm{m}(\mathrm{e}, \mathrm{i} w)=\mathrm{i} w$. Strictly speaking this is not an axiom, but a substitution instance $\mathrm{m}(\mathrm{e}, v)[\mathrm{i} w / v]=v[i w / v]$ of the axiom $\mathrm{m}(\mathrm{e} v)=v$, namely with $\mathrm{i} w$ in place of $v$. This can be formalised as follows. The improved "axiom rule" (1) in (6.22) now reads:

$$
\begin{equation*}
\left(a^{\prime}\right) \frac{A x}{t_{1}[\vec{s} / \vec{v}]=t_{2}[\vec{s} / \vec{v}]} \quad\left(\text { for }\left(t_{1}, t_{2}\right) \in A x\right) \tag{6.23}
\end{equation*}
$$

For convenience we will assume from now on that our sets of axioms are closed under substitutions, so that there is no difference between the rules (a) in (6.22) and ( $a^{\prime}$ ) in (6.23). Basically this means that the axioms are formulated in a slightly different manner. For groups this would involve replacing the formulation used in (6.20) by:

$$
\begin{aligned}
A x_{V}= & \left\{\langle\mathrm{m}(\mathrm{e}, t), t\rangle \mid t \in F_{\#}^{*}(V)\right\} \cup\left\{\langle\mathrm{m}(t, \mathrm{e}), t\rangle \mid t \in F_{\#}^{*}(V)\right\} \\
& \cup\left\{\langle\mathrm{m}(\mathrm{i}(t), t), \mathbf{e}\rangle \mid t \in F_{\#}^{*}(V)\right\} \cup\left\{\langle\mathrm{m}(t, \mathbf{i}(t)), \mathrm{e}\rangle \mid t \in F_{\#}^{*}(V)\right\} \\
& \cup\left\{\left\langle\mathrm{m}\left(t_{1}, \mathrm{~m}\left(t_{2}, t_{3}\right)\right), \mathrm{m}\left(\mathrm{~m}\left(t_{1}, t_{2}\right), t_{3}\right)\right\rangle \mid t_{1}, t_{2}, t_{3} \in F_{\#}^{*}(V)\right\} .
\end{aligned}
$$



Figure 6.3: Derivation of the implication (6.21) from the group axioms $\operatorname{GrAx}$

If we assume that axioms $A x$ are closed under substitution, then also derivable equations are closed under substitution, in the sense that:

$$
\begin{equation*}
A x \vdash t_{1}=t_{2} \Longrightarrow A x \vdash t_{1}[\vec{s} / \vec{v}]=t_{2}[\vec{s} / \vec{v}] . \tag{6.24}
\end{equation*}
$$

This is obtained by induction on the length of the derivation.
In more categorical fashion one can formulate axioms as a functor. We shall do so for the finitary Kleisli categories $\mathcal{K}_{\mathbb{N}}(T)$ from Definition 6.6.2, because (terms in) axiom only involve finitely many variables. Closure of axioms under substitution is guaranteed, by construction.
6.7.3. Definition. An axiom system for a monad $T$ on Sets is a functor $\mathcal{A}$ in a commuting triangle:

where EnRel is the category with endorelations $R \hookrightarrow X \times X$ on a single carrier as objects, and where $U: \mathcal{K}_{\mathbb{N}}(T) \rightarrow$ Sets is the standard (right adjoint) functor from Propoition 5.2.2.
An axiom system for an endofunctor $F$ is an axiom system for the associated free $\operatorname{monad} F^{*}$, and is thus given by a functor $\mathcal{A}: \mathcal{K}_{\mathbb{N}}\left(F^{*}\right) \rightarrow$ EnRel as above.
In a (functorial) model of the monad $T$, in the form of a finite product preserving functor

$$
\operatorname{Law}(T)=\mathcal{K}_{\mathbb{N}}(T)^{\mathrm{op}} \xrightarrow{M} \text { Sets, }
$$

he axioms hold-or, equivalently, $M$ satisfies the axioms-if for each parallel pair of maps:

$$
n \xlongequal[t=\left\langle t_{1}, \ldots, t_{m}\right\rangle]{\xlongequal[s=\left\langle s_{1}, \ldots, s_{m}\right\rangle]{\Longrightarrow}} m
$$

in $\operatorname{Law}(T)$, one has:

$$
\left[\forall i \in m .\left(s_{i}, t_{i}\right) \in \mathcal{A}(n)\right] \Longrightarrow M(s)=M(t) .
$$

In that case we write $M \models \mathcal{A}$. This determines a full subcategory
$\operatorname{Model}(T, \mathcal{A}) \hookrightarrow \operatorname{Model}(T)$
of models in which the axioms $\mathcal{A}$ hold.
Similarly, for a monad $T$ and functor $F$, we have full subcategories

$$
\mathcal{E M}(T, \mathcal{A}) \hookrightarrow \mathcal{E M}(T) \quad \text { and } \quad \operatorname{Alg}(F, \mathcal{A}) \hookrightarrow \operatorname{Alg}(F)
$$

of monad and functor algebras satisfying $\mathcal{A}$. This means that the axioms $\mathcal{A}$ hold in the corresponding functorial models, obtained via Theorem 6.6.3 and Corollary 6.6.5.

The functorial description of axioms can be unravelled as follows. For each $n \in \mathbb{N}$, considered as object $n \in \mathcal{K}_{\mathbb{N}}(T)$ in the finitary Kleisli category, there is a relation $\mathcal{A}(n) \curvearrowleft \rightarrow$ $T(n) \times T(n)$ on $U(n)=T(n) \in$ Sets, containing the pairs of terms with $n$ variables that
are equated by the axioms in $\mathcal{A}$. And for each Kleisli map $f: n \rightarrow T(m)$ there is a commuting diagram:

where $U(f)=f^{\S}=\mu \circ T(f)$ is the Kleisli extension of $f$, see Proposition 5.2.3. Thi guarantees that the relations $\mathcal{A}(n)$ are closed under substitution. If this is too abstract, it may be helpful to elaborate the details of this closure condition for the special case when $T$ is a free monad $F_{\#}^{*}$ on an arity functor.

A slightly different formulation of axiom systems is given in Exercise 6.7.3.
We briefly reformulate validity of axioms in more traditional terms, along the lines of the free construction in Proposition 6.6.1 using terms.
6.7.4. Lemma. Assume an arity $\#$ and an axiom system $\mathcal{A}: \mathcal{K}_{\mathbb{N}}\left(F_{\#}^{*}\right) \rightarrow \operatorname{EnRel}$ for the associated arity functor $F_{\#}$. For an algebra $a: F_{+}(X) \rightarrow X$ the following two statements are equivalent.

- The axiom system $\mathcal{A}$ holds in the algebra $a: F_{\#}(X) \rightarrow X$,
- For each $n \in \mathbb{N}$ and for each pair of terms $t, s \in F_{\#}^{*}(n)$ containing at most $n$ variables, if $(t, s) \in \mathcal{A}(n)$, then $\llbracket t \rrbracket=\llbracket s \rrbracket$, for each valuation function most $n$ $X$, with interpretations $\llbracket-\rrbracket_{\rho}$ as defined in the proof of Proposition 6.6.1.
Diagrammatically this means that each valuation yields a map of relations, from axioms to equality:

Proof. The functor $\mathcal{L}(X, a): \operatorname{Law}\left(F_{\#}^{*}\right) \rightarrow$ Sets associated in Corollary 6.6 . with the algebra sends the terms $t, s \in F_{\#}(n)$ to functions $\llbracket t \rrbracket, \llbracket s \rrbracket: X^{n} \rightarrow X$, as described explicitly in Exercise 6.6.4. Validity of $\mathcal{A}$ in the model $\mathcal{L}(X, a)$ means that $\llbracket t \rrbracket=\llbracket s \rrbracket$. The resulting mapping $\rho \mapsto \llbracket t \rrbracket(\rho)$ yields the adjoint transpose in the setting of Proposition 6.6.1, since $\llbracket \eta(i) \rrbracket(\rho)=\pi_{i}(\rho)=\rho(i)$. Thus, the (validity) equation $\llbracket t \rrbracket=\llbracket s \rrbracket$ is equivalent to: $\llbracket t \rrbracket_{\rho}=\llbracket t \rrbracket_{\rho}$ for any valuation $\rho: n \rightarrow X$.
6.7.5. Example. For the functor $F(X)=1+(X \times X)+X$ capturing the group operations and the group axioms GrAx described in (6.19) we obtain that the category Grp of groups and group homomorphisms can be described as $\mathbf{G r p}=\mathbf{A l g}(F, G r A x)$.

We now generalise from free monads $F_{\#}^{*}$ on arity functors to arbitrary monads $T$ (on Sets) and consider congruences for such monads. Recall that such congruences correspond to algebras of a relation lifting functor-defined here with respect to the standard set-theoretic logical factorisation system of injections and surjections. For a monad $T$ we use Eilenberg-Moore algebras of the associated lifting $\operatorname{Rel}(T)$ as $T$-congruences. $\operatorname{Re}$ call that $\operatorname{Rel}(T)$ is a monad by Exercise 4.4.6. Using Eilenberg-Moore algebras properly call that $\operatorname{Rel}(T)$ is a monad by Exercise 4.4.6. Using Eilenberg-Moore algebras properly
generalises the situation for endofunctors $F$ because $\operatorname{Alg}(\operatorname{Rel}(F)) \cong \mathcal{E M}\left(\operatorname{Rel}\left(F^{*}\right)\right)$, by Exercise 5.4.18. In the remainder we restrict to liftings to endorelations; more specifically, we consider liftings $\operatorname{EqRel}(T)$ to equivalence relations, like in Corollary 4.4.4.
6.7.6. Lemma. Let $T:$ Sets $\rightarrow$ Sets be a monad, with associated monad

$$
\mathbf{E q R e l} \xrightarrow{\operatorname{EqRel}(T)} \mathbf{E q R e l}
$$

btained by lifting to equivalence relations. For an axiom system $\mathcal{A}: \mathcal{K} \ell_{\mathbb{N}}(T) \rightarrow \mathbf{E n R e l}$ define for each $n \in \mathbb{N}$.
$\operatorname{Th}(\mathcal{A})(n)=[$ the free $\operatorname{EqRel}(T)$-algebra on $\mathcal{A}(n)]$.
This yields a new axiom system $\operatorname{Th}(\mathcal{A})$ of congruence equivalences in:


If $T$ is finitary, then for each model $M \in \operatorname{Model}(T)=[\operatorname{Law}(T), \operatorname{Sets}]_{\mathrm{fp}}$ we have.

$$
M \models \mathcal{A} \Longleftrightarrow M \models \operatorname{Th}(\mathcal{A}) .
$$

Proof. For each $n \in \mathbb{N}$ there is a monotone function between posets of relations:

$$
\mathcal{P}(T(n) \times T(n)) \xrightarrow{\overline{\mathcal{A}(n)} \vee \amalg_{\mu \times \mu} \operatorname{EqRel}(T)(-)} \mathcal{P}(T(n) \times T(n))
$$

where $\overline{\mathcal{A}(n)}$ is the least equivalence relation containing the axioms $\mathcal{A}(n) \subseteq T(n) \times T(n)$. This function has a least fixed point, by the Knaster-Tarski Fixpoint Theorem (see e.g. [110, Chapter 4]). By Proposition 5.1.8 this is the free algebra $\coprod_{\mu \times \mu} \operatorname{EqRel}(T)(\operatorname{Th}(\mathcal{A}(n))) \subseteq$ $\operatorname{Th}(\mathcal{A})(n)$ on $\overline{\mathcal{A}(n)}$. The inclusion expresses that $\operatorname{Th}(\mathcal{A})(n)$ is a $\operatorname{Rel}(T)$-functor algebra in:


By Exercise 6.2 .6 this relation $\operatorname{Th}(\mathcal{A})(n)$ is automatically an Eilenberg-Moore algebra, and hus a $T$-congruence.
Suppose $M \models \mathcal{A}$. We wish to prove $M \models \operatorname{Th}(\mathcal{A})$. The other direction is trivial since $\mathcal{A}(n) \subseteq \overline{\mathcal{A}(n)} \subseteq \operatorname{Th}(\mathcal{A})(n)$. For each pair of terms $t, s \in \mathcal{A}(n)$, considered as parallel maps $n \rightrightarrows 1$ in $\operatorname{Law}(T)$, we have $M(s)=M(t): M(n) \rightarrow M(1)$. The relation

$$
R=\{(s, t) \mid s, t \in T(n) \text { with } M(s)=M(t)\}
$$ thus contains $\mathcal{A}(n)$. This $R$ is clearly an equivalence relation, so also $\overline{\mathcal{A}(n)} \subseteq R$. In order structure $\beta: T(R) \rightarrow R$. First we name the inclusion explicitly as $\left\langle r_{1}, r_{2}\right\rangle: R \hookrightarrow T(n) \times$ $T(n)$. Since $T$ is finitary, an element $u \in T(R)$ can be written as $u=T(h)(v)$, for some $m \in \mathbb{N}, h: m \rightarrow R$ and $v \in T(m)$. Write $h(i)=\left(s_{i}, t_{i}\right) \in R$. Then $M\left(s_{i}\right)=M\left(t_{i}\right)$, $m \in \mathbb{N}, h: m \rightarrow R$ and $v \in T(m)$. Write $h(i)=\left(s_{i}, t_{i}\right) \in R$. Then $M\left(s_{i}\right)=M\left(t_{i}\right)$,

Moreover, these terms yield cotuples $\left[t_{1}, \ldots, t_{m}\right]=r_{1} \circ h$ and $\left[s_{1}, \ldots, s_{m}\right]=r_{2} \circ h$, Moreover, these terms yield cotuples $\left[t_{1}, \ldots, t_{m}\right]=r_{1} \circ h$ and $\left[s_{1}, \ldots, s_{m}\right]=r_{2} \circ h$,
forming functions $m \rightarrow T(n)$, and thus tuples $n \rightarrow m$ in $\operatorname{Law}(T)$. Since the model $M$ preserves products, we get $M\left(r_{1} \circ h\right)=M\left(r_{2} \circ h\right)$, as functions $M(n) \rightarrow M(m) \cong$ $M(1)^{m}$.

Now we can prove that the pair $\left\langle\mu\left(T\left(r_{1}\right)(u)\right), \mu\left(T\left(r_{2}\right)(u)\right)\right\rangle \in T(n) \times T(n)$ is in the relation $R$ :

$$
\begin{aligned}
M\left(\mu\left(T\left(r_{1}\right)(u)\right)\right)=M\left(\mu \circ T\left(r_{1}\right) \circ T(h) \circ v\right) & =M\left(v ;\left(r_{1} \circ h\right)\right) \\
& =M(v) \circ M\left(r_{1} \circ h\right) \\
& =M(v) \circ M\left(r_{2} \circ h\right) \\
& =M\left(v ;\left(r_{2} \circ h\right)\right) \\
& =M\left(\mu\left(T\left(r_{2}\right)(u)\right)\right) .
\end{aligned}
$$

We thus get a unique $\beta(u) \in R$ with $\left\langle r_{1}, r_{2}\right\rangle(\beta(u))=\left\langle\mu\left(T\left(r_{1}\right)(u)\right), \mu\left(T\left(r_{2}\right)(u)\right)\right\rangle$. It is easy to check that the resulting function $\beta: T(R) \rightarrow R$ is an Eilenberg-Moore algebra. Thus we have that $R$ is a congruence containing $\overline{\mathcal{A}(n)}$. Hence $\operatorname{Th}(\mathcal{A})(n) \subseteq R$. This means $M \models \operatorname{Th}(\mathcal{A})$.
The next lemma is a categorical analogue of Exercise 6.7.2, saying that simultaneous substitution of equal terms yields equal results.
6.7.7. Lemma. Let $T$ be a monad with axiom system $\mathcal{A}$. Then:

Proof. We use that $f^{\S}=\mu \circ T(f)$, and that the theory is a congruence. Let $h: n \rightarrow$ $\operatorname{Th}(\mathcal{A})(m)$ be the dashed map in the above triangle on the left. Then:


We continue with quotients in Sets, and first collect some basic results. We use the description of quotients as left adjoint to equality from Definition 4.5.7. Such quotient exist for Sets by Exercise 4.5.5.
6.7.8. Lemma. Consider the quotient functor $\mathcal{Q}$, as left adjoint to equality in.

$$
\begin{gathered}
\begin{array}{c}
\text { EqRel } \\
\mathcal{Q}(-\uparrow E q \\
\substack{\text { Sets }}
\end{array} \quad \text { so that } \quad \xlongequal{R \longrightarrow E q(Y)} \\
\hline \mathcal{Q}(R) \longrightarrow Y \\
\text { Sets }
\end{gathered}
$$

This functor $\mathcal{Q}$ sends an equivalence relation $R \subseteq X \times X$ to the quotient $\mathcal{Q}(R)=X / R$ with canonical (unit) map $[-]_{R}: X \rightarrow \mathcal{Q}(R)$. This set-theoretic quotient $\mathcal{Q}$ satisfies the following three properties.
(i) Each equivalence relation $R \subseteq X \times X$ is the kernel of its quotient map $[-]_{R}$ :

$$
R=\operatorname{Ker}\left([-]_{R}\right)=\left([-]_{R} \times[-]_{R}\right)^{-1}(E q(\mathcal{Q}(R))) .
$$

More concretely, this means:

$$
R\left(x, x^{\prime}\right) \Longleftrightarrow[x]_{R}=\left[x^{\prime}\right]_{R} .
$$

(ii) Each surjection $f: X \rightarrow Y$ is (isomorphic to) the quotient map of its kernel $\operatorname{Ker}(f) \subseteq X \times X$, as in

(iii) For each weak pullback preserving functor $F:$ Sets $\rightarrow$ Sets, with associated lifting $\operatorname{EqRel}(F): \mathbf{E q R e l} \rightarrow \mathbf{E q R e l}$, one has:

$$
\mathcal{Q}(\operatorname{EqRel}(F)(R)) \cong F(\mathcal{Q}(R)) .
$$

Proof. The first two points are completely standard, so we concentrate on the third one, using Proposition 4.4.3: it says that equality relations are preserved by set-theoretic relation lifting, and that inverse images $(-)^{-1}$ are preserved because the functor preserves weak pullbacks. Thus:

$$
\begin{aligned}
\mathcal{Q}(\operatorname{EqRel}(F)(R)) & \cong \mathcal{Q}\left(\operatorname{EqRel}(F)\left(\left([-]_{R} \times[-]_{R}\right)^{-1}(\operatorname{Eq}(\mathcal{Q}(R)))\right)\right) \quad \text { by }(\mathrm{i}) \\
& \left.\cong \mathcal{Q}\left(F\left([-]_{R}\right) \times F\left([-]_{R}\right)\right)^{-1}(\operatorname{EqRel}(F)(\operatorname{Eq}(\mathcal{Q}(R))))\right) \\
& =\mathcal{Q}\left(\left(F\left([-]_{R}\right) \times F\left([-]_{R}\right)\right)^{-1}(\operatorname{Eq}(F(\mathcal{Q}(R))))\right) \\
& =\mathcal{Q}\left(\operatorname{Ker}\left(F\left([-]_{R}\right)\right)\right) \\
& \cong F(\mathcal{Q}(R)) \quad \text { by (ii). }
\end{aligned}
$$

The final step is justified because by the axiom of choice ("each surjection is split") the functor $F$ preserves surjections, see Lemma 2.1.7.

These observations are used to show that quotients lift to algebras.
6.7.9. Proposition. For a weak pullback preserving functor $F:$ Sets $\rightarrow$ Sets the quotient functor $\mathcal{Q}$ lifts to (functor) algebras as on the left below



For a weak pullback preserving monad $T$ : Sets $\rightarrow$ Sets this lifting specialises to (monad) algebras as on the right above.

Proof. The lifted adjunction is a consequence of Theorem 2.5.9, using the isomorphism $F \mathcal{Q} \cong \mathcal{Q} \operatorname{EqRel}(F)$ from the previous lemma. For the restriction to monad algebras we $F \mathcal{Q} \cong \mathcal{Q}$ EqRel $(F)$ from the previous lemma. For the restriction to monad algebras we and multiplication of $T$ and $\operatorname{EqRel}(T)$ are essentially the same, see Exercise 4.4.6.

It is useful to extend axioms from relations on carriers $T(n)$ for $n \in \mathbb{N}$ to carriers $T(X)$ with arbitrary sets $X$.
6.7.10. Lemma. Let $T$ be a monad on Sets that is finitary and preserves weak pullbacks, and let $\mathcal{A}$ be an axiom system for $T$. For an arbitrary set $X$ define a relation $\mathcal{A}_{X} \subseteq$ $T(X) \times T(X)$ as:

$$
\mathcal{A}_{X}=\bigcup_{n \in \mathbb{N} h \in X^{n}}\{\langle T(h)(s), T(h)(t)\rangle \mid\langle s, t\rangle \in \operatorname{Th}(\mathcal{A})(n)\} .
$$

(i) These relations $\mathcal{A}_{X}$ are congruence equivalences.
(ii) For $m \in \mathbb{N}$ one has $\mathcal{A}_{m}=\operatorname{Th}(\mathcal{A})(m)$.
(iii) The axioms $\mathcal{A}$ hold in an arbitrary Eilenberg-Moore algebra $\alpha: T(X) \rightarrow X$ iff here is a map of relations:
(iv) For each Kleisli map $f: X \rightarrow T(Y)$ there is a map of relations:
where $f^{\S}=\mu \circ T(f)$ is the Kleisli extension of $f$. The mapping $X \mapsto \mathcal{A}_{X}$ thus yields a functor $\operatorname{K\ell }(T) \rightarrow \mathcal{E} \mathcal{M}(\operatorname{EqRel}(T))$.

Proof. (i) Showing that $\mathcal{A}_{X}$ is a congruence equivalence involves some low-level reaoning, where weak pullback preservation is used for transitivity. Details are left to the interested reader.
(ii) The inclusion $\operatorname{Th}(\mathcal{A})(m) \subseteq \mathcal{A}_{m}$ is obvious. For the other direction, assume $u, v\rangle \in \mathcal{A}_{m}$, say with $u=T(h)(s), v=T(h)(t)$ for $h: n \rightarrow m$ and $\langle s, t\rangle \in \operatorname{Th}(\mathcal{A})(n)$. Since $T(h)=(\eta \circ h)^{8}$, functoriality of $\operatorname{Th}(\mathcal{A})$ in Lemma 6.7.6 yields that $T(h)$ is a map of relations $\operatorname{Th}(\mathcal{A})(n) \rightarrow \operatorname{Th}(\mathcal{A})(m)$. Then $\langle u, v\rangle=\langle T(h)(s), T(h)(t)\rangle \in \operatorname{Th}(\mathcal{A})(m)$. (iii) Validity of $\mathcal{A}$ in an algebra $\alpha: T(X) \rightarrow X$ means that for each pair $(s, t) \in \mathcal{A}(n)$ one has $\llbracket s \rrbracket=\llbracket t \rrbracket: X^{n} \rightarrow X$, where $\llbracket s \rrbracket(h)=\alpha(T(h)(s))$. This precisely means for each pair $(u, v) \in \mathcal{A}_{X}$ one has $\alpha(u)=\alpha(v)$.
(iv) Assume $f: X \rightarrow T(Y)$ and $\left(u_{1}, u_{2}\right) \in \mathcal{A}_{X}$, say with $u_{i}=T(h)\left(s_{i}\right)$ for $h \in X^{n}$ (iv) Assume $f: X \rightarrow T(\mathcal{A})$. We $\left(u_{1}, u_{2}\right) \in \mathcal{A}_{X}$, say with $u_{i}=T(h)\left(s_{i}\right)$ for $h \in X^{n}$
and $\left(s_{1}, s_{2}\right) \in \operatorname{Th}(\mathcal{A})(n)$. We get $f \circ h \in T(Y)^{n}$. Since $T$ is finitary we can choose for each $j \in n$ a $g_{j} \in Y^{m_{j}}$ and $r_{j} \in T\left(m_{j}\right)$ with $T\left(g_{j}\right)\left(r_{j}\right)=f(h(j))$. Put $m=m_{1}+\cdots+$ $m_{n}$ and $g=\left[g_{1}, \ldots, g_{n}\right]: m \rightarrow Y$, and $r=\left[T\left(\kappa_{1}\right) \circ r_{1}, \ldots, T\left(\kappa_{n}\right) \circ r_{n}\right]: n \rightarrow T(m)$ where $k_{i}: m_{i} \mapsto m$ is the appropriate insertion map. Since axioms are closed under substitution we get $\left(r^{\S}\left(s_{1}\right), r^{\Phi}\left(s_{2}\right)\right) \in \operatorname{Th}(\mathcal{A})(m)$. These elements prove that the pair $\left(f^{母}\left(u_{1}\right), f^{\S}\left(u_{2}\right)\right)$ is in $\mathcal{A}_{Y}$, since:

$$
\begin{aligned}
f^{\S}\left(u_{i}\right) & =\mu \circ T(f) \circ T(h) \circ s_{i} \\
& =\mu \circ T\left(\left[T\left(g_{1}\right) \circ r_{1}, \ldots, T\left(g_{n}\right) \circ r_{n}\right]\right) \circ s_{i} \\
& =\mu \circ T^{2}(g) \circ T\left(\left[T\left(\kappa_{1}\right) \circ r_{1}, \ldots, T\left(\kappa_{n}\right) \circ r_{n}\right]\right) \circ s_{i} \\
& =T(g) \circ \mu \circ T(r) \circ s_{i} \\
& =T(g)\left(r^{\S}\left(s_{i}\right)\right) .
\end{aligned}
$$ captured by quotient monads.

6.7.11. Theorem. Let $T$ : Sets $\rightarrow$ Sets be a monad that is finitary and weak pullback preserving, with an axiom system $\mathcal{A}: \mathcal{K}_{\mathbb{N}}(T) \rightarrow \mathbf{E n R e l}$. Then there is a "quotient" monad $T / \mathcal{A}$ : Sets $\rightarrow$ Sets with a monad map $[-]: T \Rightarrow T / \mathcal{A}$, giving rise to an isomorphism $\mathcal{E M}(T / \mathcal{A}) \xrightarrow{\cong} \mathcal{E M}(T, \mathcal{A})$ in


Proof. For a set $X$ consider the relation $\mathcal{A}_{X} \hookrightarrow T(X) \times T(X)$ from the previous lemma, as algebra of the lifted monad $\operatorname{EqRel}(T)$. The lifted quotient functor $\mathcal{Q}: \mathcal{E M}(\operatorname{EqRel}(F)) \rightarrow$ $\mathcal{E M}(T)$ from Proposition 6.7.9 yields a map of Eilenberg-Moore algebras:


The mapping $X \mapsto T / \mathcal{A}(X)$ is functorial, since $X \mapsto \mathcal{A}_{X}$ is functorial, so that [-]: $T \Rightarrow$ $T / \mathcal{A}$ becomes a natural transformation. Moreover, by construction, the axioms $\mathcal{A}$ hold in the algebra $\xi_{X}: T(T / \mathcal{A}(X)) \rightarrow T / \mathcal{A}(X)$ : assume $(u, v) \in \mathcal{A}_{T / \mathcal{A}(X)}$, say $u=$ $T(h)(s), v=T(h)(t)$ for $h \in(T / \mathcal{A}(X))^{n}$ and $(s, t) \in \operatorname{Th}(\mathcal{A})(n)$. We need to show $\xi_{X}(u)=\xi_{X}(v)$. We can choose a $g \in T(X)^{n}$ with $h=[-] \circ g$. Define:

$$
s^{\prime}=\mu(T(g)(s))=g^{\S}(s) \quad t^{\prime}=\mu(T(g)(t))=g^{\S}(t)
$$

By Lemma 6.7.10 (iv) we get $\left(s^{\prime}, t^{\prime}\right) \in \mathcal{A}_{X}$. Hence $\left[s^{\prime}\right]=\left[t^{\prime}\right] \in T / \mathcal{A}(X)$. But now we can finish the validity argument:

$$
\begin{aligned}
\xi(u)=\xi \circ T(h) \circ s=\xi \circ T([-]) \circ T(g) \circ s & =[-] \circ \mu \circ T(g) \circ s \\
& =[-] \circ g^{\S} \circ s \\
& =[-] \circ g^{\S} \circ t=\cdots=\xi(v) .
\end{aligned}
$$

Next we show that the mapping $X \mapsto \xi_{X}$ is left adjoint to the forgetful functor $\mathcal{E M}(T, \mathcal{A}) \rightarrow$ Sets. For an Eilenberg-Moore algebra $\beta: T(Y) \rightarrow Y$ satisfying $\mathcal{A}$ we have a bijective correspondence:

$$
\frac{X \xrightarrow{\rho} Y}{\left(\begin{array}{c}
T(T / \mathcal{A}(X))  \tag{6.25}\\
\xi_{x} \downarrow \\
T / \mathcal{A}(X)
\end{array}\right) \xrightarrow[\llbracket-\rrbracket_{\rho}]{\longrightarrow}\left(\begin{array}{c}
T(Y) \\
\downarrow \beta \\
Y_{\beta}
\end{array}\right)}
$$

Given a "valuation" $\rho: X \rightarrow Y$, we obtain $\beta \circ T(\rho): T(X) \rightarrow Y$, forming a map of algebras $\mu_{X} \rightarrow \beta$. By Lemma 6.7.10 (iv) the function $T(\rho)=(\eta \circ \rho)^{\S}: T(X) \rightarrow T(Y)$ is a map of relations on the left below. The map on the right exists because $\beta \models \mathcal{A}$.


Hence there is a unique map $\llbracket-\rrbracket_{\rho}: T / \mathcal{A}(X) \rightarrow Y$ with $\llbracket-\rrbracket_{\rho} \circ[-]=\beta \circ T(\rho)$.
The monad arising from this adjunction $\mathcal{E M}(T, \mathcal{A}) \rightleftarrows$ Sets is what we call the quoThe monad arising from this adjunction $\mathcal{E M}(T, \mathcal{A}) \rightleftarrows$ Sets is what we call the quo-
ient monad $T / \mathcal{A}$ : Sets $\rightarrow$ Sets. We have as unit $\eta^{T / \mathcal{A}}=[-] \circ \eta^{T}$, and as multiplication tient monad $T / \mathcal{A}$ : Sets $\rightarrow$ Sets. We have as unit $\eta^{T / \mathcal{A}}=[-] \circ \eta^{T}$, and as multiplication
$\mu^{T / \mathcal{A}}=\llbracket-\rrbracket_{\mathrm{id}}:(T / \mathcal{A})^{2}(X) \rightarrow T / \mathcal{A}(X)$; this is the map associated via the correspon$\mu^{1 / \mathcal{A}}=\llbracket-\rrbracket_{\text {id }}:(T / \mathcal{A})^{2}(X) \rightarrow T / \mathcal{A}(X)$; this is the map associated via the correspon-
dence (6.25) with the identity map on $T / \mathcal{A}(X)$ as valuation. Thus, $\mu^{T / \mathcal{A}}$ is the unique map with $\mu^{T / \mathcal{A}} \circ[-]=\xi_{X}$. This allows us to show that $[-]: T \Rightarrow T / \mathcal{A}$ is a map of monad (see Definition 5.1.7):

$$
\mu^{T / \mathcal{A}} \circ[-] \circ T([-])=\xi \circ T([-])=[-] \circ \mu^{T} .
$$

Our next step is to prove that the comparison functor $K: \mathcal{E M}(T, \mathcal{A}) \rightarrow \mathcal{E M}(T / \mathcal{A})-$ see Exercise 5.4.19-is an isomorphism. It sends an algebra $\beta: T(Y) \rightarrow Y$ satisfying $\mathcal{A}$ to the interpretation $\llbracket-\rrbracket_{\mathrm{id}}: T / \mathcal{A}(Y) \rightarrow Y$ arising from the identity $Y \rightarrow Y$ as valuation This $K(\beta)$ is thus the unique map with $K(\beta) \circ[-]=\beta$.
In the other direction, given an Eilenberg-Moore algebra $\alpha: T / \mathcal{A}(X) \rightarrow X$ there is map $K^{-1}(\alpha)=\alpha \circ[-]: T(X) \rightarrow X$, which is an algebra because $[-]: T \Rightarrow T / \mathcal{A}$ is a map of monads. We have $K^{-1}(\alpha) \models \mathcal{A}$ since

This functor $K$ is an isomorphism, since:

$$
K^{-1}(K(\beta))=\llbracket-\rrbracket_{\mathrm{id}} \circ[-]=\beta \circ T(\mathrm{id})=\beta
$$

The equation $K\left(K^{-1}(\alpha)\right)=\alpha$ follows directly from the definition of $K$.
Before describing things more abstractly we consider terms from arities again, together with axioms. Quotienting terms by axioms gives another free construction, analogously to Proposition 6.6.1.
6.7.12. Corollary. Let \# be an arity with axioms $\mathcal{A}$. Then there is a finitary monad $T$ : Sets $\rightarrow$ Sets with a natural transformation $F_{\#} \Rightarrow T$, such that $F_{\#}$-algebras sat isfying $\mathcal{A}$ correspond to Eilenberg-Moore $T$-algebras, as in:
$\operatorname{Alg}\left(F_{\#}, \mathcal{A}\right) \cong \mathcal{E} \mathcal{M}(T)$
$(-\downarrow$ ets ${ }_{\kappa} T$
Proof. The free monad $F_{\#}^{*}$ is finitary by Exercise 6.6 .2 and it preserves weak pullbacks by Exercise 6.7.4. Hence we can take $T$ to be the quotient monad $F_{\#}^{*} / \mathcal{A}$ from Theorem 6.7.11, giving us a natural transformation $F_{\#} \Rightarrow F_{\#}^{*} \Rightarrow F_{\#}^{*} / \mathcal{A}=T$, and an isomorphism $\operatorname{Alg}\left(F_{\#}, \mathcal{A}\right) \cong \mathcal{E} \mathcal{M}\left(F_{\#}^{*}, \mathcal{A}\right) \cong \mathcal{E} \mathcal{M}(T)$. The monad $T$ is finitary because $F_{\#}^{*}$ is finitary and the map $F_{\#}^{*} \Rightarrow T$ consists of surjective quotient maps $[-]$.

The monad $T$ in this corollary can be defined explicitly on a finite set $n \in \mathbb{N}$ as the quotient:

$$
T(n)=F_{\#}^{*}(n) / \operatorname{Th}(\mathcal{A})(n) .
$$

This holds since $\mathcal{A}_{n}=\operatorname{Th}(\mathcal{A})(n)$ by Lemma 6.7.10 (ii).
For a term $[t] \in T(n)$ and a valuation $\rho: n \rightarrow T(m)$ with $\rho(i)=\left[s_{i}\right]$ we get:

$$
\begin{equation*}
\llbracket t \rrbracket_{\rho}=\left[t\left[s_{1} / v_{1}, \ldots, s_{n} / v_{n}\right]\right]_{\mathrm{Th}(\mathcal{A})}, \tag{6.26}
\end{equation*}
$$

where $v_{1}, \ldots, v_{n}$ are used as variables in $t$. It is used in the following basic result.
6.7.13. Theorem (Soundness and completeness). Consider an arity \# with axioms A. For two terms $t_{1}, t_{2} \in F_{\#}^{*}(n)$ the following are equivalent.
(i) $\mathcal{A} \vdash t_{1}=t_{2}$;
(ii) for each model $M \in \operatorname{Model}\left(F_{\#}, \mathcal{A}\right)$ one has $M\left(t_{1}\right)=M\left(t_{2}\right)$;
(iii) for each algebra $F_{\#}(X) \xrightarrow{a} X$ in $\mathbf{A l g}\left(F_{\#}, \mathcal{A}\right)$ one has $\llbracket t_{1} \rrbracket_{\rho}=\llbracket t_{2} \rrbracket_{\rho}$, for every $\rho: n \rightarrow X$.

Proof. The implication (i) $\Rightarrow$ (ii) is soundness and follows from the implication $M \models$ $\mathcal{A} \Rightarrow M \models \operatorname{Th}(\mathcal{A})$ from Lemma 6.7.6. The implication (ii) $\Rightarrow$ (iii) is based on Corol$\mathcal{A} \Rightarrow M \models \operatorname{Th}(\mathcal{A})$ from Lemma 6.7.6. The implication (iii) $\Rightarrow$ (iii) is based on Corol-
lary 6.6.5 (and Exercise 6.6.4), relating algebras and models. For the implication (iii) $\Rightarrow$ (i) we choose the quotient $T(n)=F_{\#}^{*}(n) / \operatorname{Th}(\mathcal{A})(n)$ from Corollary 6.7.12, with algebra structure:

$$
F_{\#}(T(n)) \xrightarrow{\theta} F_{\#}^{*}(T(n)) \xrightarrow{\xi_{n}} T(n),
$$

as in the proof of Theorem 6.7.11. We now take the monad's unit as valuation $\eta: n \rightarrow$ $T(n)$. It yields $\llbracket t_{1} \rrbracket_{\eta}=\llbracket t_{2} \rrbracket_{\eta}$, by assumption. This means $\left[t_{1}\right]=\left[t_{2}\right]$, by (6.26), and thus $\left(t_{1}, t_{2}\right) \in \operatorname{Th}(\mathcal{A})(n)$. The latter says $\mathcal{A} \vdash t_{1}=t_{2}$, as required.

In Corollary 6.7 .12 we have seen that an arity with equations can be described by a initary monad. We conclude this section by showing that each finitary monad is essentially given by an arity with equations.
Recall from Lemma 4.7.3 that for a functor $F:$ Sets $\rightarrow$ Sets there is an arity $\#_{F}=$ $\pi_{1}:\left(\bigcup_{i \in \mathbb{N}} F(i)\right) \rightarrow \mathbb{N}$, together with a natural transformation ap: $F_{\#_{F}} \Rightarrow F$. This natural transformation has components $\mathrm{ap}_{n}: F(n) \times X^{n} \rightarrow F(X)$ given by ap ${ }_{n}(u, h)=$ $F(h)(u)$. Lemma 4.7.3 states that these components are surjective if and only if $F$ is finitary.
If we apply these constructions to a monad $T$ : Sets $\rightarrow$ Sets we get an arity $\#_{T}$ and a natural transformation ap: $F_{\#_{T}} \Rightarrow T$. The free monad $F_{\# T}^{*}$ on $F_{\#_{T}}$ thus yields a map of monads $\overline{\mathrm{ap}}: F_{\# T}^{*} \Rightarrow T$ with $\overline{\mathrm{ap}} \circ \theta=\mathrm{ap}$, see Proposition 5.1.8. It can be described also via initiality, as in:
6.7.14. Proposition. For a monad $T$ on Sets with monad map $\overline{\mathrm{ap}}: F_{\# T}^{*} \Rightarrow T$ as described above, we define the theory of $T$ as the axiom system $\operatorname{Th}(T): \mathcal{K}_{\mathbb{N}}\left(F_{\# T}^{*}\right) \rightarrow$ EqRel defined as follows. For $n \in \mathbb{N}$,

$$
\operatorname{Th}(T)(n)=\operatorname{Ker}\left(\overline{\mathrm{ap}}_{n}\right)=\left\{\left(t_{1}, t_{2}\right) \in F_{\# T}^{*}(n) \times F_{\# T}^{*}(n) \mid \overline{\mathrm{ap}}_{n}\left(t_{1}\right)=\overline{\mathrm{ap}}_{n}\left(t_{2}\right)\right\} .
$$

Then:
( $n$ are congruence equivalences (and hence theories):
(ii) assuming $T$ is finitary, the maps $\overline{\mathrm{a}}_{X}: F_{\#_{T}}^{*}(X) \Rightarrow T(X)$ are surjective.

Proof. (i) For convenience we shall write $F$ for $F_{\# T}$. We first need to check that the mapping $n \mapsto \operatorname{Th}(T)(n)$ yields a functor $\mathcal{K}_{\mathbb{N}}\left(F^{*}\right) \rightarrow \mathbf{E q R e l}$. The relations $\operatorname{Th}(T)(n)$ re obviously equivalence relations. We check functoriality: for a map $f: n \rightarrow F^{*}(m)$ we are obviously equivalence relations. We check functoriality: for a map $f: n \rightarrow F^{*}(m)$ we
need to show $\left\langle t_{1}, t_{2}\right\rangle \in \operatorname{Th}(T)(n) \Rightarrow\left\langle f^{\natural}\left(t_{1}\right), f^{\S}\left(t_{2}\right)\right\rangle \in \operatorname{Th}(T)(m)$, where $f^{\S}=\mu^{F^{*}}{ }^{\circ}$ 。
$F^{*}(f)$ is the Kleisli extension of $f$. We have:

$$
\overline{\mathrm{ap}}_{m}\left(f^{\S}\left(t_{1}\right)=\left(\overline{\mathrm{ap}}_{m} \circ \mu^{F^{*}} \circ F^{*}(f)\right)\left(t_{1}\right)\right.
$$

$$
\begin{array}{ll}
=\left(\mu^{T} \circ T\left(\overline{\mathrm{ap}}_{m}\right) \circ \overline{\mathrm{ap}}_{m} \circ F^{*}(f)\right)\left(t_{1}\right) & \text { since ap is a map of monads } \\
=\left(\mu^{T} \circ T\left(\overline{\mathrm{a}}_{m}\right) \circ T(f) \circ \overline{\operatorname{ap}}_{n}\right)\left(t_{1}\right) & \\
=\left(\mu^{T} \circ T\left(\overline{\mathrm{ap}}_{m}\right) \circ T(f) \circ \overline{\operatorname{ap}}_{n}\right)\left(t_{2}\right) & \text { because }\left\langle t_{1}, t_{2}\right\rangle \in \operatorname{Th}(T)(n) \\
=\cdots & \\
=\overline{\mathrm{ap}}_{m}\left(f^{\S}\left(t_{2}\right)\right) . &
\end{array}
$$

Next we need to check that $\operatorname{Th}(T)(n)$ is a congruence. We do so by defining an algebra $b: F(\operatorname{Th}(T)(n)) \rightarrow \operatorname{Th}(T)(n)$. So assume we have a triple $\langle m \in \mathbb{N}, t \in T(m), h \in$ $\left.\operatorname{Th}(T)(n)^{m}\right\rangle \in F(\operatorname{Th}(T)(n))$, using that $F$ is the arity functor $F_{\#_{T}}$. We can consider $h$ as a tuple $h=\left\langle h_{1}, h_{2}\right\rangle$ of maps $h_{i}: m \rightarrow F^{*}(n)$. Hence we get two elements:

$$
\left\langle m \in \mathbb{N}, t \in T(m), h_{i} \in F^{*}(n)^{m}\right\rangle \in F\left(F^{*}(n)\right)
$$

By applying the second component of the initial algebra $\alpha_{n}: n+F\left(F^{*}(n)\right) \xlongequal{\cong} F^{*}(n)$ we can define:

$$
b(m, t, h)=\left\langle\alpha _ { n } \left(\kappa_{2}\left(m, t, h_{1}\right), \alpha_{n}\left(\kappa_{2}\left(m, t, h_{2}\right)\right\rangle .\right.\right.
$$

Using Diagram (6.27) one can show $b(m, t, h) \in \operatorname{Th}(T)(n)$.
(ii) Assuming the monad $T$ is finitary, the maps $\overline{\mathrm{ap}}: F^{*}(X) \Rightarrow T(X)$ are surjective or $u \in T(X)$ we can find $n \in \mathbb{N}, h \in X^{n}$ and $t \in T(n)$ with $T(h)(t)=u$. The triple $\langle n, t, h\rangle$ is then an element of $F_{\#_{T}}(X)$, which we simply write as $F(X)$. Using the free extension map $\theta: F \Rightarrow F^{*}$ from Proposition 5.1.8 we get $\theta(n, t, h) \in F^{*}(X)$. It proves surjectivity of $\overline{\mathrm{ap}}$ :

$$
\begin{aligned}
\overline{\mathrm{ap}}(\theta(n, t, h)) & =\operatorname{ap}(n, t, h) & & \text { by definition of } \overline{\mathrm{ap}} \\
& =T(h)(t) & & \text { by definition of ap, see Lemma 4.7.3 }
\end{aligned}
$$

$$
=u
$$

We now obtain a standard result in the theory of monads, see e.g. [315, 312] The triction to finitary monads can be avoided if one allows operations with arbitrary aitie re and not just finite arities as we use here.
6.7.15. Corollary. Each finitary monad $T$ can be described via operations and equations namely: via the arity $\#_{T}$ and theory $\operatorname{Th}(T)$ from the previous result one has

$$
T \cong F_{\# T}^{*} / \operatorname{Th}(T),
$$

using the quotient monad of Theorem 6.7.11.
Proof. Since both $F_{\# T}^{*}$ and $T$ are finitary, it suffices to prove the isomorphism for finite sets $n \in \mathbb{N}$. We know the maps $\overline{\mathrm{ap}}: F^{*}(n) \rightarrow T(n)$ are surjective. Hence, by Proposi tion 6.7 .8 (ii), $T(n)$ is isomorphic to the quotient $F_{\#,}^{*}(n) / \operatorname{Th}(T)(n)$, via the kernel:

$$
\operatorname{Ker}(\overline{\mathrm{ap}})=\left\{(s, t) \in F_{\# T}^{*}(n) \times F_{\# T}^{*}(n) \mid \overline{\mathrm{ap}}(s)=\overline{\mathrm{ap}}(t)\right\}=\operatorname{Th}(T)(n)
$$

6.7.16. Remark. A more abstract approach may be found in [306]. There, equations for a monad $T$ are given by an endofunctor $E$ together with two natural transformations for a monad $T$ are given by an endofunctor $E$ together with two natural transformations
$\tau_{1}, \tau_{2}: E \Rightarrow T$. Terms $t, s \in T(X)$ are then related if they are in the image of the tuple $\left\langle\tau_{1}, \tau_{2}\right\rangle: E(X) \rightarrow T(X) \times T(X)$. The free monad $E^{*}$ yields two maps of monad ple $\left\langle\tau_{1}, \tau_{2}\right\rangle: E(X) \rightarrow T(X) \times T(X)$. The free monad $E^{*}$ yields two maps of monad taking the coequaliser of $\overline{\tau_{1}}, \overline{\tau_{2}}$ in the category of monads.
The approach followed here, especially in Theorem 6.7.11, a bit more concrete. Moreover, the notion of equation that we use, in Definition 6.7.3, has closure under substitution built in.

## Exercises

6.7.1. Let $a: F(X) \rightarrow X$ and $b: F(Y) \rightarrow Y$ be two algebras with a surjective homomorphism $X \rightarrow Y$ between them. Use (6.17) to prove:

$$
a \models \mathcal{A} \Longrightarrow b \models \mathcal{A} .
$$

6.7.2. Assume an axiom system $\mathcal{A}$ for an arity functor $F_{\#}$. Prove:

$$
\mathcal{A} \vdash s_{i}=r_{i} \Longrightarrow \mathcal{A} \vdash t[\vec{s} / \vec{v}]=t[\vec{r} / \vec{v}] .
$$

6.7.3. For a monad $T$ on $\operatorname{Sets}$ consider the category $\operatorname{EnRel}_{\mathbb{N}}(T)$ obtained by pullback in:
$\underset{\mathcal{K}_{\mathbb{N}}(T)}{\text { EnRel }_{\mathrm{N}}(T)} \longrightarrow \stackrel{\downarrow}{\lrcorner} \longrightarrow$ Sets
(i) Give an explicit description of this category $\operatorname{EnRel}_{\mathbb{N}}(T)$.
(ii) Check that an axiom system as introduced in Definition 6.7 .3 corresponds to a section of the forgetful functor in:

$$
\begin{aligned}
& \operatorname{EnRel}_{\mathbb{N}}(T) \\
& \mathcal{A}\left({ }_{K \mathcal{C}_{\mathbb{N}}(T)}\right.
\end{aligned}
$$

6.7.4. Consider an arity $\#: I \rightarrow \mathbb{N}$ with associated arity functor $F_{\#}$ and free monad $F_{\#}^{*}$, sending a set $V$ to the set of terms $F_{\#}^{*}(V)=\mathcal{T}_{\#}(V)$, like in Proposition 6.6.1. Prove that $F_{\#}^{*}:$ Sets $\rightarrow$ Sets preserves weak pullbacks.
[Hint. Recall Exercise 6.6.1.]

### 6.8 Coalgebras and assertions

This section returns to the study of coalgebras, in particular, coalgebras with assertions If follows the main lines of the previous two sections on algebras and assertions, using predicates instead of relations as axioms.
First we look into cofree coalgebras for arity functors. They always exist, by Proposition 2.5.3, and are built from suitable observations. The explicit construction is a bit more complicated than for free algebras.
For an arity $\#: I \rightarrow \mathbb{N}$ and a set $C$ we shall consider infinite, finitely branching trees of the form:


More formally, we describe the set of these trees as:

$$
\begin{equation*}
\mathcal{O}_{\#}(C)=\left\{\varphi: \mathbb{N} \rightarrow(C \times I)^{\star}| | \varphi(0)|=1 \wedge \forall n \cdot| \varphi(n+1) \mid=\# \varphi(n)\right\}, \tag{6.29}
\end{equation*}
$$

where $|\sigma| \in \mathbb{N}$ denotes the length of a list $\sigma$, and:

$$
\#\left\langle\left(c_{1}, i_{1}\right), \ldots,\left(c_{n}, i_{n}\right)\right\rangle=\# i_{1}+\cdots+\# i_{n} .
$$

The elements of the set $C$ are sometimes called colours, because they occur as label throughout the trees in $\mathcal{O}_{\#}(C)$. They give rise to the following dual version of Proposition 6.6.1, see also [28].
6.8.1. Proposition. For an arity $\#: I \rightarrow \mathbb{N}$ and a set $C$, the above set of trees $\mathcal{O}_{\#}(C)$ describes the cofree coalgebra on $C$ for the arity functor $F_{\#}$. This gives rise to a right adjoint, as below, where the induced comonad is the cofree comonad $F_{\#}^{\infty}$ on the arity functor $F_{\#}$, with isomorphism $\operatorname{CoAlg}\left(F_{\#}\right) \cong \mathcal{E M}\left(F_{\#}^{\infty}\right)$ from Proposition 5.4.7

$$
\begin{gathered}
\mathcal{E M}\left(F_{\#}^{\infty}\right) \cong \operatorname{CoAlg}\left(F_{\#}\right) \\
U \downarrow-1) \mathcal{O}_{\#} \\
F_{\#}^{\infty}=U \mathcal{O}_{\#} \bigcirc \mathrm{Sets}^{(1)}
\end{gathered}
$$

Proof. The map $\varepsilon_{C}: \mathcal{O}_{\#}(C) \rightarrow C$ takes the $C$-element at the root of the tree, as in:

$$
\varepsilon_{C}(\varphi)=\pi_{1} \varphi(0) \in C .
$$

The coalgebra $\zeta_{C}: \mathcal{O}_{\#}(C) \rightarrow \coprod_{i \in I} \mathcal{O}_{\#}(C)^{\# i}$ sends a tree $\varphi$ to $i=\pi_{2} \varphi(0) \in I$ with it $m=\# i$ subtrees $\varphi_{1}, \ldots, \varphi_{m}$, as described in (6.28).
If we have an arbitrary coalgebra $d: X \rightarrow F_{\#}(X)$ with a function $f: X \rightarrow C$, there is map of coalgebras beh ${ }_{d}: X \rightarrow \mathcal{O}_{\#}(C)$ given as:

$$
\operatorname{beh}_{d}(x)=\left(\begin{array}{ll} 
& (f(x), i) \\
& \cdots \\
\operatorname{beh}_{d}\left(x_{1}\right) \\
& \\
\operatorname{beh}_{d}\left(x_{m}\right)
\end{array}\right)
$$

where $d(x)=\left(i,\left\langle x_{1}, \ldots, x_{m}\right\rangle\right)$ with $m=\# i \in \mathbb{N}$. Clearly, $\varepsilon_{C} \circ$ beh $_{d}=f$. It is not hard oo see that beh ${ }_{d}$ is the unique coalgebra homomorphism $X \rightarrow \mathcal{O}_{\#}(C)$

The next result is the analogue of Theorem 6.6.3 for comonads, in the style of Exer cise 6.6.5. It shows that coalgebras can also be understood as functorial models. In the algebraic case we restricted ourselves to finitary Kleisli categories $\mathcal{K}_{\mathbb{N}}(T)$, with natural numbers as objects. This is natural because terms in an algebraic context typically involve only finitely many variables. In a coalgebraic context the corresponding restriction to only finitely many observable outcomes is less natural. Therefore we use ordinary Kleisli categories in the coalgebraic setting. A consequence is that we do not get exactly the same result as Theorem 6.63
6.8.2. Theorem. For a comonad S: Se

$$
\begin{aligned}
\mathcal{E M}(S)^{\mathrm{op}} \xrightarrow[L]{\mathcal{L}} & {[\mathcal{K}(S), \text { Sets }]_{\mathrm{fp}} } \\
(X \xrightarrow{\gamma} S(X)) \longmapsto & \left(U \longmapsto U^{X}\right) .
\end{aligned}
$$

Proof. The action $\mathcal{L}(X, \gamma)(U)=U^{X}$ is functorial in $U$, since each Kleisli map $f: S(U) \rightarrow$ $V$ yields a map $\mathcal{L}(X, \gamma)(f): U^{X} \rightarrow V^{X}$ given by abstraction and strength as:

$$
\Lambda\left(U^{X} \times X \xrightarrow{\mathrm{id} \times \gamma} U^{X} \times S(X) \xrightarrow{\text { st }} S\left(U^{X} \times X\right) \xrightarrow{S(\mathrm{ev})} S(U) \xrightarrow{f} V\right),
$$

where the swapped strength map st' is as in (5.12). Explicitly

$$
\mathcal{L}(X, \gamma)(f)=\lambda g \in U^{X} . \lambda x \in X . f(S(g)(\gamma(x))) .
$$

We show that (Kleisli) identities are preserved, using that comonads on Sets are strong, see Exercise 5.2.13; preservation of composition is proven similarly, and is left to the reader.

$$
\begin{aligned}
\mathcal{L}(X, \gamma)(\mathrm{id}) & =\Lambda\left(\varepsilon \circ S(\mathrm{ev}) \circ \mathrm{st}^{\prime} \circ(\mathrm{id} \times \gamma)\right) \\
& =\Lambda\left(\mathrm{ev} \circ \varepsilon \circ \mathrm{st} \mathrm{t}^{\prime} \circ(\mathrm{id} \times \gamma)\right) \\
& =\Lambda(\mathrm{ev} \circ(\mathrm{id} \times \varepsilon) \circ(\mathrm{id} \times \gamma)) \\
& =\Lambda(\mathrm{ev}) \\
& =\mathrm{id} .
\end{aligned}
$$

This $\mathcal{L}$ is also functorial: for a map of coalgebras $(X \xrightarrow{\gamma} S(X)) \xrightarrow{h}(Y \xrightarrow{\beta} S(Y))$ we et a natural transformation $\mathcal{L}(h): \mathcal{L}(Y, \beta) \Rightarrow \mathcal{L}(X, \gamma)$ with components $\mathcal{L}(h)_{U}=U^{h}=$ $-) \circ h: U^{Y} \rightarrow U^{X}$
Clearly, this yields a faithful functor: if $U^{h}=U^{k}: U^{Y} \rightarrow U^{X}$ for each $U$, then by taking $U=Y$ and precomposing with the identity on $Y$ we get $h=Y^{h}\left(\operatorname{id}_{Y}\right)=$ $Y^{k}\left(\operatorname{id}_{Y}\right)=k$. For fullness we have to do more work. Assume a natural transformation $Y^{n}\left(\operatorname{ld}_{Y}\right)=k$. For fullness we have to do more work. Assume a natural transformation
$\sigma: \mathcal{L}(Y, \beta) \Rightarrow \mathcal{L}(X, \gamma)$. Applying the component $\sigma_{Y}: Y^{Y} \rightarrow Y^{X}$ at $Y$ to the identity $\sigma: \mathcal{L}(Y, \beta) \Rightarrow \mathcal{L}(X, \gamma)$. Applying the component $\sigma_{Y}: Y^{Y} \rightarrow Y^{X}$ at $Y$ to the identity
function yields a map $h=\sigma_{Y}($ id $Y): X \rightarrow Y$. We must show two things: $h$ is a map of function yields a map $h=\sigma_{Y}\left(\operatorname{id}_{Y}\right): X \rightarrow Y$. We must show the
coalgebras, and $\sigma_{U}=U^{h}: U^{Y} \rightarrow U^{X}$. We start with the latter.

- First we notice that for a function $f: U \rightarrow V$ we have:

$$
\mathcal{L}(X, \gamma)(f \circ \varepsilon)=f^{X}: U^{X} \longrightarrow V^{X} .
$$

We need to show $\sigma_{U}(g)=U^{h}(g)=g \circ h$ for each $g: Y \rightarrow U$. But such a function $g$ yields a naturality square.

$$
\begin{array}{cc}
\mathcal{L}(Y, \beta)(Y)=Y^{Y} \longrightarrow \sigma_{Y} & Y^{X}=\mathcal{L}(X, \gamma)(Y) \\
\mathcal{L}(Y, \beta)(g \circ \varepsilon)=g^{Y} \downarrow & g^{X}=\mathcal{L}(X, \gamma)(g \circ \varepsilon) \\
\mathcal{L}(Y, \beta)(V)=U^{Y} \longrightarrow & \sigma_{U} \longrightarrow U^{X}=\mathcal{L}(X, \gamma)(U)
\end{array}
$$

Now we are done:

$$
U^{h}(g)=g \circ h=g^{X}(h)=\left(g^{X} \circ \sigma_{Y}\right)\left(\operatorname{id}_{Y}\right)=\left(\sigma_{U} \circ g^{Y}\right)\left(\operatorname{id}_{Y}\right)=\sigma_{U}(g) .
$$

In order to show that $h=\sigma_{Y}\left(\mathrm{id}_{Y}\right): X \rightarrow Y$ is a map of coalgebras we use the nat urality diagram below. It involves the identity function $S(Y) \rightarrow S(Y)$, considered as map $Y \rightarrow S(Y)$ in the Kleisli category $K \ell(S)$.

$$
\begin{gathered}
\mathcal{L}(Y, \beta)(Y)=Y^{Y} \longrightarrow \sigma_{Y} \\
\mathcal{L}(Y, \beta)\left(\operatorname{id}_{S(Y)}\right) \mid \\
\mathcal{L}(Y, \beta)(S(Y))=S(Y)^{X} \xrightarrow[\sigma_{S(Y)}]{ } \quad \underset{\text { U }(X, \gamma)(Y)}{\mid \mathcal{L}(X, \gamma)\left(\operatorname{id}_{S(Y)}\right)} \\
U^{X}=\mathcal{L}(X, \gamma)(S(Y))
\end{gathered}
$$

The description (6.30) now yields the required equation.

$$
\begin{aligned}
S(h) \circ \gamma & =\mathcal{L}(X, \gamma)\left(\operatorname{id}_{S(Y)}\right)(h) & & \text { by (6.30) } \\
& =\left(\mathcal{L}(X, \gamma)\left(\operatorname{id}_{S(Y)}\right) \circ \sigma_{Y}\right)\left(\operatorname{id}_{Y}\right) & & \\
& =\left(\sigma_{S(Y)} \circ \mathcal{L}(Y, \beta)\left(\operatorname{id}_{S(Y)}\right)\right)\left(\operatorname{id}_{Y}\right) & & \text { by naturality } \\
& =\sigma_{S(Y)}(\beta) & & \text { by (6.30) } \\
& =S(Y)^{h}(\beta) & & \text { by the previous point } \\
& =\beta \circ h . & &
\end{aligned}
$$

We turn to assertions for coalgebras. Here we are not interested in the way that as sertions are formed syntactically, e.g. via modal operators like in Section 6.5, but in their meaning. There are several significant differences with the approach for algebras.

- In the coalgebraic case we will be using predicates instead of relations (as for alge bras)
- We distinguish axioms and axiom systems. Axioms are simply given by a subset of a final coalgebra. Axiom systems on the other hand involve collections of subsets, given in a functorial manner, like in Definition 6.7.3.
Axioms are easier to work with in the kind of coalgebraic "class-style" specifications that we are interested in here-see also the next section-and will thus receive most attention. Following [172] they may be called behavioural axioms (or sinks, like in [372]).
In particular, this emphasis on subsets of a final coalgebra as axioms means that arbitrary cofree coalgebras on colours (and "recolouring", see Exercise 6.8.8) do not play a big role here-unlike in many other papers [172, 47, 16].
- We do not describe a deductive calculus for predicates on coalgebras. Such a calculus is described in $[16,388]$ via a "child" and a "recolouring" rule, corresponding to the temporal operators $\square$ and $\boxtimes$ (see Exercise 6.8.8). These rules are defined via clo sure under all operations of some sort (successor and recolouring) and thus involve greatest fixed points. Hence they are not deductive logics in a traditional sense, with finite proof trees.
- As already explained above, before Theorem 6.8.2, we use ordinary (non-finitary) Kleisli categories in the coalgebraic case, since it is natural to have finitely many variables in (algebraic) terms, but not to restrict observations to finite sets.
6.8.3. Definition. (i) Let $F:$ Sets $\rightarrow$ Sets be a functor with final coalgebra $Z \xlongequal{\cong} F(Z)$ Axioms for $F$ are given by a (single) subset $\mathcal{A} \subseteq Z$.
A coalgebra $c: X \rightarrow F(X)$ satisfies $\mathcal{A}$ if the image of the unique coalgebra map beh $_{c}: X \rightarrow Z$ is contained in $\mathcal{A}$. That is, if there is a map of predicates $T(X) \rightarrow \mathcal{A}$ in:
$T(X) \|$ $\square$
or $\quad \coprod_{\text {beh }}(T) \leq \mathcal{A} \quad$ or $\quad \operatorname{beh}_{c}^{-1}(\mathcal{A})=T$.
where $\top(X)=(X \subseteq X)$ for the truth predicate on $X$. In that case we write $c \models \mathcal{A}$. (ii) Similarly, axioms for a comonad $S$ : Sets $\rightarrow$ Sets are given by a subset $\mathcal{A} \subseteq S(1)$ of the carrier of the final coalgebra $\delta: S(1) \rightarrow S^{2}(1)$, that is, of the cofree coalgebra on a inal/singleton set 1 .
An Eilenberg-Moore coalgebra $\gamma: X \rightarrow S(X)$ satisfies these axioms, written as $\gamma \models$ $\mathcal{A}$, if the image of the unique coalgebra map $S\left(!_{X}\right) \circ \gamma: X \rightarrow S(1)$ is contained in $\mathcal{A}$. (iii) In this way we get full subcategories:

$$
\operatorname{CoAlg}(F, \mathcal{A}) \hookrightarrow \operatorname{CoAlg}(F) \quad \text { and } \quad \mathcal{E M}(S, \mathcal{A}) \hookrightarrow \mathcal{E M}(S)
$$

## of functor and comonad coalgebras satisfying $\mathcal{A}$.

In case the comonad $S$ is a cofree comonad $F^{\infty}$ on a functor $F$, then the two ways of describing attributes coincide, because the final $F$-coalgebra $Z$ is the cofree comonad of describing attributes coincide, because the final $F$-coalgebra $Z$ is the cofree comonad
$F^{\infty}(1)$ at 1 . Moreover, validity for a functor coalgebra $X \rightarrow F(X)$ is the same as validity $F^{\infty}(1)$ at 1 . Moreover, validity for a functor coalgebra $X \rightarrow F(X)$ is the same a.
for the associated Eilenberg-Moore coalgebra $X \rightarrow F^{\infty}(X)$, see Exercise 6.8.2.
Axioms as defined above can also be described in a functorial manner. We shall do so below for comonads, and leave the analogue for functors as exercise below.
6.8.4. Lemma. Let $S:$ Sets $\rightarrow$ Sets be a comonad with axioms $\mathcal{A} \subset S(1)$. Then one can define two functors $\mathcal{A}^{\mathfrak{\chi}}$ and $\mathcal{A}^{\mathcal{E}} \mathcal{M}$ as below.



Acates
For an Eilenberg-Moore coalgebra $\gamma: X \rightarrow S(X)$ the following statements are then equivalent.
(a). $\gamma \models \mathcal{A}$;
(b). $\mathcal{A}^{\mathcal{E}}(X, \gamma)=\mathrm{T}$;
(c). $\gamma$ is a map of predicates $T(X) \rightarrow \mathcal{A}^{\mathcal{L}}(X)$, i.e. $\operatorname{Im}(\gamma)=\coprod_{\gamma}(T) \leq \mathcal{A}^{\mathcal{L}}(X)$;
(d). for each $f: X \rightarrow U$, the Kleisli extension $S(f) \circ \gamma: X \rightarrow S(U)$ is a map of predicate $\top(X) \rightarrow \mathcal{A}^{\mathcal{K}}(U)$.

This last formulation is the coalgebraic analogue of validity of axiom systems in algebras from Definition 6.7.3. Hence in the present context we shall call a collection of predicates $\mathcal{B}(U) \subseteq S(U)$ forming a functor $\mathcal{B}: K \mathcal{K}(S) \rightarrow$ Pred as in the above triangle on the left an axiom system. Such a system is automatically closed under substitution$X \rightarrow S(X)$ if the image of the coalgebra is contained in $\mathcal{B}(X) \subset S(X)$, like in (c) above. Equivalently, condition (d) may be used.

Proof. (i) For an object (set) $U \in \operatorname{Kl}(S)$ use the unique map ${ }_{U}: U \rightarrow 1$ to define a predicate by pullback:

$$
\mathcal{A}^{\kappa \mathcal{L}}(U)=S\left(!_{U}\right)^{-1}(\mathcal{A}) \subseteq S(U) .
$$

We have to show that for each map $g: U \rightarrow V$ in the Kleisli category $\mathcal{K \ell}(S)$, the resulting Kleisli extension $g^{\S}=S(g) \circ \delta: S(U) \rightarrow S(V)$ is a map of predicates $\mathcal{A}^{\text {Ke }}(U) \rightarrow$ $\mathcal{A}^{\mathcal{K}}(V)$. But this holds because the equation:

$$
S\left(!_{V}\right) \circ g^{\Phi}=S\left(!_{V} \circ g\right) \circ \delta=S\left(!_{S(U)}\right) \circ \delta=S\left(!_{U} \circ \varepsilon\right) \circ \delta=S\left(!_{U}\right)
$$

yields the required dashed map in:


By the Pullback Lemma (Exercise 4.2.6) the rectangle on the left is a pullback
(ii) Similarly, for an Eilenberg-Moore algebra $\gamma: X \rightarrow S(X)$ one defines a predicate:

$$
\mathcal{A}^{\mathcal{M} \mathcal{M}}(X, \gamma)=(S(!X) \circ \gamma)^{-1}(\mathcal{A}) \subseteq X .
$$

For a map of coalgebras $(X \xrightarrow{\gamma} S(X)) \xrightarrow{h}(Y \xrightarrow{\beta} S(Y))$ one obtains a pullback on the left below.

$S(!x) \circ \gamma$
This works since:

$$
S\left(!_{Y}\right) \circ \beta \circ h=S\left(!_{Y}\right) \circ S(h) \circ \gamma=S\left(!_{X}\right) \circ \gamma .
$$

(iii) Finally, $\gamma \models \mathcal{A}$ in (a) means $\amalg_{S(!x) \circ \gamma}(T) \leq \mathcal{A}$. Equivalently, $T=\left(S\left(!_{X}\right)\right.$ $\gamma)^{-1}(\mathcal{A})=\mathcal{A}^{\mathcal{E} \mathcal{M}}(X, \gamma)$ as in (b). But since $\left(S\left(!_{X}\right) \circ \gamma\right)^{-1}(\mathcal{A})=\gamma^{-1} S\left(!_{X}\right)^{-1}(\mathcal{A})=$ $\gamma^{-1}\left(\mathcal{A}^{\mathfrak{L}}(X)\right)$ this is equivalent to the statement in (c): $\amalg_{\gamma}(T) \subseteq \mathcal{A}^{\mathfrak{K}}(X)$. For each function $f: X \rightarrow U$ the map $S(f)=(f \circ \varepsilon)^{\S}: S(X) \rightarrow S(Y)$ is a map of predicate $\mathcal{A}^{\mathfrak{K}}(X) \rightarrow \mathcal{A}^{\mathcal{K}}(U)$ by functoriality of $\mathcal{A}^{\mathcal{L}}$. Hence by precomposing this map with the map in (c) we get (d). In order to get from (d) to (a) one instantiates with $f=\operatorname{id}_{X}$.
6.8.5. Example. We consider a simplified version of the bank account specification from Example 6.5.2, with only a balance bal: $X \rightarrow \mathbb{N}$ and deposit operation dep: $X \times \mathbb{N} \rightarrow X$ The relevant assertion:

$$
\operatorname{bal}(\operatorname{dep}(x, n))=\operatorname{bal}(x)+n
$$

was written in Example 6.5.2 in modal logic style as:

$$
\text { bal } \downarrow m \vdash[\operatorname{dep}(n)](\text { bal } \downarrow(m+n)) .
$$

The assertion (6.31) can be interpreted directly in any coalgebra $\langle$ dep, bal $\rangle: X \rightarrow F(X)$, for $F=(-)^{\mathbb{N}} \times \mathbb{N}$, namely as subset of the state space:

$$
\begin{equation*}
\{x \in X \mid \forall n \in \mathbb{N} . \operatorname{bal}(\operatorname{dep}(x, n))=\operatorname{bal}(x)+n\} . \tag{6.32}
\end{equation*}
$$

One expects that assertion (6.31) holds in the coalgebra if this set is the whole of $X$. We investigate this situation in some detail.
Definition 6.8.3 involves assertions as subsets of final coalgebras. By Proposition 2.3.5 the final $F$-coalgebra is $\mathbb{N}^{\mathbb{N}^{\top}}$ with operations:

$$
\operatorname{bal}(\varphi)=\varphi(\langle \rangle) \quad \text { and } \quad \operatorname{dep}(\varphi, n)=\lambda \sigma \in \mathbb{N}^{\star} \cdot \varphi(n \cdot \sigma) .
$$

The assertion (6.31) can be described as subset of this final coalgebra:

$$
\mathcal{A}=\left\{\varphi \in \mathbb{N}^{\mathbb{N}^{*}} \mid \forall n \in \mathbb{N} . \varphi(\langle n\rangle)=\varphi(\langle \rangle)+n\right\} .
$$

For an arbitrary coalgebra $\langle$ dep, bal $\rangle: X \rightarrow X^{\mathbb{N}} \times \mathbb{N}$ the unique coalgebra map beh : $X \rightarrow$ $\mathbb{N}^{\mathbb{N}^{*}}$ is, following the proof of Proposition 2.3.5, given by:

$$
\operatorname{beh}(x)=\lambda \sigma \in \mathbb{N}^{\star} . \operatorname{bal}\left(\operatorname{dep}^{*}(x, \sigma)\right)
$$

$$
=\lambda\left\langle n_{1}, \ldots, n_{k}\right\rangle \in \mathbb{N}^{\star} \cdot \operatorname{bal}\left(\operatorname{dep}\left(\cdots \operatorname{dep}\left(x, n_{1}\right) \cdots, n_{k}\right)\right) \text {. }
$$

We can now see that the predicate (6.32) is simply beh ${ }^{-1}(\mathcal{A})$. Hence our earlier statement that validity of the assertion means that the predicate (6.32) is all of $X$ is precisely what is formulated in Definition 6.8.3.

We add two more observation
(i) A simple example of a model of this specification takes the natural numbers $\mathbb{N}$ as Tate space. The balance operation bal: $\mathbb{N} \rightarrow \mathbb{N}$ is the identity function and the deposit state space. The balance operation bal: $\mathbb{N} \rightarrow \mathbb{N}$ is the identity function, and the deposit to see that this model is the final one satisfying this assertion: for an arbitrary coalgebra $c: X \rightarrow X^{\mathbb{N}} \times \mathbb{N}$ satisfying (6.31), its "balance" map $\pi_{2} \circ c: X \rightarrow \mathbb{N}$ is a map of coalgebras. Exercise 6.8.4 deals with an alternative "history" model that keeps track of past transactions.
(ii) We briefly describe the functorial description $\mathcal{A}^{\mathcal{L}}: \mathcal{K \ell}\left(F^{\infty}\right) \rightarrow$ Pred of assertions, from Lemma 6.8.4, for this bank example. An explicit description of the cofree comonad $F^{\infty}(U)=(U \times \mathbb{N})^{\mathbb{N}^{x}}$ is obtained via Propositions 2.5.3 and 2.3.5. Its operations are

$$
\operatorname{bal}(\varphi)=\pi_{2} \varphi(\langle \rangle) \quad \text { and } \quad \operatorname{dep}(\varphi, n)=\lambda \sigma \in \mathbb{N}^{\star} \cdot \varphi(n \cdot \sigma) .
$$

The axiom system $\mathcal{A}^{\mathcal{K}}: \mathcal{K \ell}\left(F^{\infty}\right) \rightarrow$ Pred from Lemma 6.8.4 determined by (6.31) is given by:

$$
\mathcal{A}^{\mathfrak{K}}(U)=F^{\infty}(!U)^{-1}(\mathcal{A})=\left\{\varphi \in F^{\infty}(U) \mid \forall n \in \mathbb{N} . \pi_{2} \varphi(\langle n\rangle)=\pi_{2} \varphi(\langle \rangle)+n\right\} .
$$ This bank account will be investigated further in Example 6.8.10 below

Recall from Exercise 6.2.5 that for a comonad $S$ on Sets the associated predicate lifting $\operatorname{Pred}(S):$ Pred $\rightarrow$ Pred is also a comonad. Hence we can consider its category of coalgebras. These Eilenberg-Moore coalgebras capture $S$-invariants.
6.8.6. Lemma. Let $S$ : Sets $\rightarrow$ Sets be a comonad with axiom system $\mathcal{A} \subseteq S(1)$. Recall he induced functor $\mathcal{A}^{\mathfrak{K} \ell}: \mathcal{K \ell}(S) \rightarrow$ Pred from Lemma 6.8.4. For each set $U$ we define a new predicate $\square \mathcal{A}^{\mathcal{L}}(U) \subseteq S(U)$ via the Knaster-Tarski Fixpoint Theorem (see e.g. [110, Chapter 4]), namely as greatest fixed point of the following monotone operator

$$
\mathcal{P}(S(U)) \xrightarrow{\mathcal{A}^{\mathcal{K}}(U) \wedge \delta^{-1}(\operatorname{Pred}(S)(-))} \mathcal{P}(S(U))
$$

Hence, $\square \mathcal{A}^{\mathscr{K}}(U)$ is the greatest invariant for the coalgebra $\delta: S(U) \rightarrow S^{2}(U)$, contained in $\mathcal{A}^{\mathfrak{K}}(U)$, see Figure 6.4.

This yields a functor (or axiom system) $\square \mathcal{A}^{\mathcal{K}}$ in a situation:


For a coalgebra $\gamma: X \rightarrow S(X)$ one has:

$$
\gamma \models \mathcal{A} \Longleftrightarrow \gamma \models \square \mathcal{A}^{\mathcal{L}} .
$$

The role of invariants (or subcoalgebras) for validity, as expressed by the last result, is mphasised in [47].
Proof. The (greatest) fixed point $\square \mathcal{A}^{\mathfrak{L}}(U)=\mathcal{A}^{\mathfrak{K}}(U) \wedge \delta^{-1}\left(\operatorname{Pred}(S)\left(\square \mathcal{A}^{\mathcal{L}}(U)\right)\right)$ is by construction contained in $\mathcal{A}^{\mathfrak{L}}(U)$; the inclusion $\square \mathcal{A}^{\mathfrak{L}}(U) \subseteq \delta^{-1}\left(\operatorname{Pred}(S)\left(\square \mathcal{A}^{\mathcal{L}}(U)\right)\right)$ gives a factorisation:

| $\square \mathcal{A}^{\text {KL }}(U)-\cdots \rightarrow \operatorname{Pred}(S)\left(\square \mathcal{A}^{\text {KX }}(U)\right)$ |  |
| :---: | :---: |
|  |  |
|  | $\delta \longrightarrow S^{2}(U)$ |

By Exercise 6.2 .5 this is actually an Eilenberg－Moore coalgebra of the comonad $\operatorname{Pred}(S)$ ， and thus an $S$－invariant．
In order to show that $\square \mathcal{A}^{\mathcal{K}}$ is a functor，assume a map $f: S(U) \rightarrow V$ ．We have to show $f^{\mathscr{\natural}}=S(f) \circ \delta$ is a map of predicates $\square \mathcal{A}^{\mathcal{K}}(U) \rightarrow \square \mathcal{A}^{\mathcal{K}}(V)$ ．We have：

$$
\amalg_{f^{s}}\left(\square \mathcal{A}^{\text {KL }}(U)\right) \subseteq \amalg_{f^{s}}\left(\mathcal{A}^{\text {Kદ }}(U)\right) \subseteq \mathcal{A}^{\text {KL }}(V) .
$$

The second inclusion follows from the fact that $\mathcal{A}^{\alpha \ell}$ is a functor．Since $\amalg_{f}$ s preserves invariants，by Exercise 6.2 .5 ，we get $\left.\amalg_{f^{s}}\left(\square \mathcal{A}^{\mathcal{L}}(U)\right) \subseteq \square \mathcal{A}^{\mathcal{L}}(V)\right)$ ，because the latter is the greatest invariant contained in $\mathcal{A}^{\mathcal{K}}(V)$
Assume a coalgebra $\gamma: X \rightarrow S(X)$ ．If $\gamma \models \square \mathcal{A}^{\mathcal{L}}$ ，then $\gamma \models \mathcal{A}$ because of the nclusions $\square \mathcal{A}^{\mathfrak{K} \mathcal{L}}(1) \subseteq \mathcal{A}^{\mathfrak{K}}(1)=\mathcal{A}$ ，as subsets of $S(1)$ ．For the other direction，from $\gamma \vDash \mathcal{A}$ we obtain $\amalg_{\gamma}(\mathrm{T}) \subseteq \mathcal{A}^{\mathcal{K}}(X)$ as in Lemma 6.8 .4 （c）．But since the image $\amalg_{\gamma}(\mathrm{T})$ is an invariant，again by Exercise 6．2．5，we get $\amalg_{\gamma}(T) \subseteq \square \mathcal{A}^{\mathcal{L}}(X)$ ．

We recall from（6．8）that comprehension $\{-\}$ can be described categorically as a func or Pred $\rightarrow$ Sets，sending a predicate $P \hookrightarrow X$ to its domain $P$ ，considered as a se itself．This functor $\{-\}$ is right adjoint to the truth functor $T$ ：Sets $\rightarrow$ Sets．Also in the present context comprehension is a highly relevant operation，that takes invariants to （sub）coalgebras．
6．8．7．Proposition．Let $S$ be a comonad on Sets
（i）As a functor，$S$ preserves injection
（ii）Thus：$\{\operatorname{Pred}(S)(P)\} \cong S(\{P\})$ ．
（iii）Comprehension $\{-\}$ lifts to Eilenberg－Moore coalgebras in：


Proof．（i）By Lemma 2．1．7 $S$ preserves injections $f: X \rightarrow Y$ with $X \neq \emptyset$ ．There is counit map $S(\emptyset) \rightarrow \emptyset$ ，which gives $S(\emptyset)=\emptyset$ since $\emptyset$ is a strict initial object in Sets．Hence $S$ preserves all injections．
（ii）Recall that predicate lifting $\operatorname{Pred}(S)$ applied to a predicate $m: P \hookrightarrow X$ is obtained by epi－mono factorisation of $S(m): S(P) \rightarrow S(X)$ ．But since $S(m)$ is injective by（i），we get $\operatorname{Pred}(S)(P)=S(P)$ ．Or，a bit more formally，$\{\operatorname{Pred}(S)(m)\}=S(\{m\})$ ．
（iii）By Exercise 2．5．13，using the isomorphism from the previous point．
．．8．8．Theorem．Let $S:$ Sets $\rightarrow$ Sets be a comonad with an axiom system $\mathcal{A} \subseteq S(1)$ ． Then there is a＂subset＂comonad $\{S \mid \mathcal{A}\}:$ Sets $\rightarrow$ Sets with a comonad map $\pi:\{S \mid \mathcal{A}\} \Rightarrow$ $S$ ，and with an isomorphism of categories $\mathcal{E M}(\{S \mid \mathcal{A}\}) \xrightarrow{\Longrightarrow} \mathcal{E M}(S, \mathcal{A})$ in：


A similar result involving an induced subcomonad occurs in［159］，starting from a covariety（a suitably closed class of coalgebras），instead from axioms．

Proof．On a set $X$ ，define $\{S \mid \mathcal{A}\}(X)$ to be the carrier of the Eilenberg－Moore subcoalge－ bra obtained by comprehension from the invariant $\square \mathcal{A}^{\mathscr{L}}(X)$ from Lemma 6．8．6，in


The axioms $\mathcal{A}$ hold by construction in the coalgebra $\vartheta_{X}$ ：by functoriality of $\mathcal{A}^{\mathcal{L}}$ we get a nap $\{S \mid \mathcal{A}\}(X) \rightarrow \mathcal{A}(S(X))$ in：
$\{S \mid \mathcal{A}\}(X)=\square \mathcal{A}^{\text {Kе }}(X) \longleftrightarrow \mathcal{A}^{\text {Ke }}(X) \longrightarrow \mathcal{A}^{\text {K久 }}(S(X)$
It gives us the required factorisation below，using the pullback property from Lemma 6．8．4：


Next we show that the mapping $X \mapsto \vartheta_{X}$ forms a right adjoint to the forgetful functor $\mathcal{E M}(S, \mathcal{A}) \rightarrow$ Sets．For a coalgebra $\beta: Y \rightarrow S(Y)$ satisfying $\mathcal{A}$ there is a bijective correspondence：

This works as follows
－Given a function $g: Y \rightarrow X$ we obtain $S(g) \circ \beta: Y \rightarrow S(X)$ ，which is a map of coalgebras $\beta \rightarrow \delta$ ．We get $\amalg_{S(⿴) \beta}(T) \subseteq \mathcal{A}^{\text {人从 }}(X)$ in

Since $\amalg_{S(q) \beta}(T)$ is an invariant by Exercise 6.2 .5 ，it is included in the greates invariant：$\coprod_{S(g) \circ \beta}(T) \subseteq \square \mathcal{A}^{\mathcal{L}}(X)=\{S \mid \mathcal{A}\}(X)$ ．Hence there is a unique map of coalgebras $\bar{g}: Y \rightarrow\{S \mid \mathcal{A}\}(X)$ with $\pi_{X} \circ \bar{g}=S(g) \circ \beta$ ．
－Given a map of coalgebras $h: Y \rightarrow\{S \mid \mathcal{A}\}(X)$ ，take $\bar{h}=\varepsilon \circ \pi_{X} \circ h: Y \rightarrow X$ ．

We leave it to the reader to check the remaining details of this correspondence, and proceed to show that $\{S \mid \mathcal{A}\}$ is a comonad. We have a counit and comultiplication

$$
\begin{aligned}
\varepsilon_{X}^{\{S \mid \mathcal{A}\}} & =\left(\{S \mid \mathcal{A}\}(X) \xrightarrow{\pi_{X}} S(X) \xrightarrow{\varepsilon_{X}^{S}} X\right) \\
\delta_{X}^{\{S \mid \mathcal{A}\}} & =\left(\{S \mid \mathcal{A}\}(X) \xrightarrow{\left.\overline{\operatorname{id}_{\{S \mid \mathcal{A}\}}}\{S \mid \mathcal{A}\}^{2}(X)\right) .}\right.
\end{aligned}
$$

The comultiplication is obtained as map of coalgebras via the above adjoint correspon dence. Then, by construction it satisfies: $\pi \circ \delta_{X}^{\{S \mid \mathcal{A}\}}=\vartheta_{X}$. This makes $\pi:\{S \mid \mathcal{A}\} \Rightarrow S$ map of comonads, since:

$$
S(\pi) \circ \pi \circ \delta^{\{S \mid \mathcal{A}\}}=S(\pi) \circ \vartheta=\delta^{S} \circ \pi .
$$

What remains is to show that the comparison functor $K: \mathcal{E M}(S, \mathcal{A}) \rightarrow \mathcal{E M}(\{S \mid \mathcal{A}\}$ is an isomorphism. This functor $K$ sends a coalgebra $\beta: Y \rightarrow S(Y)$ satisfying $\mathcal{A}$ to the coalgebra $K(\beta)=\overline{\mathrm{id}_{Y}}: Y \rightarrow\{S \mid \mathcal{A}\}(Y)$ obtained via the above adjunction. Thus, by construction, $K(\beta)$ is unique with $\pi \circ K(\beta)=\beta$.
In the other direction we have a functor $K^{-1}$ that sends a coalgebra $\gamma: X \rightarrow\{S \mid \mathcal{A}\}(X$
 in $\mathcal{A}^{\mathfrak{K}}(X)$, see

$$
X \underset{\gamma}{\longrightarrow}\{S \mid \mathcal{A}\}(X) \underset{\pi}{\longrightarrow} S(X)
$$

Obviously, $K^{-1}(K(\beta))=\beta$. And the equation $K\left(K^{-1}(\beta)\right)=\beta$ holds since $K\left(K^{-1}(\beta)\right)$ is the unique map $f$ with $\pi \circ f=K^{-1}(\beta)$. Since $K^{-1}(\beta)=\pi \circ \beta$ this unique map must be $\beta$ itself.

The next result comes from [222], where it occurs in more limited form, with a direct proof (not via the previous theorem)
6.8.9. Corollary. Let $F$ : Sets $\rightarrow$ Sets be a functor with cofree comonad $F^{\infty}$ and axioms $\mathcal{A} \subseteq F^{\infty}(1)$. Then there is a comonad $S$ with natural transformation $S \Rightarrow F$ and an isomorphism of categories:

$$
\operatorname{CoAlg}(F, \mathcal{A}) \cong \mathcal{E M}(S)
$$

Proof. Of course one defines $S$ as subset comonad $S=\left\{F^{@} \mid \mathcal{A}\right\}$ from Theorem 6.8.8, with isomorphism $\operatorname{CoAlg}\left(F^{\infty}, \mathcal{A}\right) \cong \mathcal{E M}(S)$ and (composite) natural transformation with isomorphism $\operatorname{CoAlg}\left(F^{\infty}, \mathcal{A}\right) \cong \mathcal{E} \mathcal{M}(S)$ and (composite) natural transformations
$S \Rightarrow F^{\infty} \Rightarrow F$. Further, by Exercise 6.8.2, and Proposition 5.4.7 there is an isomorphism $\operatorname{CoAlg}(F, \mathcal{A}) \cong \mathcal{E M}\left(F^{\infty}, \mathcal{A}\right)$. Hence we are done

We return to our earlier bank account example, in order to determine the associated comonad.
6.8.10. Example. In the context of Example 6.8 .5 we will explicitly calculate what the comonad is whose Eilenberg-Moore coalgebras are precisely the models of the bank assertion $\operatorname{bal}(\operatorname{dep}(x, n))=\operatorname{bal}(x)+n$ from (6.31), for coalgebras $\langle\operatorname{dep}$, bal $\rangle: X \rightarrow F(X)=$ $X^{\mathbb{N}} \times \mathbb{N}$. We already saw the cofree comonad comonad $F^{\infty}$ is given by $F^{\infty}(X)=$ $(X \times \mathbb{N})^{\mathbb{N}^{*}}$, with predicates:

$$
\mathcal{A}^{\mathfrak{L}}(X)=\left\{\varphi \in F^{\infty}(X) \mid \forall n \in \mathbb{N} . \pi_{2} \varphi(\langle n\rangle)=\pi_{2} \varphi(( \rangle)+n\right\} .
$$

It is not hard to see that the greatest invariant contained in it is:

$$
\square \mathcal{A}^{\text {Kथ }}(X)=\left\{\varphi \in F^{\infty}(X) \mid \forall \sigma \in \mathbb{N}^{\star} . \forall n \in \mathbb{N} . \pi_{2} \varphi(n \cdot \sigma)=\pi_{2} \varphi(\sigma)+n\right\} .
$$

For elements $\varphi$ in this subset the function $\pi_{2} \circ \varphi: \mathbb{N}^{\star} \rightarrow \mathbb{N}$ is thus completely determined by the value $\pi_{2} \varphi(\langle \rangle) \in \mathbb{N}$ on the empty sequence. Hence this invariant can be identified with:

$$
S(X)=X^{\mathbb{N}^{*}} \times \mathbb{N} .
$$

This is the comonad we seek. Its counit and comultiplication are:

$$
\varepsilon(\varphi, m)=\varphi(\langle \rangle) \quad \delta(\varphi, m)=\left\langle\lambda \sigma \in \mathbb{N}^{\star} .\left\langle\lambda \tau \in \mathbb{N}^{\star} . \varphi(\sigma \cdot \tau), m+\Sigma \sigma\right\rangle, m\right\rangle,
$$

where $\Sigma \sigma \in \mathbb{N}$ is the sum of all the numbers in the sequence $\sigma \in \mathbb{N}^{\star}$.
Now assume we have an Eilenberg-Moore coalgebra $\gamma=\left\langle\gamma_{1}, \gamma_{2}\right\rangle: X \rightarrow S(X)=$ $X^{\mathbb{N}} \times \mathbb{N}$. The coalgebra equations $\varepsilon \circ \gamma=\operatorname{id}$ and $S(\gamma) \circ \gamma=\delta \circ \gamma$ amount to the following two equations

$$
\gamma_{1}(x)(\langle \rangle)=x
$$

$$
\left\langle\lambda \sigma \cdot \gamma\left(\gamma_{1}(x)(\sigma)\right), \gamma_{2}(x)\right\rangle=\left\langle\lambda \sigma \cdot\left\langle\lambda \tau \cdot \gamma_{1}(x)(\sigma \cdot \tau), \gamma_{2}(x)+\Sigma \sigma\right\rangle, \gamma_{2}(x)\right\rangle .
$$

The latter equation can be split into two equations: for all $\sigma, \tau \in \mathbb{N}^{\star}$,

$$
\gamma_{2}\left(\gamma_{1}(x)(\sigma)\right)=\gamma_{2}(x)+\Sigma \sigma \quad \gamma_{1}\left(\gamma_{1}(x)(\sigma)\right)(\tau)=\gamma_{1}(x)(\sigma \cdot \tau) .
$$

These equations show that $\gamma_{2}$ is the balance operation bal and that $\gamma_{1}$ is the iterated deposit operation dep ${ }^{*}$, from (2.22), described as monoid action.

We conclude with some additional observations.
8.11. Remarks. (i) In Corollary $6 \cdot 7.15$ we have seen that each finitary monad can be described via operations and assertions. There is no similar result for comonads. The construction for a monad $T$ relies on natural maps $\coprod_{n \in \mathbb{N}} T(n) \times X^{n} \rightarrow T(X)$ from an arity functor to $T$, which are surjective if and only $S$ one may consider maps of the form:

$$
\begin{aligned}
& S(X) \\
& u \longmapsto \prod_{n \in \mathbb{N}} S(n)^{\left(n^{x}\right)} \\
& u \lambda n \cdot \lambda h \in n^{X} \cdot S(h)(u) .
\end{aligned}
$$

One can require that these maps are injective, and then proceed with the functor $F(X)=$ $\prod_{n \in \mathbb{N}} S(n)^{\left(n^{x}\right)}$ on the right-hand-side. However, this functor $F$ does not seem to have cofree coalgebras, so that the subset comonad construction from Theorem 6.8 .8 does not cofree coalgebras, so that the subset comonad construction from Theorem 6.8.8 does not
work here. Additionally, the functor $F$ is not a standard arity functor of the form that we have worked with in this book. The associated (non-standard) operations have been we have worked with in this book. The associated (non-standard) operations
investigated to some extent in [296], to which we refer for further information.
(ii) Much work has been done towards a "coalgebraic Birkhoff theorem", characterising class of coalgebras that is defined by assertions via suitable closure properties, see for nstance [172, 378, 158, 372, 293, 47, 28, 16, 159, 388]. Colours and cofree coalgebras play an important role in this work-unlike here.
(iii) In the end, the categorically inclined reader may wish to try to describe the quotient monad $T / \mathcal{A}$ from Theorem 6.7.11 and the subset comonad $\{S \mid \mathcal{A}\}$ from Theorem 6.8.8 via quotient and comprehension adjunctions between suitable categories of (co)monads.

## Exercises

6.8.1. Describe the action on morphisms of the functor $\mathcal{O}_{\#}$ from Proposition 6.8.1
6.8.2. Let $F:$ Sets $\rightarrow$ Sets be a functor with cofree comonad $F^{\infty}$ and axioms $\mathcal{A} \subset F^{\infty}(1)$, where $F^{\infty}(1)$ is the final $F$-coalgebra. Recall from the proof of Proposition 5.4 .7 how the Eilenberg-Moore coalgebra $K(c): X \rightarrow F^{\infty}(X)$ associated with the functor coalgebra $c: X \rightarrow F(X)$ is obtained. Prove: $c \models \mathcal{A} \Longleftrightarrow K(c) \models \mathcal{A}$.
6.8.3. Let $F$ : Sets $\rightarrow$ Sets be a functor with axioms $\mathcal{A} \subseteq Z$, where $Z \cong F(Z)$ is a final coalgebra. Define, like in Lemma 6.8.4, a functor

6.8.4. Consider the bank account specification from Example 6.8.5. Use the set $\mathbb{N}^{+}$of non-empty sequences of natural numbers as state space for a "history" model, with balance opera ion bal $=$ last: $\mathbb{N}^{+} \rightarrow \mathbb{N}$; define a deposit operation dep: $\mathbb{N}^{+} \times \mathbb{N} \rightarrow \mathbb{N}^{+}$such tha assertion (6.31) holds.
6.8.5. Prove explicitly that the functor $S$ with $\varepsilon, \delta$, as described in Example 6.8.10, is a comonad on Sets.
6.8.6. Let $S$ : Sets $\rightarrow$ Sets be a comonad with axiom system $\mathcal{A}$. Define validity of $\mathcal{A}$ in functorial model $\mathcal{K \ell}(S) \rightarrow$ Sets, in such a way that for a coalgebra $\gamma: X \rightarrow S(X)$,

$$
\gamma \models \mathcal{A} \Longleftrightarrow \mathcal{L}(X, \gamma) \models \mathcal{A},
$$

where $\mathcal{L}$ is the functor from Theorem 6.8.2.
6.8.7. Consider the more elaborate bank account from Example 6.5.2, with balance, deposit and withdraw operations combined as coalgebra of the functor.

$$
F(X)=\mathbb{N} \times X^{\mathbb{N}} \times(X+X)^{\mathbb{N}} .
$$

(i) Prove that this functor can be massaged into the isomorphic form

$$
X \longmapsto \mathbb{N} \times \mathcal{P}(\mathbb{N}) \times X^{\mathbb{N}+\mathbb{N}},
$$

(ii) Use Propositions 2.5.3 and 2.3.5 to determine the cofree coalgebra $F^{\infty}$ on $F$ as:

$$
F^{\infty}(X)=(X \times \mathbb{N} \times \mathcal{P}(\mathbb{N}))^{(\mathbb{N}+\mathbb{N})^{*}}
$$

Describe the balance, deposit and withdraw operations from Example 6.5 .2 explicitly on $F^{\infty}(X)$.
(iii) Interpret the assertions from Example 6.5.2 as subset $\mathcal{A} \subseteq F^{\infty}(1)$, and also as invari ant $\square \mathcal{A}^{\text {KX }}(X) \subseteq F^{\infty}(X)$,
(iv) Prove that the resulting comonad, as in Corollary 6.8.9, is $S(X)=X^{(\mathbb{N}+\mathbb{N})^{*}} \times \mathbb{N}$ (Thus, the final coalgebra $S(1)$ is $\mathbb{N}$, like for the bank account specification in Exam ple 6.8.5.)
. Let $S$ be a comonad on Sets. Following [47], we write, for a subset $P \subseteq S(X)$,

$$
\boxtimes P=\bigcap\left\{h^{-1}(P) \mid h: S(X) \rightarrow S(X) \text { is a coalgebra map }\right\} .
$$

(i) Check that $\boxtimes P \subseteq P$. This $\boxtimes P$ is the greatest subset of $P$ closed under all recolouring $h$ of $P$.
ii) Axiom systems are automatically closed under $\boxtimes$ : prove that for an axiom system $\mathcal{A}: \mathcal{K}(S) \rightarrow$ Pred, where $\mathcal{A}(X) \subseteq S(X)$, one has $\boxtimes \mathcal{A}(X)=\mathcal{A}(X)$.

```
Coalgebraic Specification Fibonacci
Operations
    val: \(X \longrightarrow \mathbb{N}\)
    next: \(X \longrightarrow X\)
Assertions
    \(\operatorname{val}(\operatorname{next}(\operatorname{next}(x)))=\operatorname{val}(\operatorname{next}(x))+\operatorname{val}(x)\)
Creation
    val(new) \(=1\)
    \(\operatorname{val}(\) next \((\) new \())=1\)
```

Figure 6.4: A coalgebraic specification of a Fibonacci system

### 6.9 Coalgebraic class specifications

This final section illustrates the use of assertions for coalgebras in the description of statebased systems in computer science. After a simple example of such system specifications, he so-called bakery algorithm (introduced by Lamport [299]) is elaborated. Its aim is to guarantee mutually exclusive access to crucial resources. Several (temporal) properties are derived from the assertions, given as axioms.
We start with the well-known mathematical structure of Fibonacci numbers, formulated coalgebraically. Figure 6.4 presents a simple illustration of a "coalgebraic specification". It will be explained step-by-step. A coalgebraic specification is a structured text with a ame (here: 'Fibonacci') that describes coalgebras with an initial state satisfying asser ions. More formally, a coalgebraic specification consists of three parts or sections, labelle ,, 408$]$ for more details.
The operations section consists of a finite list of coalgebras $c_{i}: X \rightarrow F_{i}(X)$ of simple polynomial functors $F_{i}$. Of course, they can be described jointly as a single coalgebra hese operations seprately, with their own names, Among the operations one sometimes istingishes between "fields" (or "observers") and "methods", Fields are coalgebras of he form $X \longrightarrow A$ whose result type $A$ is a constant that does not contain the state space $X$. Hence these fields do not change the state, but only give some information about it. In contrast, methods have the state $X$ in their result type and can change the state, i.e, have a side-effect. Hence, in Figure 6.4, the operation val is a field and next is a method
In object-oriented programming languages a class is a basic notion that combines data with associated operations on such data. A coalgebraic specification can be seen as specification of such a class, where the fields capture the data and the methods their operations.
The assertions section contains assertions about the coalgebras in the operations sec-
on. They involve a distinguished variable $x: X$, so that they can be interpreted as predtion. They involve a distinguished variable $x: X$, so that they can be interpreted as pred-
icates on the state space $X$, much like in Example 6.8.5. The assertions are meant to constrain the behaviour of the coalgebras in a suitable manner.
Finally, the creation section of a coalgebraic specification contains assertions about the assumed initial state new. These assertions may involve the coalgebras from the operations ection.
A model of a coalgebraic specification consists of (1) a coalgebra $c$ of the (combined, product) type described in the operations section of the specification, that satisfies the asertions, and (2) an initial state that satisfies the creation conditions.

Here is a possible model of the Fibonacci specification from Figure 6.4. As state space

```
class Fibonacci {
    private int current_value;
    private int previous_value
    public int val() {
        return current_value;
    }
    public void next()
        int next_value = current_value + previous_value;
        previous_value = current_value;
        current_value = next_value;
    }
    public Fibonacci() {
    current_value = 1;
    }
```

Figure 6.5: A Java implementation for the Fibonacci specification from Figure 6.4 we take

$$
\begin{equation*}
X=\left\{(f, n) \in \mathbb{N}^{\mathbb{N}} \times \mathbb{N} \mid \forall m \geq n . f(m+2)=f(m+1)+f(m)\right\} \tag{6.33}
\end{equation*}
$$

## with operation

$$
\operatorname{val}(f, n)=f(n) \quad \text { and } \quad \operatorname{next}(f, n)=(f, n+1) .
$$

It is clear that the resulting coalgebra $\langle$ val, next $\rangle: X \rightarrow \mathbb{N} \times X$ satisfies the assertion from Figure 6.4. As initial state we can take new $=(f i b, 0) \in X$, where $f i b: \mathbb{N} \rightarrow \mathbb{N}$ is the well-known recursively defined Fibonacci function satisfying $f i b(0)=1, f i b(1)=1$, and $f i b(m+2)=f i b(m+1)+f i b(m)$, for all $m \in \mathbb{N}$. Notice that our states $(f, n) \in$ $X$ implicitly keep track of the stage $n$ in the infinite sequence of Fibonacci numbers $\langle f i b(0), f i b(1), f i b(2), \ldots\rangle$. But this stage is not directly visible from the outside. The specification only requires that the current value is available, and that a next state can be omputed.
Earlier we mentioned that coalgebraic specifications can be understood as specifications Earlier we mentioned that coalgebraic specifications can be understood as specifications
of classes in object-oriented programming languages. We shall sketch how this works, by describing a class in the object-oriented programming language Java [43] that can be under in Figure 65. First we of the Fibonacci specification from Figure 6.4. It is presented where the specification uses (unbounded) natural numbers $\mathbb{N}$, since $\mathbb{N}$ is not available in Java ${ }^{2}$ This already leads to a mismatch. Further, the Java implementation uses an auxil ary field previous value which is not present in the specification. However, since it iary field previous_value which is not present in the specification. However, since it is private and since it has no "get" method, this previous_value is not visible from
the outside. Apart from overflow (caused by the bounded nature of int), the assertion from Figure 6.4 seems to hold for the implementation. Also, the creation conditions seem to hold for the initial state resulting from the constructor Fibonacci () in Figure 6.5.
Continuing the discussion of this Java implementation a bit further, one can ask whether
here is a way to make it mathematically precise that the Java implementation from Figure 6.5 yields a model (as defined above) for the coalgebraic specification in Figure 6.4.

[^5]```
class Fibonacci {
//@ invariant previous_value >= 0 &&
//@ <urrent_value >= previous_value;
private int current_value;
private int previous_value;
/e ensures \result == current_value;
    public int val() {
        return current_value;
}
    //@ assignable previous_value, next_value;
    //@ ensures previous_value == \old(current_value) &&
    //@ current_value == \old(current_value)
    public void next() {
        int next_value = current_value + previous_value;
        previous_value = current_value;
        current_value = next_value;
}
    //@ assignable previous_value, next_value;
    //@ ensures previous_value == 0 && current_value == 1;
    public Fibonacci() 
        current_value = 1;
    }
}
```

Figure 6.6: The Java Fibonacci class from Figure 6.5 with JML annotations

One way is to give a "coalgebraic semantics" to Java by interpreting Java programs as suitable coalgebras. This happened for instance in [67, 245, 238]. However, from a proramming perspective it makes more sense to incorporate assertions as used in coalgebraic specification into the programming language. This can be done for instance via the specification language JML [85]. It involves assertions, like class invariants and pre- and post-conditions for methods, that can be checked and verified with the aid of various tools. Figure 6.6 contains an annotated version of the Java Fibonacci class, where logical asserions are preceded by special comment signs $/ / @$ making them recognisable for special JML compilers and tools. The assertions themselves are mostly self-explanatory, except possibly for two keywords: \old (-) that refers to the value of a field before a method call, and \result refers to the outcome of a (non-void) method.

We return to our more mathematically oriented approach to coalgebraic specifications, and ask ourselves what the final coalgebra is satisfying the assertion from Figure 6.4gnoring the initial state for a moment. The general approach of Theorem 6.8.8, con cretely described in Example 6.8.10, tells that we should first look at the final coalgebra of the functor $X \mapsto \mathbb{N} \times X$-which is $\mathbb{N}^{\mathbb{N}}$ by Proposition 2.3.5-and consider the greatest invariant $P=\square$ (assertion) $\subseteq \mathbb{N}^{\mathbb{N}}$ as subcoalgebra. It is not hard to see that $P=\left\{f \in \mathbb{N}^{\mathbb{N}} \mid \forall m . f(m+2)=f(m+1)+f(m)\right\}$. This means that any $f \in P$ satisfying the assertions can be identified with $\mathbb{N}^{2}=\mathbb{N} \times \mathbb{N}$, with operations val: $\mathbb{N}^{2} \rightarrow \mathbb{N}$
and next: $\mathbb{N}^{2} \rightarrow \mathbb{N}^{2}$ given by

$$
\operatorname{val}\left(n_{1}, n_{2}\right)=n_{2} \quad \text { and } \quad \operatorname{next}\left(n_{1}, n_{2}\right)=\left(n_{2}, n_{2}+n_{1}\right) .
$$

It satisfies the assertion from Figure 6.4:

$$
\begin{aligned}
\operatorname{val}\left(\operatorname{next}\left(\operatorname{next}\left(n_{1}, n_{2}\right)\right)\right) & =\operatorname{val}\left(\operatorname{next}\left(n_{2}, n_{2}+n_{1}\right)\right) \\
& =\operatorname{val}\left(n_{1}+n_{2},\left(n_{2}+n_{1}\right)+n_{2}\right) \\
& =\left(n_{2}+n_{1}\right)+n_{2}
\end{aligned}
$$

$$
=\operatorname{val}\left(\operatorname{next}\left(n_{1}, n_{2}\right)\right)+\operatorname{val}\left(n_{1}, n_{2}\right) .
$$

Within this final coalgebra we also find the initial state new $=(0,1) \in \mathbb{N}^{2}$ satisfying the creation condition from Figure 6.4.
Interestingly, this final coalgebra with initial state corresponds closely to the Java implementation from Figure 6.5. It forms the "minimal realisation" of the required behaviour, which only needs to involve two natural numbers.

### 6.9.1 Bakery algorithm

We now consider a more elaborate example of a coalgebraic specification. Imagine a situation where different, distributed systems need to share access to a scarce common resource tion where different, distributed systems need to share access to a scarce common resource,
such as a printer. The access is required to be exclusive: only one system may be at a "critsuch as a printer. The access is required to be exclusive: only one system may be at a "crit-
ical stage", i.e. have access to the resource, at any time. Mutual exclusion is a fundamental ical stage", i.e. have access to the resource, at any time. Mutual exclusion is a fundamental
issue in distributed computing, for which many different algorithms have been proposed. We shall consider one particular solution: the bakery algorithm of [299]. It is a classic, decentralised protocol, based on the idea of regulating access via a ticket system as used for example in bakeries: upon entrance each customer takes a ticket; when customers want to access the common resource (the clerk behind the counter), the numbers on their slips are compared, and the one with the lowest numbered slip wins.
The basic idea of this algorithm is quite simple. But a precise formalisation and verifi cation is far from trivial. Here we shall present a coalgebraic formalisation using assertions. The format will use coalgebraic specifications as introduced earlier in this section, involving an unbounded number of processes that may be in one of three states: 'idle', 'trying', 'critical'. We do not focus on obtaining a model of this specification, but on deriving logica consequences. Our verification will concentrate on the following two crucial properties.

- Safety: at most one process is 'critical' at any time.
- Liveness: a process that is 'trying' will eventually become 'critical'

These properties will be formulated via the temporal logic of coalgebras from Section 6.4 These properties will be formulated via the temporal logic of coalgebras from Section 6.4 .
In our coalgebraic description of the bakery algorithm there is a class bakery in Figure 6.8 , which contains a field procs: $X \times \mathbb{N} \rightarrow$ process describing in each state $x \in X$ processes process $(x, n)$ indexed by $n \in \mathbb{N}$, each with their own state. These processes have in this ticket list The formalisation of processes is given in Figure 67 We use as before, he symbol ' $X$ ' to describe the state space. There is no connection between $X$ ' si differn tween $X$ 's in different pecifications.
In the process specification there are four fields, and one method next: $X \rightarrow X+X$ The use of the structured output type $X+X$ is typically coalgebraic. It says that the method may result in two different modes, each time producing a successor state. In thi
specification we underspecify the coproduct outcomes, and thus introduce a modest of non-determinism: the assertions do not prescribe in which of the outcomes of + the result next $(x)$ will be. This is somehow left to the environment, which is not included in

Coalgebraic Specification process

## Operations

state : $X \longrightarrow\{$ idle,trying, critical $\}$
processid: $X \longrightarrow \mathbb{N}$
ownticket: $X \longrightarrow \mathbb{N}$
ticketlist: $X \times \mathbb{N} \longrightarrow \mathbb{N}$
next: $X \longrightarrow X+X$
Assertions
state $(x)=$ idle $\Rightarrow$
CASES next $(x)$ OF
$\kappa_{1}(y) \longmapsto / /$ remain idle
$\operatorname{processid}(y)=\operatorname{processid}(x) \wedge$
state $(y)=$ idle $\wedge$
ownticket $(y)=0$
$\kappa_{2}(z) \longmapsto / /$ become trying, with highest ticket
$\operatorname{processid}(z)=\operatorname{processid}(x) \wedge$
state $(z)=$ trying $\wedge$
$\forall n \in \mathbb{N} . n \neq \operatorname{processid}(z) \Rightarrow$
ticketlist $(z, n)<\operatorname{ownticket}(z)$
state $(x)=$ trying $\Rightarrow$
CASES next $(x)$ OF
$\kappa_{1}(y) \longmapsto / /$ give up trying, and become idle $\operatorname{processid}(y)=\operatorname{processid}(x) \wedge$ state $(y)=$ idle $\wedge$ ownticket $(y)=0$
$\kappa_{2}(z) \longmapsto / /$ become critical if own ticket is lowest
$\operatorname{processid}(z)=\operatorname{processid}(x) \wedge$
(IF $\forall n \in \mathbb{N} . n \neq \operatorname{processid}(z) \Rightarrow$
(ticketlist $(x, n)=0 \vee \operatorname{ownticket}(x)<\operatorname{ticketlist}(x, n)$ )
THEN state $(z)=$ critical $\wedge$ ownticket $(z)=0$
$\operatorname{ELSE} \operatorname{state}(z)=\operatorname{trying} \wedge \operatorname{ownticket}(z)=\operatorname{ownticket}(x))$
state $(x)=$ critical $\Rightarrow$
CASES next $(x)$ OF
$\kappa_{1}(y) \longmapsto / /$ only one tick critical allowed
false
$\kappa_{2}(z) \longmapsto / /$ become idle
$\operatorname{processid}(z)=\operatorname{processid}(x) \wedge$
state $(z)=$ idle $\wedge$
ownticket $(z)=0$

## Coalgebraic Specification baker <br> Operations <br> procs: $X \times \mathbb{N} \longrightarrow$ process $\quad / /$ see Figure 6.7 <br> next: $X \longrightarrow X$

## Assertions

(1) $\forall n, m, k \in \mathbb{N}$. ticketlist $(\operatorname{procs}(x, n), k)=\operatorname{ticketlist}(\operatorname{procs}(x, m), k)$
(2) $\forall n \in \mathbb{N}$. ticketlist(procs $(x, n), n)=\operatorname{ownticket}(\operatorname{procs}(x, n))$
(3) $\forall n \in \mathbb{N}$. processid $(\operatorname{procs}(x, n))=n$
(4) $\forall n \in \mathbb{N} \cdot \operatorname{procs}(\operatorname{next}(x))=\operatorname{CASES} \operatorname{next}(\operatorname{procs}(x, n))$ OF

$$
\kappa_{1}(y) \longmapsto y
$$

$\kappa_{2}(z) \longmapsto z$
Creation
(1) $\forall n \in \mathbb{N}$. ownticket(procs(new, $n$ )) $=0$
(2) $\forall n \in \mathbb{N}$. state $($ procs $($ new,$n))=$ idle

Figure 6.8: A specification of the bakery algorithm
the specification. The assertion only tells that what is the case when next $(x)$ ends up in the eft or right +-component.

The assertion in Figure 6.7 captures the relevant properties. It involves explanatory comments after the comment marker ' $/ /$ '. The intended cycle of a process is idle $\rightarrow$ trying $\rightarrow$ critical $\rightarrow$ idle. The first + -option in the output of next $(x)$ is for stagnation or fall-back, and the second one is for progress.
We briefly review the process assertions, in Figure 6.7. First we note that the processid never changes by moving to a successor state. What does change are the process's ticket ownticket $(x) \in \mathbb{N}$ and state state $(x) \in\{$ idle, trying, critical $\}$. The assertion block con tains a conjunction of three implications. The first one says that if the current state state $(x)$ is idle and next $(x)$ ends up in the first + -option, i.e. is of the form $\kappa_{1}(y)$, then the resulting successor state $y$ is still idle, with the same processid, and with ticket 0 . If however next $(x)$ is of the form $\kappa_{2}(z)$ in the second +-option, then the state has become trying, the processid is unchanged, and its own ticket is bigger than all the others.
The second implication tells that if the current state is trying, and next $(x)$ is of the form $\kappa_{1}(y)$, then the process falls back and is again idle. If $\operatorname{next}(x)=\kappa_{2}(z)$ then the process is either still trying, or has become critical. The later is only possibe ir th ticket is han all he others. Notice that in becoming citical the ticket is reset to 0 .
The final implication deals with the case when the process' state is critical. The result ext $(x)$ is then forced to be of the form $\kappa_{2}(z)$, with $z$ 's state idle. This says that after The use of colgebras in this become idle.
The use of coalgebras in this specification is not essential. It is convenient because it exploits the typing to clearly distinguish different forms of termination for the 'next' oper ation. Different processes are combined in the bakery specification itself, see Figure 6.8 The latter behaves for each process as the process's own next, see assertion (4). The firs The later behaves for each process as the process's own next, see assertion (4). The first
two assertions (1) and (2) ensure that all processes share the same ticket list, in which the two assertions $(1)$ and (2) ensure that all processes share the same ticket list, in which the
ticket of process $n$ occurs at index $n$. The third assertion says that the identity of process $n$ is indeed $n$. The creation condition say that in the initial state of the whole bakery system each process is in state idle with ticket equal to 0

In the remainder of this section we shall list some consequences of the specification
in Figure 6.8-where we assume that the assertions from Figure 6.7 hold for each process $\operatorname{procs}(x, n)$. The most important consequences are 'safety' and 'liveness' (see Propositions 6.9 .2 and 6.9 .3 below). All these results have been proven formally using the theorem prover PVS [337], indexStheorem!- prover after the automatic translation of coalgebraic class specifications to logical theories from [200, 199, 408, 373]. This translation generates in particular appropriate definitions for bisimilarity, invariance, and temporal operators. We shall especially use the latter

The first results link the ticket with the state of a process, in all reachable states.
6.9.1. Lemma. The following two results can be derived from the bakery assertions in Figure 6.8.

```
\(\square(\{x \in X \mid \operatorname{ownticket}(\operatorname{procs}(x, n))=0 \Longleftrightarrow\)
        \((\operatorname{state}(\operatorname{procs}(x, n))=\) idle \(\vee \operatorname{state}(\operatorname{procs}(x, n))=\) critical \()\})(\) new \()\)
\(\square(\{x \in X \mid \operatorname{ownticket}(\operatorname{procs}(x, n))>0 \Longleftrightarrow\)
\[
\operatorname{state}(\operatorname{procs}(x, n))=\text { trying }\})(\text { new })
\]
```

Statements of the form $\square(P)$ (new) express that $P$ holds for all successor states of the nitial state, i.e. for all reachable states.

Proof. We shall sketch the proof only of the first statement, since the second one readily follows from the first one. According to the meaning of the henceforth operator $\square-$, see Definition 6.3.1, we need to provide a predicate $P \subseteq X$ with:

1. $P$ (new)
2. $P$ is an invariant, i.e. $P(x) \Rightarrow P(y)$ when $\operatorname{next}(x)=\kappa_{1}(y)$, and also $P(x) \Rightarrow P(z)$ when $\operatorname{next}(x)=\kappa_{2}(z)$.
3. $P(x) \Longrightarrow(\operatorname{ownticket}(\operatorname{procs}(x, n))=0 \Longleftrightarrow$
$(\operatorname{state}(\operatorname{procs}(x, n))=$ idle $\vee \operatorname{state}(\operatorname{procs}(x, n))=$ critical $))$
It is not hard to see that we can take for $P$ the predicate inside the $\square(-)$ operator, i.e. the predicate on the right-hand-side of the implication $\Longrightarrow$ in (3).
6.9.2. Proposition (Safety). No two processes are critical at the same time: for all process indices $n, m \in \mathbb{N}$,

$$
\left.\begin{array}{rl}
\square(\{x \in X \mid & \operatorname{state}(\operatorname{procs}(x, n))
\end{array}\right)=\text { critical } \wedge .
$$

Proof. Like before, the predicate inside $\square(-)$ is an invariant.
6.9.3. Proposition (Liveness). A process that is trying-and does not give up in such a situation-will eventually become critical:
$\square(\{x \in X \mid \operatorname{state}(\operatorname{procs}(x, n))=$ trying $\Rightarrow$
state $(\operatorname{procs}(\operatorname{next}(x), n)) \neq i d l e\})($ new $)$
$\square(\{x \in X \mid$ state $(\operatorname{procs}(x, n))=$ trying $\Rightarrow$
$\diamond(\{y \in X \mid \operatorname{state}(\operatorname{procs}(y, n))=$ critical $\})(x)\})($ new $)$

Proof. The proof uses Lemma 6.9.1 together with the following auxiliary statement about uniqueness of tickets: for all process indices $n, m \in \mathbb{N}$,

$$
\begin{array}{r}
\square(\{x \in X \mid \operatorname{ownticket}(\operatorname{procs}(x, n))=\operatorname{ownticket}(\operatorname{procs}(x, m)) \wedge \\
\quad \text { ownticket }(\operatorname{procs}(x, n))>0 \Longrightarrow n=m\})(\text { new }) .
\end{array}
$$

The argument centres around the fact that in each reachable state the number of processes with non-zero ticket below process $n$ 's ticket is finite, and decreases with every next-step. Hence eventually it will become process $n$ 's turn.
As already mentioned, the above coalgebraic presentation of Lamport's bakery algorithm relies on the formalisation of the coalgebraic class specification language 'CCSL' and its translation to logical theories. Similar techniques have become also available a an extension (called 'CoCASL') of the common algebraic specification language 'CASL' see [333].
This coalgebraic formalism is more powerful than the one originally used by Lamport, namely TLA, for temporal logic of actions [300]. TLA involves variables $v$ and their primed version $v^{\prime}$ describing their value in a successor state. These variables can be understood as fields $v: X \rightarrow A$ on a state space $X$, with a method next: $X \rightarrow X$ so that $v^{\prime}=v \circ$ next. In a coalgebraic setting there can be much more complicated and expressive methods than just $X \rightarrow X$.

## Exercises

69.1. Describe the unique coalgebra map from the state space (6.33) to the final coalgebra $\mathbb{N}^{2}$ of the Fibonacci specification in Figure 6.4. Check that it preserves the initial state.
6.9.2. Derive from the Fibonacci specification in Figure 6.4:

$$
\square(\{x \in X \mid \operatorname{val}(\operatorname{next}(x)) \geq \operatorname{val}(x)\})(\text { new }) .
$$

6.9.3. Consider the functor $F(X)=\mathbb{N} \times X$ for the Fibonacci specification in Figure 6.4
(i) Show that the cofree comonad $F^{\infty}$ on $F$ is given by $F^{\infty}(X)=(X \times \mathbb{N})^{\mathbb{N}}$; describe the coalgebra structure $F^{\infty}(X) \rightarrow F\left(F^{\infty}(X)\right)$. Interpret the assertion from Figure 6.4 as a subset the greatest invariant $\square \mathcal{A}(X) \subseteq F^{\infty}(X)$.
(iii) Prove that the comonad induced by Corollary 6.8 .9 is:

$$
S(X)=X^{\mathbb{N}} \times \mathbb{N} \times \mathbb{N},
$$

with counit and comultiplication

$$
\varepsilon(\varphi, m, n)=\varphi(0)
$$

$$
\begin{aligned}
& \varepsilon(\varphi, m, n)=\varphi(0) \\
& \delta(\varphi, m, n)=\langle\lambda k \in \mathbb{N} \cdot\langle\varphi(k+(-)), \operatorname{Fib}(k, m, n)\rangle, m, n\rangle,
\end{aligned}
$$

where $F i b(k,-): \mathbb{N}^{2} \rightarrow \mathbb{N}^{2}$ is the outcome of the monoid action obtained by doing $k$ Fibonacci steps starting from the input:

$$
F i b(0, m, n)=(m, n) \quad F i b(k+1, m, n)=F i b(k, n, m+n) .
$$

Check that the Eilenberg-Moore coalgebras of $S$ correspond to Fibonacci coalgebra (without initial state).
6.9.4. Consider a coalgebra $\langle$ val, next $\rangle: X \rightarrow \mathbb{N} \times X$ satisfying the assertion from the Fibonacci specification in Figure 6.4. Prove that for each $x \in X$ and $\epsilon>0$,

$$
\diamond\left(\square\left(\left\{y \in X\left|\left|\frac{\operatorname{val}(\operatorname{next}(y))}{\operatorname{val}(y)}-\frac{1+\sqrt{5}}{2}\right|<\epsilon\right\}\right)\right)(x)\right.
$$

[This is coalgebraic/temporal way of saying the the limit of the quotient $\frac{\left.\operatorname{valalnex}^{(n+1)}(x)\right)}{\left.\text { val }^{(n e x t}(n)(x)\right)}$ is the golden ratio $\frac{1+\sqrt{5}}{2}$, as $n$ goes to infinity.]
6.9.5. What is the functor associated with the process specification from Figure 6.7? Describe the associated modal operators (see Exercise 65.5). Use these operators to reformulate the assertions in Figure 6.7.
6.9.6. Prove the 'uniqueness of tickets' assertion in the beginning of the proof of Proposition 6.9.3
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for coalgebras, 260
- relation, 20 external -, 140 internal -, 140
equation, 294
equivalence
—of automata, 105
- of categories, 72,79
effective - relation, 102, 262
evaluation morphism, 32
event system, iii
exception
- in Java, 3
xpectation monad, 185
expectation nad, 185
exponent
- in a category, 32
- polynomial functor, 37
expressivity, 283
external equality, 140
factorisation, 99

$$
\text { - system, } 99,136
$$

logical - system, 136
falsity

$$
\begin{aligned}
& \text { - predicate, } 32 \\
& \text { - relation. } 32
\end{aligned}
$$

field, 16,319
filter, 185, 286
filter,
final

- for deterministic automata, 51

| - for image-finite non-deterministic automata, 53 | $\begin{aligned} & \text { - semantics, } 289 \\ & \text { fuzzy predicate, } 227 \end{aligned}$ |
| :---: | :---: |
| - of sequences, 6 |  |
| weakly -, 169 | Galois connection, 68, 95 |
| - object, 27 | - between backward and forward |
| - state, 41, 52 | temporal operators, 274 |
| finitary | - between direct and inverse im- |
| - functor, 167 | age, 35 |
| Kleisli category, 288 | - between inverse image and prod- |
| finite | uct, 35 |
| - Kripke polynomial functor, 37 | - for predicate lifting, 247 |
| - coproducts, 29 | game, 47 |
| - powerset, 33 | generic, 85 |
| - products, 27 | - temporal operators, 15 |
| finitely branching transition system, 109 | Giry monad, 121, 133 |
| fixed point | grammar |
| greatest -, 18, 54 | context-free -, 45, 207 |
| least -, 18 | graph, 92, 94, 205 |
| old, 57 | -relation, 21 |
| free | grep, 105 |
| - Zermelo Fraenkel algebra, 64 | group, 19 |
| - algebra, 71, 80, 287 | Abelian -, 219 |
| - construction, 69 |  |
| -iterative monad, 241 | Haskell, 182 |
| - monad on a functor, 188, 222 | Hausdorff space, 142 |
| - monoid, 23, 48, 69 | head, 5 |
| - variable, 81 | - normal form, 268 |
| - for Böhm tree, 269 | henceforth, 258, 263 |
| Frobenius condition, 140 | - for sequences, 14 |
| full abstractness, 104 | Hennessy-Milner property, 283 |
| full and faithful functor, 77 | hidden |
| ully abstract interpretation, 59 | - algebra, 65 |
| unctor, 1, 21 | - sort, 65 |
| $\omega$-accessible -, 167 | Hofstadter's Mu-puzzle, 267 |
| accessible -, 167 | homomorphism |
| affine - , 55, 171 | - of algebras, 56 |
| analytical -, 178 | - of coalgebras, 22 |
| arity -, 38 |  |
| co-continuous - , 165 | ideal in a poset, 220 |
| comparison -, 193, 229 | identity |
| composition of -s, 21 | - functor, 21 |
| constant -, 21 | -relation, 20 |
| distribution -, 55, 120 | image |
| endo - 21 | - -finite non-deterministic automa- |
| $\text { finitary }-, 167$ | ton, 53 |
| forgetful -, 21 | - as invariant, 255 |
| full and faithful -, 77 | direct -, 33, 90 |
| identity -, 21 | inverse -, 33, 90 |
| locally continuous -, 216 | indexed category, 138, 281 |
| locally monotone - , 210 | indiscrete |
| multiset -, 118 | - preorder, 69 |
| shapely -, 179 | - topology, 77 |
| strong -, 200 | induction |
| unctorial, 21 | - definition principle, 59 |

$$
\begin{aligned}
& \text { - of sequences, } \\
& \text { weakly }-169 \\
& - \text { object, } 27
\end{aligned}
$$

$$
\text { - state, 41, } 52
$$

finitary
Kleisli category, 288
finite
Ripke polynomial functor, 37
-oprodas, 2

- products, 27
finitely branching transition system, 109

greatest -, 18, 54
fold, 57
—Zermelo Fraenkel algebra, 64

- algebra, 71, 80, 28
- iterative monad, 24
- monad on a functor, 188, 222
- monoid, 23, 48, 6
- for Böhm tree, 269
robenius condition, 1
full and faithful functor, 7
fully abstract interpretation, 59
nitor, 1,2
$\omega$-accessible -, 167
accessible -, 167
affine -, 55,171
analytical- 38
co-continuous - 165
comason -, 193, 229
constant - 21
distribution -, 55, 120
endo - 21
forgetful -, 21
identity -21
locally continuous -, 216
locally monotone -, 210
multiset -, 118
strong -, 200
functorial, 21
fuzzy predicate, 227
ction, 68, 95
- between backward and forward
temporal operators, 274
- between inverse image and prod
- for predicate lifting, 24
,
- temporal operators, 15
context-free -, 45, 20
raph, $92,94,205$
rep, 105
Abelian -, 219
Haskell, 182
Hausdorff space, 142
enceforth, 258,263
- for sequences, 14
Hennessy-Milner property, 283
hidden
- sort, 65

Hofstadter's Mu-puzzle, 267
-

$$
\text { - of coalgebras, } 2
$$

in
dentity
-
mage

$$
\text { ton } 53
$$

$$
\begin{aligned}
& \text { - as invariant, } 255 \\
& \text { direct }-33.90
\end{aligned}
$$

$$
\begin{aligned}
& \text { direct - }, 33,90 \\
& \text { inverse -, } 33,9
\end{aligned}
$$

idexed category, 138, 281
—preorder, 69
induction

- definition principle, 59

$$
\begin{aligned}
& \text { - proof principle, } 59,87 \\
& \text { binary -, } 87,103,256 \\
& \text { - rule of temporal logic, } 274 \\
& \text { - with parameters. } 77
\end{aligned}
$$

$$
\text { finite with parameters, } 77
$$

- binary tree, 40
- binary tree, 40
- sequence, $5,39,52$
initial
- algebra, 56
- of natural numbers, 59
- object, 28
strict —, 29
injection, 33
injective function, 33
interface, 1
interior operator, 17, 259
internal equality, 140
interpretation map, 57
nvariant, 13
- for a coalgebra, 253
- of a comonad, 25
- for an algebra, 25
- for sequence
greatest -, 259
verse image, 33, 90
isomorphism, 20
Java, 3, 4, 186, 286, 320
directed -, 19
kernel, 91, 94
Ǩ-law, 195
Kleene

> - algebra, 227 _ tar 105

- star, 105

Kleisl

- category
- of a comonad, 195
- of a monad, 1

KPF, 37
Kripke

- polynomial functor, 37
finite -, 37
abelled transition system, 44, 87
lambda

$$
\begin{aligned}
& \text { - calculus, } 268 \\
& \text { - notation, } 1
\end{aligned}
$$

- notation,
language, 52,105
- accepted, 52, 105
-monad, 227
regular -,
ane
lattice
complete -, 17
join semi- -, 220
meet semi-, 138
Lawvere theory, 288, 289
ax relation lifting, 89
lift monad, 183
lifting
—of adjunctions, 75
lax relation -, 89
predicate -, 244
relation -, 84
limit, 128
- of an $\omega$-chain, 165
linear
- dynamical system, vi, 43, 48
minimal -, 79
observable -, 79
reachable -
- logic, 190
- logic, 190
map, between complete lattices,
list, 5
- functor, 37
- monad,
liveness property, 17
locally
- continuous functor, 216
- monotone functor, 210
logical
- bisimulation, 156
- congruence, 157
- factorisation system, 136
-relation, 85
lowering
predicate -, 247
LTS, 44
machine
Mealy -, 54
map, 18
—of adjunctions, 76
- of comonads, 190
- of comonads, 190
- of monads
endo,- 20
endo -, 20
mediating - 125
Markov chain, 121, 184
maybe monad, 183
Mealy machine, 54
mediating map, 125
method, 16, 319
binary -, 65-67
metric space, 19
minimal
- deterministic automaton, 79
- linear dynamical system, 79
-representation, 49
modal
- logic, 265 coalgebraic -, 277 - signature functor, 277 model
- checking, 44
- of a coalgebraic specification, 319
module over a semiring, 219
monad, 182
- transformer, 186, 203
commutative -, 200
distribution -, 184
exception -, 203
free - on a functor 188,222
free iterative - 241
I/O -, 186
I/O -, 186
language -
lift - 183
lift —, 183
list —, 184
map of -s, 188
maybe -, 183
powerset -, 18
quotient -, 303
state - 184
strong -, 200
ultrafilter -, 185
monadic category, 218
mono, 78
abstract-, 136
monoid, 19, 87
-action, 22, 43, 218
- of processes, 111
- of sequences, 13
- of statements, 4
commutative - 219
free -, 23
positive -, 131
refinement -, 131
monomorphism, 33, 78
- in a category of coalgebras, 99

$$
\begin{aligned}
& \text { - in a categor } \\
& \text { split }-, 55
\end{aligned}
$$

monotone function, 18, 21
morphism

- in a category, 18
endo -, 20
Mu-puzzle, 26
- algebra, 57
—algebra, 5
- arity, 38
multigraph, 121
multiplication of a monad, 182
multiset, 117
- functor, 118
mutual recursion, 66
natural transformation, 71
cartesian -, 179
weak cartesian -, 179
negation, 32
neighbourhood functor, 47, 135, 185, 280
Nerode realisation, 7
nexttime, 266
- for sequences, 14
strong -, 17
weak -, 17
strong -, 267
non-deterministic automaton, 43
non-expansive function, 19
non-termination, 3
non-termination,
non-well-founded set, vi, 46
null process, 111
object
- -orientation, vii
- in a category, 18
- in object-oriented programming
t-orientation, 16
observable

$$
\text { - coalgebra, } 104
$$

- deterministic automaton, 78
- linear dynamical system, 79
observation

$$
\begin{aligned}
& \text { - function } \\
& - \text { in a deterministic automaton, }
\end{aligned}
$$ 41

-in a non-deterministic automa
observer 319
$\omega$-accessible functor, 167
$\omega$-accessible functor, 167
operational
—model of the $\lambda$-calculus, 268, 270 - semantics

- structural -, 87,114
operational semantics, 114
operator
temporal —, 13
order

$$
\begin{aligned}
& \text { - on a functor, } 88 \\
& \text { flat }-, 89 \\
& \text { prefix }-, 89 \\
& \text { orthogonal maps, } 148
\end{aligned}
$$

parametricity, 170
parsing, 45
Petri net, iii
$\pi$-calculus, 65
polymorphic

- type theory, 170
polynomial, 120
Laurent -, 124
multivariate -, 120
univariate -, 12
polynomial functor
dependent -
47
dependent -, 47, 179
exponent -, 37
Kripke -, 37
Kripke -,
finite
simple - 36
polytypic, 85
- temporal operators, 15
positive monoid, 131
power, 27
- functor, 3
-     - monad, 183
contravariant -, 33
covariant -,, 33
finite -, 33
redicate, 32
- in a category, 137
- lifting, 244
- lowering, 247
category of -s, 246
falsity -, 32
fuzzy -, 22
truth -, 32
prefix, 5
action -, 111
preorder, 19, 69 discrete -, 69
indiscrete - 69
indiscrete -,
esheaf, 65,290
probabilistic
- bisimulation, 16
process, 2, 11, 109
- algebra, 111
- asebra, ement of a final coalgebra - 110
- category, 75
product
$n$-fold -, 27 - category, 20
- for coalgebras, 260
- in a category, 26
- in a category, 26
- of algebras, 66
set-indexed,- 27
projection
- morphism, 26
pullback, 92, 94, 125
- lemma, 134
- in Sets, 126
countable -, 171
weak -, 126
countable - , 171
quantale, 227
quotient, 103
- coalgebra, 99, 164
- monad, 303
reachable
- deterministic automaton, 79
- deterministic automaton, 79


## real number, 22

realisation

- functor, 73
behaviour -, 73
Nerode - 79
recolouring, 318
recursion, 8, 59, 64
mutual -, 66
recursive coalgebra, 214
reduce, 57
refinemen
- monoid, 131
- type, 62
regula
- expression, 108
- language, 105
relation, 32
- classifier, 33
- in a category, 137
- 1 ng 84
category of -s, 91
category of sets and -s, 19
category of sets
endo -, 20, 146
endo -, 20,146
equality -20
falsity -, 32
falsity 一, 32
graph -, 21
inhabitation -, 33
lax - lifting, 89
logical -, 85
pullback -, 92
reverse -, 32
stochastic,- 193
truth,- 32
truth,- 32
elator, 90,153
relator, 90 ,
retract, 96
reverse relation, 32
rig, 186
Rolling lemma, 66
rule, 9

$$
\text { double —, } 26
$$

safety property, 17, 243
section, 34
Segala system, 122
simple -, 122, 226
emantics
compositional -, 57, 114
functorial -, 289
equence
finite -, 5
infinite -, 5, 39, 52
hapely functor, 179
shapely fu
shift, 48
side-effect, 2
ignature, 57
similarity,
simple

- coalgebra, 104, 108
- polynomial functor, 36
simulation, 89,96
since operator, 274, 276
single-sorted
- algebra, 57
- arity, 38
- signature, 57
single-typed, 57
slice category, 23,77
SOS, 87
soundness, 305
space
pace
Hausdorff -, 142
state - 1
Stone -, 22
topological -, 19
topological -, 19
vector -, 48, 143, 219
san $98,157,215$
specification
algebraic -, 295
coalgebraic -, 319
SPF, 36
${ }^{\text {pplit }}$ epi, 151
- mono, 55
splitting, 34
state
- monad, 184
- space, 1,22
- transformer, 2
tochastic relation, 193
Stone space, 22
stream, 5, 52
- comonad, 190, 220 - of real numbers, 52
strength, 77, 199
double -, 200, 221
swapped -, 199
rict
- function, 193
- initial object, 29
strong

$$
\text { - functor, } 200
$$

$$
\text { - monad, } 200
$$

ructural operational semantics, v, 87
subalgebra, 256
subcoalgebra, 243, 253, 255
greatest -, 264
subdistribution, 120, 184
subobject, 135
subobject,

- classifier, 262
subset, 32
- comonad, 31
- type, 264
ubsort, 66
as Kleisli composition, 289
sum, 27
- of processes, 111
support, 118
urjection, 33
surjective function, 33
symmetric monoidal structure, 35,74
tail, 5
Taylor series, 53
temporal
- logic of actions, 326
- operator, 13
rm, 28
erminal object, 27
termination
abrupt - 3
non- -, 3
theorem, 295

| - prover, 66 |
| :---: |

Lawvere - 288, 289

A 32
opological space, 19, 56
topology
discrete -, 77
indiscrete -, 7
trace

- equivalence, 216
monoidal -, 214
transition
- function, 1
- in a deterministic automaton,

40, 41

- in a non-deterministic automa
ton, 43
iterated -, 42
- structure, 1,22
- system
-bisimulation, 86
finitely branching -, 109
labelled -, 44, 87
probabilistic -, 121
probabilistic -, 121
unlabelled -, 44, 249, 271, 273
multiple-step -, 42
multiple-s
tanspose, 68
tree
Böhm -, 268
binary
binary -, 39, 55, 60, 256
riangular identities, 77
- predicate, 32
-relation, 32
Turing machine, iii, 45
type, 1

$$
\begin{aligned}
& \text { dependent -, } 47 \\
& \text { polymorphic -, } 170 \\
& \text { refinement }-, 62
\end{aligned}
$$

ultrafilter, 185

- monad, 185
unfor, 49
niform distribution, 124
unit

$$
\text { —of a monad, } 182
$$

unlabelled

- transition system, 44, 249, 271 273
until operator, 267, 276
UTS, 44
valuation, 44
vector space, 48, 143, 219
Vietoris functor, 22
weak
cartesian natural transformation, 179
- pullback, 126
weakening, 289
weakest precondition, 202
weakly final coalgebra, 169
Whisky problem, 275
word, 5
zero
- map, 210
- object, 34, 202, 209 zerosumfree monoid, 123 zig-zag morphism, 45


## Definition and Symbol Index

$A^{\mathbb{N}}$, infinite sequences of elements of $A$,
$A^{\S}$, space of polynomials on a vector space A, 48
$A^{\infty}$, both finite and infinite sequences of elements of $A, 5$
$A^{\star}$, finite sequences of elements of $A, 5$,
$\mathcal{L}(A)$, set $\mathcal{P}\left(A^{\star}\right)$ of languages over $A$ 105
$\mathcal{R}(A)$, set of regular languages over $A$, 105

DA, category of deterministic automata
DB, category of deterministic behaviours,
Dcpo, category of directed complete par tial orders, 19, 220
Grp, category of groups, 1
Hilb, category of Hilbert spaces, 143
JSL, the category of join semilattices,
220
MSL, the category of meet semilattices
MSL 138
MSL, the category of meet semilattices 227, 28
Mon,
PreOrd, category of preorders, 19
Rel, category of binary relations, 91
Rel, cats, category of sets and functions 19
etsRel, category of
19 ,
Sp, category of topological spaces,
Vect, category of vector spaces, 48
$\operatorname{Alg}(F)$, category of $F$-algebras, 56
$\operatorname{Alg}(F, \mathcal{A})$, category of algebras of a func
tor $F$ that satisfy axioms $\mathcal{A}, 29$
$\operatorname{CoAlg}(F, \mathcal{A})$, category of coalgebras of functor $F$ that satisfy axiom A, 310
$\mathcal{E M}(S)$, category of coalgebras for the comonad $S, 217$
$\mathcal{E M}(S, \mathcal{A})$, category of Eilenberg-Moore coalgebras of a comonad $S$ that satisfy axioms $\mathcal{A}, 310$
$\mathcal{E M}(T)$, category of algebras for the monad T, 216
$\mathcal{M}(T, \mathcal{A})$, category of Eilenberg-Moore algebras of a monad 7 that satisfy axioms $\mathcal{A}, 297$
$K \ell(S)$, Kleisli category of comonad $S$, 195
Kleisli
$K \ell(T)$, Kleisli category of monad $T, 192$
$\mathcal{K}_{\mathbb{N}}(T)$, finitary Kleisli category of a monad $T$ on Sets, with $n \in \mathbb{N}$ as objects, 288
$\operatorname{Mnd}(\mathbb{C})$, category of monads on $\mathbb{C}, 188$ $\operatorname{Model}(T)$, category of functorial models of a monad $T, 288$
$\operatorname{Model}(T, \mathcal{A})$, category of functorial mod els of a monad $T$ that satisfy axioms $\mathcal{A}, 297$
I, slice cotegory over $I, 23$
$\mathbb{C} \times \mathbb{D}$, product category of $\mathbb{C}$ and $\mathbb{D}, 20$ $\mathbb{C}$ op , opposite category of $\mathbb{C}, 20$
Pred( $\mathbb{C})$, category of predicates from $\mathfrak{M}$ in $\mathbb{C}, 137$
$\operatorname{Rel}(\mathbb{C})$, category of relations in $\mathbb{C}$, 137
$F \dashv G, F$ is left adjoint of $G, 68$
$F^{*}$, free monad on a functor $F, 188$
$F^{\infty}$, cofree comonad on a functor $F, 192$
$F_{\#}$, functor associated with arity \#, 38
$T / \mathcal{A}$, quotient monad obtained from $T$ via axioms $\mathcal{A}, 303$
, discrete paxility distribution func
D, 120
$\mathcal{E M}(G)$, lifting of a functor $G$ to an Eilenberg
Moore category, 223
$K(F)$, lifting of a functor $F$ to a Kleisli
$\mathcal{M}_{M}$, multiseter functor, 1923 , 223 in monoid
M, 118
$\alpha: H \Rightarrow K, \alpha$ is a natural transformation from $H$ to $K, 71$
$\mathcal{Q}$, quotient functor, 300
2, quotient functor, 300

- for a polynomial functor, 24
- for a polynomial functor, 244
$\operatorname{Pred}(F)$, left adjoint to predicate lifting, 247
-for a polynomial functor, 84
- wrt. a factorisation system, 149
$\mathcal{D}_{\leq 1}$, discrete sub-probability distribution functor, 120
$\{S \mid \mathcal{A}\}$, subset comonad obtained from $S$ via axioms $\mathcal{A}, 314$
$\theta$, universal map $F \Rightarrow F^{*}$ from an endofunctor $F$ to the free monad $F^{*}$ on $F, 188$
$\{-\}$, comprehension functor, 138
$\operatorname{Th}(A x)$, set of equations derivable from $A x, 295$
D, before operator, 274
. earlier operator, 273
$\stackrel{\Delta}{\Delta}$, eventually operator
- on sequences, 14
, henceforth operator, 258
- on sequences, 14
for a factorisation system, 263
, lasttime operator, 273
$\checkmark$, , negation (or complement) of $U, 32$
O, nexttime operator, 266
- on sequences, 1
$A x \vdash t_{1}=t_{2}, t_{1}=t_{2}$ is derivable from $A x$., 295
$\mathcal{U}$, until operator, 267

$$
\text { - on sequences, } 18
$$

## unique map

- from an initial object, 28
- to a final object, 27
$X^{\prime} \rightarrow X$, epimorphism, 78
$X^{\prime} \longmapsto X$, , monomorphism, 78
$\Lambda(f)$, abstraction morphism, 32
behaviour function for coalgebra $c$ 6, 49
$\cong$, isomorphism, 20
$[f, g]$, cotuple of morphisms $f$ and $g, 28$ dst, double strength for a commutative monad, 200
ev, evaluation morphism, 32
$\mathrm{id}_{X}$, identity morphism on an object $X$
nt $_{b}$, interpretation map for coalgebra b 57
first coprojection morphism, 28
$\kappa_{2}$, second coprojection morphism, 28
$\pi_{1}$, first projection morphism, 26
$\pi_{2}$, second projection morphism, 26
$\langle f, g\rangle$, tuple of morphisms $f$ and $g, 26$
$c ; d$, composition of coalgebras: $c$ followed by $d, 183$
$f[U]$, direct image, 33
$f ; g$, composition of Kleisli maps: $f$ followed by $g, 192$
$f^{8}$, Kleisli extension of $f, 194$
$g \circ f$, composition $g$ after $f$ in a category, 19

BT, Böhm tree function, 268
V , free variables in a Böhm tree, 270
hnf, head normal form function, 268
comp, on sequences, 13
vens, on sequences, 9
merge, on sequences, 11
nextdec, 7
ext, final coalgebra for sequences, 5
dds, on sequences, 10
odds, on sequences,
tail, on sequences, 11
$L_{a}, a$-derivative of language $L, 52$
$-]_{R}$, quotient map, 99
interpretation in an algebra, for valuation $\rho, 287$
$\delta^{*}$, iteration of transition function $\delta, 42$ $\mu$, least fixed point operator, 267
, greatest fixed point operator, 26
0 , null process, 111
supp, support, 118
$b \cdot z$, prefix of action $b$ to process $z, 111$
$c / R$, coalgebra on quotient by $R, 99,16$
$c_{P}$, subcoalgebra on greatest invariant in subset $P, 259$
$[[\vec{s} / \vec{v}]$, term $t$ with terms $\vec{s}$ substituted for variables $\vec{v}, 289$
$z+w$, sum of two processes, 111
$\vee$, join, 17
$\Lambda$, meet, 17
, bottom element, 3
$\stackrel{\top}{\mathrm{T}}$, top element, 34
$\cdot \neq x)$, predicate of elements unequal to $x, 270$
$x, 270$
predicate of elements equal to $x$
$R^{\dagger}$, reverse relation, 32
$S \circ R$, relation composition, 19
$J(x)$, predicate $U$ holds for $x, 32$
$\operatorname{Graph}(f)$, the graph of a function $f, 21$
$\overleftrightarrow{-}_{d}$, bisimilarity w.r.t. coalgebras $c$ and
$\xrightarrow{\leftrightarrow} \stackrel{d,}{ }$, bisimilarity, 88
$\amalg_{f}(U)$, direct image, 3
Eq $(X)$, equality relation on a set $X, 20$
$\prod_{f}(U)$, product predicate, 35
$x \downarrow b) \longrightarrow\left(x^{\prime} \downarrow b^{\prime}\right), a$-transition with ob-

$$
\text { servations } b, b^{\prime}, 41,44
$$

$\rightarrow$, state $x$ halts, 8
$x \downarrow b, b$ can be observed about $x, 41,44$
$\in x, a$ occurs in the behaviour sequenc of $x, 15$
$x \xrightarrow[\sigma]{\underset{\sigma}{a}}$, there is no $a$-step from $x, 44$
$x \xrightarrow{\sigma^{*}} y$, multiple $\sigma$-steps from $x$ to $y$,
$x \xrightarrow{a} x^{\prime}, a$-step from $x$ to $x^{\prime}, 8,41,44$
$L^{\Delta}$, initial algebra (of parsed words) for the functor $(-+L)^{\star}, 207$
B, final coalgebra of Böhm trees, 268
$\operatorname{Bin} T r e e(A)$, initial algebra of binary trees, 60
$X^{n}, n$-fold product (power), 27
$n \cdot X, n$-fold coproduct (copower) of $X$,
29
0 , empty set, 29
, initial object, 28
1, final object, 27
1 , singleton set, 27
2, two-element set $\{0,1\}, 52$
$X+Y$, coproduct of objects $X, Y, 28$
$X \times Y$, product of objects $X, Y, 2$
${ }^{X}$, exponent of objects $X, Y, 32$
$\mathcal{P}_{\text {fin }}(X)$, set of finite subsets/predicates on $X, 33$
$\operatorname{Ker}(f)$, kernel of function $f$, 91
$\mathcal{P}(X)$, set of subsets / predicates on $X$
32
$\prod_{i \in I} X_{i}$, set-indexed product, 27
( $f, g$ ), pullback of $f, g, 92,126$


[^0]:    ${ }^{1}$ We should immediately add that coalgebras in this context are defined with respect to a functor. They are ore general than coalgebras as used in linear algebra, namely as dual of a monoid: a vector space $V$, say over

[^1]:    IThis question comes up frequently when confronted with two programs-one possibly as a transformation
    rom the other-which perform the same task in a different manner, and which could thus be seen as the same from the other-which perform the same task in a different manner, and which could thus be seen as the sam
    program. But how can one make precise that they are the same?
    ${ }^{2}$ Thus, purely functional programming languages are not included in our investigations.

[^2]:    where $A=A_{1}+\cdots+A_{n}, B=B_{1}+\cdots+B_{n}$, and $C=C_{1}+\cdots+C_{n}$

[^3]:    ${ }^{1}$ See http://wiki.portal.chalmers mers.se/agda

[^4]:    when $f$ is a homomorphism of coalgebras.

[^5]:    ${ }^{2}$ The integral type int in Java uses 32 -bit "signed" numbers, which are in the interval $\left[-2^{31}, 2^{31}-1\right]=$

