Abstract

There are many efficient algorithms for the maximum flow problem, but these do not guarantee that the resulting flow is acyclic. Push-relabel is one of these algorithms that is often used in practice. In this article we present a modification of the push-relabel algorithm that guarantees acyclic flow. We show that acyclic push-relabel has complexity $O(V^2E)$. We also apply this modification to the maximum-height variant and prove that it runs in $O(V^3)$, which we show is tight using a parametric testcase.
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Chapter 1

Introduction

The maximum flow problem is an optimisation problem which asks how much can flow from a source to a sink in a graph with edge capacities. It has many applications, such as in scheduling, computer vision and transport.

Many algorithms solve the maximum flow problem. Ford and Fulkerson gave the first algorithm, which uses augmenting paths [8]. Edmonds and Karp made a deterministic version of this algorithm which had a polynomial runtime complexity [7]. Karzanov introduced the concept of a blocking flow [11, 15], which inspired Dinic’s algorithm [6]. Goldberg and Tarjan introduced the push-relabel algorithm [9] that maintains a height function and a pre-flow and converts it into a maximum flow using push and relabel operations. Many recent algorithms build on the push-relabel algorithm [3, 12, 10, 1] and have better algorithmic complexity. HI-PR, an implementation of push-relabel, is still among the fastest maximum flow algorithms in practice.

All of these algorithms can return a maximum flow that contains cycles. As there are algorithms that turn cyclic flow into acyclic flow, there has been no interest in algorithms that guarantee acyclic flow. In competitive programming, where there is limited time to implement an algorithm, a slight change to an existing maximum flow algorithm is preferred. We found a minor modification of push-relabel that guarantees acyclic flow, and we will explore how that change affects the runtime complexity of existing algorithms.

In Chapter 2, we define the maximum flow problem and explain the push-relabel algorithm. Then we will show that the push-relabel is correct and has complexity $O(V^2E)$. In Chapter 3 we describe a modification of push-relabel and show that it produces acyclic flow. We then adapt the complexity proof to show that the modified algorithm has complexity $O(V^2E)$. Next, we explain the maximum-height variant of push-relabel and prove that this variant with our modification has complexity $\Theta(V^3)$. 


Chapter 2

Preliminaries

In this chapter, we describe the formalisation of the maximum flow problem used by Goldberg and Tarjan[9]. Then we will show that this is equivalent to those given in textbooks. Next, we introduce the Push-Relabel algorithm, which computes a maximal flow. We close with an analysis of Push-Relabel.

2.1 Maximum Flow

2.1.1 Definitions

Definition 2.1.1 (Flow network)

A flow network is a graph \( G = (V, E) \) with a source \( s \in V \), a sink \( t \in V \) and a capacity function \( c : V \times V \rightarrow \mathbb{R}_{\geq 0} \). The capacity from \( u \) to \( v \) is given by \( c(u, v) \). We require that \( 0 < c(u, v) \) if and only if \( (u, v) \in E \).

Think about a flow network as a network of pipes. The pipes are the edges, and junctions between those pipes form the vertices. The capacity \( c(u, v) \) tells us how many litres can flow from \( u \) to \( v \) every second.

Definition 2.1.2 (Flow function)

A flow is a function \( f : V \times V \rightarrow \mathbb{R} \) satisfying the constraints

\[
\forall u, v \in V : f(u, v) = -f(v, u) \quad \text{(skew symmetry)}
\]

\[
\forall u, v \in V : f(u, v) \leq c(u, v) \quad \text{(capacity)}
\]

\[
\forall v \in V \setminus \{s, t\} : \sum_{u \in V} f(u, v) = 0 \quad \text{(conservation)}
\]

The flow from \( u \) to \( v \) is given by \( f(u, v) \).

The flow from \( u \) to \( v \) is the volume from \( u \) that enters \( v \) every second. Skew symmetry ensures that no fluid leaks in pipes. The capacity constraint ensures junctions have no leaks. The capacity constraint prevents that more water flows through a pipe than it can handle.
For a flow we are interested in how much flows from the source to the sink.

**Definition 2.1.3 (Value of flow)**
The *value of a flow* is \(|f| = \sum_{v \in V} f(s, v)\), the net flow out of \(s\).

**Definition 2.1.4 (Maximum flow)**
A flow \(f\) is a *maximum flow* if for any flow \(g\) we have \(|g| \leq |f|\).

### 2.1.2 Relation to textbook formalisations

The definitions we use have a few benefits over those found in textbooks[5][13]. Textbooks define flow as how much fluid moves through an edge. It then becomes hard to explain negative flow since volumes are always positive. We associated negative flow with flow in the other direction. Instead, textbooks set \(f(u, v) = 0\) when \(0 < f(v, u)\), which makes a distinction on flow direction necessary. The conservation constraint is then written as "flow in - flow out":

\[
\sum_{u \in V} f(u, v) - \sum_{w \in V} f(v, w) = 0
\]

If we include the implicit condition, we will find our definition:

\[
0 = \sum_{u \in V} f(u, v) - \sum_{w \in V} f(v, w)
\]

\[
= \sum_{0 \leq f(u, v)} f(u, v) + \sum_{0 \leq f(v, w)} f(v, w)
\]  

(sup on \(u\))

= \sum_{u \in V} f(u, v)  

(remove case distinction)

While we do not require a distinction between flow in and flow out, it gives an useful lemma for sets of vertices:

**Lemma 2.1.1 (Flow across set boundary)**
for any subset \(S \subseteq V \setminus \{s, t\}\): \(\sum_{u \in V \setminus S} \sum_{v \in S} f(u, v) = 0\).

**Proof**

\[
0 = \sum_{u \in V} \sum_{v \in S} f(u, v)  
\]

(conservation)

\[
= \sum_{u \in V \setminus S} \sum_{v \in S} f(u, v) + \sum_{u \in S} \sum_{v \in S} f(u, v)  
\]

(split on \(u\))

\[
= \sum_{u \in V \setminus S} \sum_{v \in S} f(u, v)  
\]

(sup on edges within \(S\))
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We can go a bit further and split on the direction of flow:
\[
= \sum_{u \in V \setminus S, v \in S, 0 < f(u, v)} f(u, v) - \sum_{v \in S, w \in V \setminus S, 0 < f(v, w)} f(v, w) \quad \text{(case distinction & skew symmetry)}
\]
the final statement expresses that flow into \( S \) is the same as flow out of \( S \).

Unlike [13], we allow edges with capacity into the source and out of the sink. In theorem 2.1.4 we prove that these edges do not change the value of the maximum flow. For this proof, we need some lemmas about flow cycles.

**Definition 2.1.5 (Flow cycle)**
A flow cycle is a simple cycle in the flow graph \( G_{0 < f} \).
\( G_{0 < f} = (V, E_{0 < f}) \) where \( E_{0 < f} = \{(u, v) : 0 < f(u, v)\}\).
A cycle \( v_0 \rightarrow v_1 \rightarrow \ldots \rightarrow v_n = v_0 \) is simple if \( v_i \neq v_j \) for all \( i < j < n \).

**Lemma 2.1.2 (Remove a single flow cycle)**
Let \( f \) be a flow and \( v_0 \rightarrow v_1 \rightarrow \ldots \rightarrow v_n = v_0 \) a flow cycle.
Then we can construct a flow \( f' \) such that \(|f| = |f'|\) and \(|E_{0 < f'}| < |E_{0 < f}|\).

**Proof** Let \( \delta = \min\{f(v_i, v_{i+1}) \mid 0 \leq i < n\} \). Take \( f' = f \) and then decrease \( f'(v_i, v_{i+1}) \) by \( \delta \) for each \( i < n \). We also increase \( f'(v_{i+1}, v_i) \) by \( \delta \) for skew symmetry. \( f' \) satisfies the capacity constraint:
\[
\begin{align*}
f'(v_i, v_{i+1}) &= f(v_i, v_{i+1}) - \delta < f(v_i, v_{i+1}) \leq c(v_i, v_{i+1}) \\
f'(v_{i+1}, v_i) &= f(v_{i+1}, v_i) + \delta \leq f(v_{i+1}, v_i) + f(v_i, v_{i+1}) = 0 \leq c(v_{i+1}, v_i)
\end{align*}
\]
The last line also shows that \((v_{i+1}, v_i)\) did not become a new edge in \( G_{0 < f'} \).
However, the edge that determined \( \delta \) is deleted from \( G_{0 < f} \).
Finally observe that for each vertex the net flow remained the same:
\[
\sum_{u \in V} f'(u, v_i) = f'(v_{i-1}, v_i) + f'(v_{i+1}, v_i) + \ldots = f(v_{i-1}, v_i) - \delta + f(v_{i+1}, v_i) + \delta + \ldots = \sum_{u \in V} f(u, v_i)
\]
This gives us that the conservation constraint is satisfied and \(|f| = |f'|\).

**Theorem 2.1.3 (Remove all flow cycles)**
Given a flow \( f \) we can make a flow \( f' \) with \( G_{0 < f'} \) acyclic and \(|f| = |f'|\).

**Proof** We will find \( f' \) by a sequence of flows. First set \( f_0 = f \). If \( f_i \) contains a cycle we apply Lemma 2.1.2 to produce the flow \( f_{i+1} \). This sequence of flows must be finite, as \(|E_{0 < f_i}| \) decreases each step. Let \( f' = f_n \), the last flow in the sequence. Then \( f' \) is acyclic and \(|f| = |f_0| = \ldots = |f_n| = |f'|\).
Theorem 2.1.4 (Edges into source / out of sink are irrelevant)

Let $G$ be a flow network. Define $G'$ as $G$ without edges into the source or out of the sink. Then $G$ and $G'$ have the same maximum flow value.

**Proof** Let $|G|$ be the value of the maximum flow in $G$. We will prove $|G| = |G'|$ by showing that $|G| \leq |G'|$ and $|G'| \leq |G|$. The latter follows directly from $G' \subseteq G$ since a maximum flow of $G'$ is a flow of $G$.

Let $f$ be a maximum flow of $G$. Construct $f'$ by applying Theorem 2.1.3. Assume that $0 < f'(u, s)$. Let $S$ be the vertices with a path to $u$ in $G_{0 < f'}$. Note that $s \notin S$, otherwise there is a cycle $s \rightsquigarrow u \rightarrow s$ but $f'$ is acyclic. Also $t \notin S$, otherwise we can increase $|f'|$ by sending flow along $t \rightsquigarrow u \rightarrow s$.

Now we can use Lemma 2.1.1 to find “flow into $S = \text{flow out of } S$”. Since all vertices with flow to $S$ are part of $S$, the flow into $S$ must be zero. But the flow out of $S$ is strictly positive because $0 < f'(u, s)$. We get a contradiction, so we conclude that $f'$ has no flow to the source.

A similar argument shows that $f'$ has no flow out of $t$. As $f'$ does not use the edges in $E \setminus E'$ it is also a flow for $G'$. Thus $|G| = |f| = |f'| \leq |G'|$.

2.1.3 Augmenting path

We shall end this section with a sufficient condition for a flow to be maximal.

**Definition 2.1.6 (Residual graph)**

Define the residual capacity of an edge as $r(u, v) = c(u, v) - f(u, v)$.

The residual graph is the induced subgraph of edges with residual capacity:

$$G_{f < c} = (V, E_{f < c}) \text{ where } E_{f < c} = \{(u, v) : f(u, v) < c(u, v)\}.$$

Then we have the following theorem:

**Theorem 2.1.5 (Maximum flow has no augmenting paths)**

A flow $f$ is a maximum flow iff $G_{f < c}$ does not contain a path from $s$ to $t$.

**Proof** Let $f$ be a maximum flow, and assume $s = v_0 \rightarrow \ldots \rightarrow v_n = t$ is a simple path in $G_{f < c}$. Compute $\delta = \min\{r(v_i, v_{i+1}) \mid 0 \leq i < n\} > 0$.

Define $f'$ with $f'(v_i, v_{i+1}) = f(v_i, v_{i+1}) + \delta$. Set $f'(v_{i+1}, v_i) = f(v_{i+1}, v_i) - \delta$ to satisfy skew symmetry. Let $f'(u, v) = f(u, v)$ for the remaining edges.

We need to check if edges with more flow satisfy the capacity constraint:

$$f'(u, v) = f(u, v) + \delta \leq f(u, v) + c(u, v) - f(u, v) = c(u, v)$$

We also check if vertices on the cycle still satisfy the conservation constraint:

$$\sum_{u \in V} f'(u, v_i) = f'(v_{i-1}, v_i) + f'(v_{i+1}, v_i) + \ldots = f(v_{i-1}, v_i) + \delta + f(v_{i+1}, v_i) - \delta + \ldots = \sum_{u \in V} f(u, v_i) = 0$$

Thus $f'$ is a flow with $|f'| = |f| + \delta > |f|$, contradicting $f$ being maximal.
Now the reverse statement, suppose $G_{f<c}$ contains no paths from $s$ to $t$. Define $S$ as the vertices reachable from $s$ in $G_{f<c}$. Since $t \notin S$ we can use Lemma 2.1.1 and the definition of flow value to show that for all flows: flow out of $S$ - flow into $S = $ value of flow. For $f$, the flow into $S$ is zero. Otherwise take $u \in V \setminus S$, $v \in S$, $0 < f(u,v)$. Then $f(v,u) \leq c(v,u)$ and so $u \in S$ giving a contradiction. Now let $f'$ be a (different) flow. Observe that for every edge out of $S$ we have $f'(u,v) \leq c(u,v) = f(u,v)$. We find that $f'$ can not have more flow out of $S$ than $f$. Less flow into $S$ is also impossible since $f$ already has no flow into $S$. Therefore $|f'| \leq |f|$. ■

2.2 Push-Relabel

Push-Relabel is a non-deterministic algorithm by Goldberg and Tarjan that solves the maximum flow problem[9]. Many explanations of Push-Relabel exist in textbooks [13, 17], lectures [14] and on Wikipedia [16]. We have based our explanation on those sources.

2.2.1 Description of Push-Relabel

Instead of maintaining a flow, Push-Relabel works on preflows. A preflow is like a flow but has a less restrictive version of the conservation constraint.

Definition 2.2.1 (Preflow)

A preflow on network $G$ is a function $f : V \times V \to \mathbb{R}$ that satisfies skew symmetry, the capacity constraint and (instead of conservation):

$$\forall v \in V \setminus \{s\} : 0 \leq \sum_{u \in V} f(u,v) \quad (excess)$$

Our intuition for a preflow is similar to that of a flow. But now we imagine a vertex as a bucket. A bucket is open on top, so it can overflow when more flows in than out. The excess constraint prevents the opposite, more flow out of a bucket than into it. Then the bucket would dry up, so the flow out can not continue forever.

Definition 2.2.2 (Excess)

The sum in the excess constraint is called the excess of vertex $v$, written as $x_f(v)$. We define $x_f(s) = \infty$ to indicate that the source can create flow. A vertex is called active when it has excess, $0 < x_f(u)$.

In our intuition, an active vertex corresponds to an overflowing bucket. The excess is how many litres flow over the edge every second.
Theorems for flows also have counterparts for preflows:

**Lemma 2.2.1 (Flow across set boundary (preflow))**

for any subset $S \subseteq V \setminus \{s\}$: $\sum_{u \in V \setminus S} \sum_{v \in S} f(u, v) = \sum_{v \in S} x_f(v)$. The difference between flow in and out of a set is the sum of the excesses.

**Proof** Similar to the proof of Lemma 2.1.1

**Theorem 2.2.2 (Remove all flow cycles in a preflow)**

Given a preflow $f$ we can make a preflow $f'$ with $G_{0 < f'}$ acyclic and where the excesses are the same: $\forall v \in V : x_f(v) = x_{f'}(v)$.

**Note** The excess constraint replaces both $|f| = |f'|$ and conservation.

**Proof** Similar to the proof of Theorem 2.1.3

A preflow is a flow where all the excesses are zero (no bucket is overflowing). This state will be the aim of the Push-Relabel algorithm. When this happens, we want the flow to be maximal. Since there is no notion of a “maximum preflow” we will instead use the condition that there is no augmenting path (see Theorem 2.1.5). We will use a height function to guarantee this:

**Definition 2.2.3 (Height function)**

A height function for a flow $f$ on network $G$ is a function $h : V \to \mathbb{R}_{\geq 0}$ that satisfies the following constraints:

- $h(s) = |V|$ (source)
- $h(t) = 0$ (sink)
- $h(u) \leq h(v) + 1$ if $f(u, v) < c(u, v)$ (residue)

The height of a vertex $u$ is $h(u)$.

In our buckets-with-pipes intuition, we imagine each bucket attached to a rope and hoisted $h(u)$ meters up. The source bucket is high up while the sink is on the ground. The last constraint states that when a bucket is more than one meter above another, the pipe between them is saturated.

**Note** We allow flow to go up one meter through each pipe. Imagine that we achieve this with a small pump. With our modification this is not necessary.
The existence of a height function ensures that there is no augmenting path:

**Theorem 2.2.3** (Height function prevents augmenting path)
If preflow $f$ has a height function $h$, then $G_{f<e}$ has no path from $s$ to $t$.

**Proof** Assume that $s = v_0 \rightarrow \ldots \rightarrow v_n = t$ is a simple path in $G_{f<e}$. By the definition of a height function we have $h(v_i) \leq h(v_{i+1}) + 1$ since $0 < r(v_i, v_{i+1})$ implies $f(v_i, v_{i+1}) < c(v_i, v_{i+1})$. Then we can derive

$$|V| = h(v_0) \leq h(v_1) + 1 \leq h(v_2) + 2 \leq \ldots \leq h(v_n) + n = n$$

On the other hand $n < |V|$ since $v_0 \rightarrow \ldots \rightarrow v_n$ is a simple path. We must conclude that a path from $s$ to $t$ in $G_{f<e}$ can not exist. ■

All Push-Relabel algorithms follow the same scheme. They initialise the pre-flow and height function:

$$f(u,v) = \begin{cases} c(u,v) & \text{if } u = s \\ -c(v,u) & \text{if } v = s \\ 0 & \text{otherwise} \end{cases}$$

$$h(u) = \begin{cases} |V| & \text{if } u = s \\ 0 & \text{otherwise} \end{cases}$$

Then they perform pushes and relabels to turn the preflow into a max flow.

**Definition 2.2.4** (Push)
A push from $u$ to $v$ increases $f(u,v)$ by $\delta$ and decreases $f(v,u)$ by $\delta$ where $\delta = \min(x_f(u), c(u,v) - f(u,v))$. We only push when $0 < \delta$ and $h(v) < h(u)$.

**Definition 2.2.5** (Relabel)
A relabel of $u$ increases $h(u)$ by one. We only relabel vertices with excess that are not the source, the sink, or a vertex that can push to other vertices.

**Note** In [9] the term ‘label’ was used for the height of a vertex.
While using ‘height’ and ‘relabel’ is confusing, there is no good alternative.
Since the algorithm is called push-relabel, we must use the term relabel. The term ‘height’ gives intuition for the algorithm that ‘label’ does not.

When we push from bucket $u$ to bucket $v$, we increase the flow through the pipe. We cannot exceed the capacity, so the increase is limited to the residual capacity. We must also prevent bucket $u$ drying up, so we can only use the water that previously went over the edge of bucket $u$. The formula for $\delta$ encodes these restrictions. The other conditions on pushes and relabels guarantee that $h$ remains a height function, which we proof in Lemmas 2.2.5 and 2.2.6. But first, we give an example of how push-relabel works.
2.2.2 Example execution of Push-Relabel

We will consider the network depicted in Figure 2.1. First we initialise the height and flow functions (2.1a). Then we relabel A because there are no valid pushes (2.1b), after which we push from A to C (2.1c). As there are no valid pushes we relabel C (2.1d). Now we could push from C to T, instead we choose to push from C to B (2.1e). Then we can relabel B (2.1f) and push from C to T (2.1g). The algorithm will continue pushing between A, B and C while relabelling those vertices. Eventually $h(A) = 6$ and a final push from A to S causes the algorithm to terminate (2.1h).

Figure 2.1: Example of Push-Relabel
2.2.3 Correctness of Push-Relabel

While describing Push-Relabel, we already covered most of the argument on why it is correct. The correctness proof uses the invariant that $h$ is a height function for the preflow $f$. We must show that this is indeed an invariant. In particular, that it holds after initialisation and after each operation.

**Lemma 2.2.4 (Height function invariant - initialisation)**

After initialisation the function $h$ is a height function for the preflow $f$.

**Proof** During initialisation we set $h(s) = |V|$, so the source constraint holds. The sink constraint also holds since $s \neq t$ and therefore $h(t) = 0$. We consider the residue constraint in two parts: $u = s$ and $u \neq s$. If $u = s$ then $f(s,v) = c(s,v)$ and the residue constraint vacuously holds. If $u \neq s$ then $h(u) = 0$ and we have $h(u) = 0 \leq h(v) < h(v) + 1$. ■

**Lemma 2.2.5 (Height function invariant - push)**

If $h(v) < h(u)$ then a push from $u$ to $v$ maintains the invariant.

**Proof** The source and sink constraints are not affected by a push. The residue constraint may be broken by a new edge $v \rightarrow u$ in $G_{f<c}$. But $h(v) < h(u) < h(u) + 1$, so this does not happen. ■

**Lemma 2.2.6 (Height function invariant - relabel)**

If $u$ has excess and is not the source, the sink or a vertex that can push; then relabelling $u$ maintains the invariant.

**Proof** Since $u \neq s$ and $u \neq t$, the source and sink constraints still hold. The residue constraints could break when $h(u)+1 > h(v)+1$. Then $h(v) < h(u)$, but there is no valid push from $u$ to $v$. Since $u$ has excess we must have $f(u,v) = c(u,v)$. Therefore the residue constraint will hold vacuously. ■

The algorithm finishes when there are no valid operations to perform.

**Theorem 2.2.7 (Push-Relabel finishes with flow)**

When Push-Relabel finishes the preflow $f$ will be a flow.

**Proof** Recall the earlier observation that $f$ is a flow when all excesses are zero (except source and sink). Suppose that vertex $u$ still has excess when the algorithm finishes. Since the algorithm terminated, there are no valid pushes from $u$. But then we can relabel $u$, so the algorithm could not have finished. ■

Because $h$ is a height function of $f$, the flow the algorithm produces must be maximal (Theorem 2.2.3). However, we have not yet proven that the algorithm terminates. The complexity analysis in the next section shows that the algorithm does finish.
2.2.4 Complexity of Push-Relabel

Multiple factors determine the complexity of Push-Relabel:

1. the complexity of an operation,
2. the complexity of selecting the next operation,
3. the number of operations before the algorithm finishes.

It is possible to implement push and relabel to run in constant time. The other factors depend on the specific variant used. The complexity of selecting an operation is often constant. We are going to bound the number of operations performed by generic Push-Relabel.

The simplest operations to count are relabels.

**Lemma 2.2.8 (Flow path to node with excess)**

If a vertex \( v \) has excess, there exists a path \( s \mapsto v \) in \( G_{0,f} \).

**Proof** Define \( S = \{ u \mid \text{there exists a path } u \mapsto v \text{ in } G_{0,f} \} \).

Suppose \( s \notin S \), then using Lemma 2.2.1 we find

\[
0 < x_f(v) \leq \sum_{w \in S} x_f(w) = \sum_{u \in V \setminus S} \sum_{w \in S} f(u, w).
\]

Since the final sum is positive, we have a term \( 0 < f(u, w) \).

Then \( u \rightarrow w \mapsto v \) is a path in \( G_{0,f} \), but \( u \notin S \). We must conclude \( s \in S \).

**Lemma 2.2.9 (Height of vertex at most \( 2V \))**

A vertex will never have \( 2V \leq h(u) \).

**Proof** Assume we can relabel \( u \) to height \( 2V \). Then \( u \) must contain excess.

By Lemma 2.2.8, there is a path \( s = v_0 \rightarrow \ldots \rightarrow v_n = u \) in \( G_{0,f} \). For each \( i \) we have \( f(v_{i+1}, v_i) < 0 \leq c(v_{i+1}, v_i) \) since \( 0 < f(v_i, v_{i+1}) \). From the residue constraint we then get \( h(v_{i+1}) \leq h(v_i) + 1 \). For the entire path we then must have \( h(u) \leq h(s) + n \). Since \( h(u) = 2V - 1 = h(s) + V - 1 \) we know that \( V - 1 \leq n \). Thus the path visits all vertices and we have \( h(v_{i+1}) = h(v_i) + 1 \).

In particular \( h(v_{n-1}) < h(u) \) and \( f(u, v_{n-1}) < 0 \leq c(u, v_{n-1}) \). As we can push from \( u \) to \( v_{n-1} \), we may not relabel \( u \) after all.

**Lemma 2.2.10 (At most \( O(V^2) \) relabels)**

During execution of the algorithm, there are at most \( O(V^2) \) relabels.

**Proof** Each vertex starts with \( 0 \leq h(u) \) and will never exceed \( h(u) < 2V \). Each relabel increases \( h(u) \) by one, so each vertex can be relabelled at most \( 2V - 1 \) times. The total number of relabels is at most \( V(2V - 1) \in O(V^2) \).

Next, we count the pushes in two parts: saturating and non-saturating. We make this distinction because we can bound saturating pushes. Then we use that bound to restrict the number of non-saturating pushes.

**Definition 2.2.6 (Saturating push)**

A push \( u \rightarrow v \) is **saturating** if \( f(u, v) = c(u, v) \) after the push.
Lemma 2.2.11 (At most $\mathcal{O}(VE)$ saturating pushes)
During execution of the algorithm, there are $\mathcal{O}(VE)$ saturating pushes.

Proof Look at a single edge $u \rightarrow v$. After a saturating push from $u$ to $v$ we have $f(u,v) = c(u,v)$. Since $\delta \leq c(u,v) - f(u,v) = 0$, we may not push from $u$ to $v$ again. First, we need a push from $v$ to $u$, so we need to relabel $v$. We can relabel $\mathcal{O}(V)$ times, so there are $\mathcal{O}(V)$ saturating pushes per edge. Therefore we perform $\mathcal{O}(VE)$ saturating pushes. ■

Finally, we will bound the non-saturating pushes with the potential method.

Definition 2.2.7 (Activating push)
A push $u \rightarrow v$ activating if $x_f(v) = 0$ before the push $0 < x_f(v)$ and after.

Definition 2.2.8 (Emptying push)
A push $u \rightarrow v$ is emptying if $0 < x_f(u)$ before the push $x_f(u) = 0$ and after.

Lemma 2.2.12 (At most $\mathcal{O}(V^2E)$ non-saturating pushes)
Define the potential $P$ as the sum of the heights of active vertices.

After initialisation each vertex has $h(u) = 0$ except for the start vertex. Therefore $P = h(s) = V$. The potential is always non-negative, so $P$ decreases at most $V$ over the entire algorithm.

Now consider what happens if we relabel $u$. Based on the conditions of a relabel, we know that $u$ is active and $h(u)$ increases by one. Thus each relabel increases the potential by one.

Then we look at a saturating push from $u$ to $v$. We are only interested in the maximum increase of $P$, which happens for an activating non-emptying push. Then the potential increases by $h(v) \leq V$.

Finally, we look at non-saturating pushes. Since we want to bound this operation, we want to know the minimum decrease of $P$. This happens for a non-activating emptying push when it decreases $P$ by $h(u) - h(v) \geq 1$.

Because the potential increases at most $\mathcal{O}(V^2) \cdot 1 + \mathcal{O}(VE) \cdot V = \mathcal{O}(V^2E)$ and decreases by at least one for each non-saturating push we can bound the number of non-saturating pushes by $\frac{\mathcal{O}(V^2E) + V}{1} = \mathcal{O}(V^2E)$. 
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Chapter 3

Research

In this chapter, we will describe ways to compute acyclic maximum flow. We introduce an algorithm based on push-relabel and show that it has the same complexity. Then we look at the maximum-height variant of push-relabel and modify it too. We also prove its complexity and show that this bound is tight by giving a parametric testcase.

3.1 Preventing cyclic flow

If we consider again at the example in Section 2.2.2, we see that after running Push-Relabel the flow looks as follows:

![Diagram](image)

Figure 3.1: Final flow after running Push-Relabel

This network contains a flow cycle $A \rightarrow C \rightarrow B \rightarrow A$, which may be undesired. There are a couple of methods to guarantee acyclic flow. First, we can run Push-Relabel and then remove the flow cycles afterwards with a depth-first search. This approach is likely used in practice if acyclic flow is required.

We can also modify Push-Relabel to forbid pushes that form a flow cycle. To check this requires a depth-first or breadth-first search for each push. But that increases the complexity as pushes are the most common operation.
In this thesis, we will take a third approach: constrain the height function so that a valid push can never form a cycle. A push from $u$ to $v$ is only valid when $h(v) < h(u)$. This push forms a cycle if there is a path $v \leadsto u$ in $G_{0 < f}$. So we want the following constraint:

**Definition 3.1.1 (Downhill constraint)**
All paths $v \leadsto u$ in $G_{0 < f}$ satisfy $h(u) \leq h(v)$, or equivalently
All edges $v \rightarrow u$ in $G_{0 < f}$ satisfy $h(u) \leq h(v)$.

This constraint forbids flow from a vertex to a higher vertex.

**Lemma 3.1.1 (Equivalent definitions downhill constraints)**
Both statements of the downhill constraint are equivalent.

**Proof** That (b) follows from (a) is trivial, a single edge is also a path.
For the other direction consider the path $u = u_0 \rightarrow u_1 \rightarrow \ldots \rightarrow u_k = v$.
Then we have $h(u) = h(u_0) \leq h(u_1) \leq \ldots \leq h(u_k) = h(v)$.

We want to change Push-Relabel to ensure that the downhill constraint always holds. As the constraint is invariant under pushes, we should change when relabelling is allowed. Currently, we may only relabel $u$ when there is no valid push out of $u$. We can forbid relabels that break the downhill constraint. However, this gives a new problem:

![Diagram](image.png)

Figure 3.2: Push-Relabel gets stuck with naive change to valid relabels
Consider the network in Figure 3.2. In three steps we get into a situation where we are stuck. Essentially the push from $A$ to $B$ was a mistake, but we could not have foreseen that. Push-Relabel can fix this mistake by relabelling $B$ and pushing back from $B$ to $A$. We are stuck because the downhill constraint forbids relabelling $B$.

We introduce a new operation to solve this problem. A flat push is a push to a vertex at the same height. However, we assumed that all pushes go to a lower layer to guarantee acyclicity. Instead, we must ensure that flat pushes don’t introduce a new edge in $G_{0<f}$. We get the following definition of a flat push:

**Definition 3.1.2 (Flat push)**

A flat push from $u$ to $v$ increases $f(u,v)$ and decreases $f(v,u)$ by $\delta$, which is valid if $0 < \delta = \min(xf(u), -f(u,v))$ and $h(u) = h(v)$.

A flat push is saturating when $\delta = -f(u,v)$.

From now on, we will call the original push a "down push".

**Definition 3.1.3 (Down push)**

A down push from $u$ to $v$ increases $f(u,v)$ and decreases $f(v,u)$ by $\delta$, which is valid if $0 < \delta = \min(xf(u), c(u,v) - f(u,v))$ and $h(v) < h(u)$.

A down push is saturating when $\delta = c(u,v) - f(u,v)$.

There are two observations for implementing Acyclic Push-Relabel:

1. The definitions of a flat push and a down push are similar. We have highlighted the differences between the in bold. This similarity makes it convenient to implement both types of push in a single function.

2. We don’t need to change the conditions for relabelling. The introduction of flat pushes covers the extra restrictions on relabels that we need to guarantee acyclicity. If the edge $u \to v$ has flow, then there is a valid flat push from $v$ to $u$ when $h(u) = h(v)$. Since a relabel of $v$ is only valid when there is no valid push out of $v$, we cannot relabel $v$ above $h(u)$ until we removed $u \to v$ from $G_{0<f}$. This makes sure that $h(v) \leq h(u)$ for every edge $u \to v$ in $G_{0<f}$.

### 3.2 Complexity of Acyclic Push-Relabel

When you change an algorithm, you need to consider correctness and complexity again. Old proofs may depend on specific aspects of an algorithm that may not hold anymore. Luckily, the correctness argument for Push-Relabel still works for Acyclic Push-Relabel. However, we need to adapt the complexity analysis.
The $O(V^2)$ bound on relabels, proven in Lemma 2.2.10, remains valid. It is possible to tighten the upper bound on $h(u)$ from $h(u) < 2V$ to $h(u) \leq V$. Since we may only relabel a vertex $u$ when it has excess there must be a path $s \rightarrow u$ in $G_{0< f}$, which means that $h(u) \leq h(s) = V$. Since constant factors are ignored, the complexity is still $O(V^2)$.

The $O(VE)$ bound on saturating pushes (Lemma 2.2.11) also remains valid. When we saturate an edge $u \rightarrow v$, we need a push back before the next saturating push from $u$ to $v$. For that, we need to relabel $v$ at least once. We can relabel $v$ at most $V$ times, so each edge has at most $V$ saturating pushes in each direction. The $O(VE)$ bound follows directly.

The $O(V^2E)$ bound on non-saturating pushes needs a new proof. With standard Push-Relabel, the summed height of active vertices decreased for every non-saturating push. But this does not hold for flat pushes. They can even increase that sum, which means the complexity argument also breaks for non-saturating down pushes.

We will give two new proofs of the $O(V^2E)$ bound on non-saturating pushes in Acyclic Push-Relabel. The first uses the potential method like the original proof. The second gives a direct relation between non-saturating pushes and other operations.

### 3.2.1 Fixing the complexity proof

To fix the proof, we need a new potential function that uses an order $<$ on the vertices. With respect to this order, we want every push to go to a smaller vertex.

**Definition 3.2.1 (Order of vertices)**

For two vertices $u, v$ we say that $u < v$ iff

- $h(u) < h(v)$ or
- $h(u) = h(v)$ and $u$ was relabelled to $h(u)$ before $v$.

When $h(u) = h(v) = 0$ we can assign an arbitrary order.

**Lemma 3.2.1 (Flat pushes are decreasing)**

For every push $u \rightarrow v$ we have $v < u$.

**Proof** For a down push $u \rightarrow v$ we have $h(v) < h(u)$, so $v < u$ by definition. Now consider a flat push from $u$ to $v$, which is only valid when $0 < f(v, u)$.

Look back to the first moment where both vertices are at layer $h(u) = h(v)$. Since then there were only flat pushes between $u$ and $v$, which can not reverse the inequality $0 < f(v, u)$. If $v$ was relabelled last, there must have been a moment where $h(v) < h(u)$ and $0 < f(v, u)$, which contradicts the downhill constraint. Thus $v$ was relabelled before $u$ and we have $v < u$. ■
Now define the index \( i(u) \) of a vertex \( u \) as the number of \( v \) with \( v < u \).
Let \( P \), the potential function, be the sum of \( i \) for the active vertices.

The potential is at most \( 0 + 1 + \ldots + V - 1 = \frac{V(V-1)}{2} \) after initialisation.
When the algorithm terminates, the potential is zero. Therefore the total increase and decrease of the potential differ at most \( O(V^2) \).

Consider what happens to the potential when we relabel a vertex \( u \). Because we increase the height of \( u \), the position of \( u \) in the order can change. \( i(u) \) increases at most \( V - 1 \), which would happen if \( u \) is the smallest vertex and becomes the largest. The order of the other vertices remains the same, so their indices cannot increase. Therefore the potential increases by at most \( V - 1 \) for each relabel.

Now look at a saturating push from \( u \) to \( v \). If \( v \) becomes active we find the largest increase of the potential: \( P \) increases by \( i(v) < V \).

Finally consider the non-saturating pushes. A non-saturating push is always emptying, which decreases the potential by \( i(u) \). If this push is also activating it increases by \( i(v) \). Since we push from \( u \) to \( v \) we know \( i(v) < i(u) \), so \( i(u) - i(v) \geq 1 \). So each non-saturating push decreases \( P \) by at least one.

If we combine all operations we see that the potential increases at most \( O(V) \cdot O(V^2) + O(V) \cdot O(VE) = O(V^2E) \). The number of non-saturating pushes is then \( (O(V^2E) + O(V^2))/1 = O(V^2E) \), where the \( O(V^2) \) term comes from the initialisation. From this it follows that the generic Acyclic Push-Relabel has runtime complexity \( O(V^2E) \).

### 3.2.2 Complexity proof without potential function

The proof we described shows that the algorithm has complexity \( O(V^2E) \) but does not give much intuition for this bound. Now we will give a direct connection between non-saturating pushes and other operations. That requires a better understanding of the relationship between the terms ‘saturating’, ‘emptying’ and ‘activating’.
Recall that for a down push we send $\delta = \min(x_f(u), c(u, v) - f(u, v))$. We send enough to either saturate the edge or empty vertex $u$. Therefore every non-saturating push is emptying, and every non-emptying push is saturating. The latter observation allows us to apply the $O(VE)$ bound of saturating pushes to non-emptying pushes.

Next, we will compare the emptying pushes and activating pushes. Each activating push increases the number of active vertices by one. Every emptying push removes all excess from a vertex, decreasing the number of active vertices by one. We have between 0 and $V$ active vertices after initialisation and none when the algorithm terminates. Therefore the number of activating and emptying pushes differs at most $V$. If we take the complement, we find that the difference between the number of non-activating pushes and non-emptying pushes is the same. So we can bound the non-activating pushes by $O(VE)$.

The activating emptying pushes still need an upper bound. These pushes transfer all excess from one vertex to another. We will combine these pushes into chains:

**Definition 3.2.2 (Chain of pushes)**

Consider a chronological list of pushes during the execution of Push-Relabel. Each chain consists of a subset of pushes from this list. Start a new chain for every non-emptying push. Then build each chain by repeating the following steps:

- Look at the last push $u \rightarrow v$ in the chain.
- If this push is not activating, the chain is finished.
- Otherwise, find the next emptying push out of $v$ and append it.

**Note** Since the initialisation step gives vertices excess, it should also start chains. We can apply the definition above if we look at initialisation from a different angle. Recall that initialisation sets

$$f(u, v) = \begin{cases} c(u, v) & \text{if } u = s \\ -c(v, u) & \text{if } v = s \\ 0 & \text{otherwise} \end{cases} \quad h(u) = \begin{cases} |V| & \text{if } u = s \\ 0 & \text{otherwise} \end{cases}$$

This was needed for the correctness argument. Instead we will start with $f(u, v) = 0$ $h(u) = 0$. Then we relabel $s$ once, push from $s$ to all other vertices and then relabel $s$ until $h(s) = V$. This sequence of operations results in the same initial values, so the algorithm still works. We can also include these individual operations in the chains.
We will illustrate the definition of chains with the following example. Suppose that during Push-Relabel the following pushes occur:

<table>
<thead>
<tr>
<th>nr.</th>
<th>from</th>
<th>to</th>
<th>emptying</th>
<th>activating</th>
<th>chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s</td>
<td>a</td>
<td>no</td>
<td>yes</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>s</td>
<td>b</td>
<td>no</td>
<td>yes</td>
<td>B</td>
</tr>
<tr>
<td>3</td>
<td>a</td>
<td>c</td>
<td>yes</td>
<td>yes</td>
<td>C</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>b</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>b</td>
<td>c</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>c</td>
<td>t</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>c</td>
<td>a</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>a</td>
<td>s</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
</tbody>
</table>

These pushes form three chains. Chain A starts with a non-emptying push from s to a. The next push emptying push from a is push 3 to c. In push 4, c is emptied into b. This push is not activating, so the chain ends. Similarly, chains B and C consist of pushes [2,5,7,8] and [6].

We will divide each chain into chain segments based on the relabels. So suppose that a chain contains a push from a to b and then a push from b to c. We split the chain between those pushes if b relabels in between. Recall that every push goes to a vertex with a smaller index. For a chain segment with k pushes, the index of the first and last vertex differ more than k. Since indices range from 0 to V − 1, a chain segment can have at most V − 1 pushes.

Now observe that each chain segment begins with a non-emptying push or the first emptying push after a relabel. Thus there are at most \(O(VE) + O(V^2) = O(VE)\) chain segments. Each chain segment contains \(O(V)\) pushes, so there are at most \(O(V^2E)\) pushes during Acyclic Push-Relabel.

### 3.3 Variants of Push-Relabel

#### 3.3.1 Maximum height Push-Relabel

Push-Relabel is a non-deterministic algorithm that solves the maximum flow problem. It defines two operations and when you can apply them, but not in what order to execute these operations. A variant of push-relabel is an algorithm that uses push-relabel and defines how to choose operations. Variants can have a lower time complexity than generic Push-Relabel if they choose good actions to perform. In this section, we will look at the maximum-height variant. An implementation of this variant, with some additional heuristics, has long been the benchmark for maximum flow algorithms[1].
The maximum-height variant uses the following meta-operation:

**Definition 3.3.1 (Discharge)**
To discharge vertex $u$, we repeat these steps while $u$ has excess:
- For all neighbours $v$: push from $u$ to $v$ if that is allowed.
- Relabel $u$ if there are no valid pushes out of $u$.

As the name implies, the maximum-height variant repeatedly discharges the highest active vertex. This variant originates from the first article about Push-Relabel written by Goldberg and Tarjan [9]. They claimed that this variant has a complexity of $\mathcal{O}(V^3)$. Cheriyan and Maheshwari [2] showed that the algorithm runs in $\mathcal{O}(V^2 \sqrt{E})$ and that this bound is tight. Later Cheriyan and Melhorn [4] gave a new argument for the same bound. We will describe their proof and then adapt it to show that the acyclic version of this variant runs in $\mathcal{O}(V^3)$. Finally, we will give a network where the algorithm finds the maximum flow in $\Omega(V^3)$, proving that the worst-case bound is tight.

**Theorem 3.3.1 (Maximum-height Push-Relabel runs in $\mathcal{O}(V^2 \sqrt{E})$)**
The maximum-height Push-Relabel algorithm has $\mathcal{O}(V^2 \sqrt{E})$ operations.

**Proof (Cheriyan and Melhorn [4])** Let $h^*$ be the height of the highest active vertex. $h^*$ starts and ends at 0. It can increase if a vertex relabels, so the total increase of $h^*$ is in $\mathcal{O}(V^2)$. Thus we find that $h^*$ decreases at most $\mathcal{O}(V^2)$ times. Define a phase as a sequence of pushes for which $h^*$ remains the same. We have just shown there can be at most $\mathcal{O}(V^2)$ phases. Define $N\leq(u) = \#\{v \mid h(v) \leq h(u)\}$ and the potential $P = \sum_{u \text{ active}} N\leq(u)$. We have $P \leq V^2$ initially, and $P = 0$ at termination. Each relabel and saturating push can increase the potential by $V$.

Now consider the non-saturating pushes during a phase. A phase is short if it has at most $\sqrt{E}$ non-saturating pushes. Because there are $\mathcal{O}(V^2)$ phases, we perform $\mathcal{O}(V^2 \sqrt{E})$ non-saturating pushes in short phases.

Now consider the non-saturating pushes in a long phase. Each push goes to a lower layer, so decreases the potential by $N\leq(h^*) - N\leq(h^* - 1)$. This is the number of vertices at layer $h^*$, which is at least $\sqrt{E}$. We find that there are $(V^2 + V \cdot \mathcal{O}(V^2) + V \cdot \mathcal{O}(VE))/\sqrt{E} = \mathcal{O}(V^2 \sqrt{E})$ non-saturating pushes in long phases.

Therefore the maximum height variant performs $\mathcal{O}(V^2 \sqrt{E})$ operations. ■
3.3.2 Maximum index Push-Relabel

If we want to add flat pushes to the maximum-height Push-Relabel, we should change the selection rule. Instead of discharging the vertex with maximal height, we empty the vertex with the highest index. A flat push can not reactivate a vertex with a greater index. Thus each vertex is discharged once per phase. We will name this the maximum-index variant and show that it has complexity $\Theta(V^3)$.

**Theorem 3.3.2 (Maximum-index Push-Relabel runs in $O(V^3)$)**

The maximum-index Push-Relabel performs at most $O(V^3)$ operations.

**Proof** Take the definition of a phase from the proof of Theorem 3.3.1. Each phase has at most $V$ discharges, as each empties a vertex and only activates vertices with a lower index. A discharge has at most one non-saturating push because such a push leaves no excess. Therefore there are at most $V$ non-saturating pushes per phase. So we perform $O(V^3)$ non-saturating pushes during the entire algorithm. □

This bound is worse than the $O(V^2\sqrt{E})$ bound for maximum-height push-relabel. We can use the chain-based argument for generic push-relabel to explain this difference. It is hard to make long chains with the maximum-height variant. The longer a chain is, the lower the last vertex. As we always discharge the highest vertex, it is hard to extend the chain. The same reasoning works for the maximum-index variant, which explains why it has better complexity than the generic acyclic push-relabel. But with the maximum-index variant, a single layer can contain an entire chain. So the end of the chain is, in a sense, closer to the vertex with the highest index. Therefore the chain is easier to extend.

We will now construct a parametric testcase where maximum-index push-relabel performs $\Omega(V^3)$ operations. First, we describe the structure of this testcase. Then we describe how the algorithm executes.

The testcase contains four types of vertices: the source $s$, the sink $t$, storage nodes $a_1, \ldots, a_n$ and conveyor nodes $b_1, \ldots, b_n$. Between these vertices we add the following edges:

<table>
<thead>
<tr>
<th>from</th>
<th>to</th>
<th>capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>$a_i$</td>
<td>$n$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>$b_1$</td>
<td>$n - 1$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>$b_n$</td>
<td>1</td>
</tr>
<tr>
<td>$b_i$</td>
<td>$b_{i+1}$</td>
<td>$n(n-1)$</td>
</tr>
<tr>
<td>$b_n$</td>
<td>$t$</td>
<td>$n(n-1)$</td>
</tr>
</tbody>
</table>

(a) Overview of edges in the testcase

(b) The testcase for $n = 3$
We can distinguish two stages when we execute maximum-index Push-Relabel on this network. The second stage will have $\Omega(n^3)$ non-saturating pushes, which gives us the desired lower bound.

The order of discharges depends on the initial ordering of the vertices. We will assume that $s > a_1 > \ldots > a_n > b_1 > \ldots > b_n > t$, so that all edges in the network go to a smaller vertex. We will also assume that each discharge first pushes to the vertex with the smallest index.

The first stage saturates all edges and moves as much flow to the sink. During initialisation, $s$ saturates the edges to all $a_i$. Then $a_n$ is relabelled and pushes to $b_1$ and $b_n$. All other storage nodes do the same. Next, $b_1$ relabels and pushes everything to $b_2$. Other conveyor nodes do the same: relabel and push to the next conveyor node. Finally, $b_n$ pushes everything it can to the sink and the remaining $n$ units back to the storage nodes. Figure 3.5a shows the state after the first stage.

The second stage starts with $a_1$ relabelling and pushing one unit to $b_n$ (3.5b). Then the excess at $b_n$ will be pushed along the conveyor to $b_1$. $b_1$ will push this excess to $a_n$ (3.5c). Next $a_2$ relabels, and repeats this pattern (3.5d). The other $a_i$ will follow. Finally $a_n$ relabels, pushes the excess it accumulated to $b_1$, and the one remaining unit to $b_n$ (3.5e). This unit moves along the conveyor to $b_1$ (3.5f). Then $b_1$ relabels and pushes $n$ units to $b_2$. The other conveyor nodes do the same, and the excess arrives at $b_n$ (3.5g). $b_n$ relabels and pushes one unit back to every storage node (3.5h).

Now we have the same preflow as the one at the start of the second stage. Furthermore, the height of every vertex increased by one. The order of the vertices is still $s > a_1 \ldots a_n > b_1 > \ldots > b_n > t$, only the order between storage nodes is different. Because the current state is (almost) identical, we will see the same pattern at each layer. The order between storage nodes is irrelevant since those nodes have identical connections.

The algorithm finishes when $b_n$ relabels to height $V$. It pushes a unit of excess back to each storage node, which pushes it to the source.

In summary: for each layer, all the storage nodes push one unit of excess to $b_n$, which moves through all the conveyor nodes. Moving the excess through the conveyor nodes takes $n - 1$ flat pushes. These pushes happen for all $n$ storage nodes and $2n + 1$ layers. Therefore the algorithm performs $\Omega((n - 1)n(2n + 1)) = \Omega(n^3)$ flat pushes. As $V = \Theta(n)$ we find that the algorithm performs $\Omega(V^3)$ operations in the worst case.
Figure 3.5: Execution of maximum-index Push-Relabel
Chapter 4

Conclusions

Our introduction of flat pushes is a minor modification of push-relabel that guarantees acyclic flow. The resulting algorithm has the same complexity as generic push-relabel, namely $O(V^2E)$. We give two proofs of this complexity. The second proof provides a direct correspondence between non-saturating pushes and other operations. In our opinion, this proof is more enlightening than proofs that use the potential method. This proof even works for standard push-relabel. We could modify the maximum-height variant to guarantee acyclic flow. We have proven that the maximum-index variant executes $\Theta(V^3)$ operations, which is not as good as the maximum-height variant.

Future work is to investigate how the modification affects the complexity of other variants. Especially for the dynamic-trees variant since it has the lowest complexity of all push-relabel variants. In our experience, there are often faster algorithms for acyclic graphs than general graphs. We believe that a push-relabel algorithm could use the topological order in choosing operations. Finally, we could look at how the flat push modification applies to algorithms that are based on push-relabel. We think it could improve the partial-augment algorithm of Goldberg [1]. The current fastest push-relabel algorithm (King-Rao-Tarjan [12]) is also based on push-relabel but might benefit less from flat pushes.
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Appendix A

Implementation

A.1 maximum-index push-relabel

```cpp
#include <vector>
#include <queue>
#include <tuple>
#include <algorithm>
using namespace std;

struct todoEntry {
  int height, index, node;
  bool operator<(const todoEntry& other) const {
    return make_tuple(height, index, node)
                < make_tuple(other.height, other.index, other.node);
  }
};

struct flowGraph {
  int numNode, source, sink;
  vector<int> height, index, numAtLayer, excess, currentEdge;
  vector<vector<int>> flow, capacity, neighbors;
  priority_queue<todoEntry> todo;

  flowGraph(int _numNode, int _source, int _sink) {
    numNode = _numNode; source = _source; sink = _sink;
    capacity.assign(numNode,vector<int>(numNode,0));
    flow.assign(numNode,vector<int>(numNode,0));
    neighbors.resize(numNode);
    excess.assign(numNode, 0); excess[source] = 1e9;
    height.assign(numNode, 0);
    height[source] = numNode;
    index.assign(numNode, 0);
    numAtLayer.assign(numNode+1, 1); numAtLayer[0] = numNode;
  }

  void add_capacity(int from, int to, int diff) {
    if (capacity[from][to] == 0 and capacity[to][from] == 0) {
      neighbors[from].push_back(to); neighbors[to].push_back(from);
    }
    capacity[from][to] += diff;
  }
};
```
```cpp
int residual(int from, int to) {
    int res = 0;
    if (height[to] < height[from]) res += capacity[from][to];
    if (height[to] <= height[from]) res -= flow[from][to];
    return max(0, res);
}

void push(int from, int to) {
    if (excess[to] == 0 and to != source and to != sink)
        todo.push({height[to], index[to], to});
    int diff = min(residual(from, to), excess[from]);
    excess[from] -= diff; excess[to] += diff;
    flow[from][to] += diff; flow[to][from] -= diff;
}

void discharge(int from) {
    while (0 < excess[from]) {
        int to = neighbors[from][currentEdge[from]];
        push(from, to);
        if (excess[from] == 0) continue;
        currentEdge[from]++;
        if (currentEdge[from] < (int) neighbors[from].size()) continue;
        height[from]++;
        currentEdge[from] = 0;
        index[from] = numAtLayer[height[from]];
        numAtLayer[height[from]]++;
        sort(neighbors[from].begin(), neighbors[from].end(), 
             [](int a, int b) { return make_pair(height[a], index[a]) < make_pair(height[b], index[b]); });
    }
}

void calculate() {
    for (int to : neighbors[source])
        push(source, to);
    while (not todo.empty()) {
        int from = todo.top().node; todo.pop();
        discharge(from);
    }
}

int main() {
    // Counterexample
    // 0 = source, 1 .. n = storage, n+1 .. 2n = conveyor, 2n+1 = sink
    int n = 200;
    flowGraph graph4(2*n+2, 0, 2*n+1);
    for (int i = 1; i <= n; i++) {
        graph4.add_capacity(0, i, n);
        graph4.add_capacity(i, n+1, n-1);
        graph4.add_capacity(i, 2*n, 1);
    }
    for (int i = n+1; i < 2*n; i++)
        graph4.add_capacity(i, i+1, n*(n-1));
    graph4.add_capacity(2*n, 2*n+1, n*(n-1));
    graph4.calculate();
    return 0;
}
```