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1 Abstract

Model-Based Reinforcement Learning (MBRL) is a significantly more sample-efficient
alternative to model-free reinforcement learning. In MBRL, supervised learning is used
to optimize a deep neural network model of the transition and reward dynamics in an
environment (i.e. a world model). This leads to a rich training signal which enables
training such a world model with fewer environment interactions than typically required
to train model-free methods. However, an open question in MBRL remains how to distill
effective policies from world models. Here we show that PlaNet, an MBRL method that
has been shown to perform well in simulation, is ineffective for an in-vivo environment
with real-time constraints. In this work, we propose a better alternative by exploiting the
gradients of the world model to train a parametric policy model with back-propagation
through physics. We have evaluated the performance of PlaNet on an inverted pendulum
swing-up task on an in-vivo robot setup. We have found that it is unable to reach an
acceptable control frequency and is too intolerant to latency to effectively solve the
task. We have evaluated two alternative policy distillation methods: imitation learning
and a gradient-based approach. We have found imitation learning ineffective and have
shown that our gradient-based approach not only allows for faster inference but also
achieves better performance than PlaNet. Our results demonstrate that with the right
architectures to alleviate model-bias, exploiting the gradients of learned world models
can be an effective method for policy distillation in model-based reinforcement learning.

2 Introduction

One of the basic paradigms in machine learning is Reinforcement Learning (RL), a com-
putational approach to learning from interaction [48]. Breakthroughs in deep learning
and gains in computing power have formed the foundations for numerous recent ad-
vances with RL on complex simulated domains [23, 36, 56] and to a limited degree in
the physical domain [1, 33]. Although applications in the simulated domain can have
intrinsic value [16, 24], many of these applications are valuable as demonstrations of
theoretical fitness for a purpose in the natural world [40, 44, 58]. Yet, the successful
application of RL methods is often much more challenging in the physical domain than
in simulation [43].

Two major factors contribute to this discrepancy between the performance of RL in
the simulated and the physical domains. First, RL agents require large amounts of envi-
ronment interaction [38]. In the simulated domain, this is usually not an issue, because
environment interaction comes at little-to-no cost, and environments can be computed
at a faster-than-real pace. However, in the physical domain, extensive interaction with
e.g. a robotic setup is costly and can often be risky [55]. Additionally, transition dy-
namics in physical systems are not guaranteed to be stationary. As motors wear or
lighting conditions change, the transition dynamics of the system change correspond-
ingly [39]. Second, even the best simulation environments are simplified interpretations
of the real world that fail to capture a combination of key challenges in the physical
domain [14]. The natural world is dynamic and random; and RL methods have been
shown to be intolerant to perturbations in the environment [28]. Therefore, methods
that work in simulation often do not work in the natural world. Extensive research has
been done in closing this ‘reality gap’, mainly for purposes of transferring experience
from the simulated to the physical domain [3, 17, 45, 54]. However, this approach has
so far only resulted in successful applications of RL methods on relatively simple tasks
such as moving a robot arm with external resistance [7], grasping simple objects [51],
or pick-and-place tasks with toy blocks [26]. These limited results with the transfer of
experience from simulation to the natural world, show that there is still some way to go

2



in closing the reality gap.
It must be noted that if the reality gap could be sufficiently closed to accommodate

transfer learning for complex physical tasks, counterintuitively, RL for the physical do-
main becomes largely obsolete. If transferring experience from simulation to the natural
world inherently requires simulation models that are very close to the ground truth
of their physical environments, the benefits of RL fade against those of classic search
[19] and classic control theory [31]. These classic techniques outperform RL in complex
environments by optimizing actions against a ground truth model of the environment,
assuming that such a model is available. Hence, to exploit the major benefit of RL
over the classic approaches, the fact that RL is not dependent on ground truth models,
more sample-efficient training regimes and model architectures are required that make
training RL agents in the physical domain viable.

A recent field of study that has significantly improved the sample-efficiency of RL
methods is Model-Based Reinforcement Learning (MBRL) [8, 20, 21, 22, 27]. In contrast
to model-free RL, MBRL methods use environment interaction to learn an explicit model
of the transition dynamics of the environment: a world model. Since training a world
model can be done in a fully supervised manner, MBRL requires fewer environment
interactions than model-free RL and allows for training larger models. Yet, an open
question in the field of MBRL remains how to distill effective policies from the learned
world model. Often policy models in MBRL architecture learn to exploit deficiencies in
the world model, rather than to produce effective behaviors in the environment. This
phenomenon is known as model-bias [13]. However, methods that have the world model
explicitly model stochasticity in the environment have alleviated this issue [5, 9, 27].

Three major types of algorithms can be distinguished for policy distillation with
MBRL [57]. First, dyna-style algorithms use model-free algorithms to search for a policy
by interacting with the world model rather than with the real environment [9, 32, 34].
Although dyna-style algorithms require less environment-interaction than pure model-
free RL, much computing power is required for the model-free optimization of the policy.
Second, gradient-based algorithms exploit the analytic gradient of the reward score in
the world model to directly optimize a policy through gradient descent. However, this
approach tends to be restricted to small domains with non-parametric world models
[13] or in domains where the dynamics of the system are known to the model [50].
Considerable advances have been made recently on gradient-based policy optimization
with differentiable physics simulators [11, 12]. Third, shooting algorithms do not train a
parametric policy, but directly optimize actions at inference under the model predictive
control framework [6] by testing action sequences against the world model [8, 41]. Since
this optimization procedure needs to be repeated at each time step, shooting methods
tend to be time-inefficient at inference.

The Deep Planning Network (PlaNet) is a shooting algorithm that combines several
recent advances in MBRL [21]. To counteract model-bias, the former’s authors explic-
itly model the deterministic and stochastic components of state transition in PlaNet’s
dynamics model and introduce latent overshooting, a training objective that promotes
accurate multi-step predictions. In order to speed up inference, action sequences are
evaluated in latent embedding space. This removes obsolete computational strain com-
pared to methods that generate synthetic rollouts in observation or pixel space [27].
Although PlaNet shows promising results on a variety of simulated environments, the
innovations it brings have not been shown to provide viable solutions for robotic control
tasks in the physical domain.

The focus of this paper lies on evaluating the applicability of PlaNet on in-vivo
robotic control. While planning in latent space allows for faster inference, it remains
to be proven that the method is flexible enough for robotic control tasks with strict
time-dependency constraints. In conjunction, we propose adaptations to PlaNet that
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have the potential for more flexibility. We choose an inverted pendulum swing-up task,
in which a pendulum on a cart must be swung up from its stable equilibrium to its
unstable equilibrium and must be kept balanced in the unstable equilibrium. This task
requires the agent to act on two different time scales. The swing-up component of
the task has loose restrictions on control frequency and fine-grained control since it
only requires pumping energy into the system. Balancing requires more fine-grained
control and puts a stricter restriction on control frequency. The remainder of this paper
is structured as follows: in section 3 we give an overview of the world model in the
standard PlaNet architecture; in section 4 we describe the policy model deployed in the
standard PlaNet architecture and we propose two alternative policy distillation methods
to train parametric policy models that enable faster inference; in section 5 we define the
inverted pendulum swing-up task and describe our simulated and physical setups; in
section 6 we report and discuss our experimental results; finally, in section 7 we provide
a summary of our work and discuss open areas for future research.

3 World Models

Our initial aim is to evaluate the applicability of PlaNet [21] on in-vivo robotic control,
because PlaNet combines several recent advances in MBRL and promises faster inference
through planning in latent space. To that end, we start from the former’s authors’ work
on PlaNet. Because action selection in the PlaNet framework is performed through
optimization at inference time, PlaNet may still be too slow to reach an acceptable
control frequency for our real-world setup, despite the speed-ups gained from planning
in latent space. Therefore, we additionally propose several adaptations to the PlaNet
framework to allow for faster inference. A full implementations of our models has been
published at: www.github.com/MatthijsBiondina/WorldModels/

Figure 1: A Partially Observable Markov Decision Problem. Blue nodes represent in-
puts, green nodes represent observable outputs, and gray nodes represent hidden vari-
ables. Solid lines denote deterministic relationships and dashed lines denote stochastic
relationships.

PlaNet is a model-based reinforcement learning method for discrete-time Partially
Observable Markov Decision Processes (POMDP) [21]. PlaNet learns a neural dynamics
model of the world that incorporates both deterministic and stochastic elements of state-
transition. During runtime, PlaNet chooses actions by repeatedly optimizing a sequence
of actions with its world model and executing the first action in the sequence. PlaNet
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Figure 2: The encoder and transition model predict a posterior latent state distribution
(b, sprior)

t from the previous latent state distribution (b, s)t−1, the previous action at−1,
and the current observation ot.

Figure 3: The transition and reward model predict prior distributions over future latent
states (b, sprior)

t+d and expected reward rt+d, given the previous latent state distribution
(b, s)t+d−1 and an action at+d−1.

can be dissected in two distinct components: the world model and the planner. The
world model will be covered here, while the planner will be described in section 4.1.

A POMDP models an agent in an environment of which the state-transition is gov-
erned by a Markov decision process. The state, however, is not directly observable to the
agent and must be deduced from observations sampled from a distribution conditional
on the state. For example, the state of a physical system is determined by the position
and energy of the particles that make up the system. An agent acting in this system
may deduce the state from sensor observations such as a camera feed.

Assuming a fixed time step t, we describe our POMDP with an 8-tuple (BBB, SSS, AAA,
TTT , RRR, ΩΩΩ, OOO, γγγ).1 BBB ⊆ IRIRIRβ and SSS ⊆ IRIRIRσ are the sets of real-valued vectors respec-
tively describing the deterministic and stochastic components of the hidden states of
the environment (see Figure 1). AAA ⊆ IRIRIR is a set of real-valued actions. TTT : bt, st ∼
p(bt, st|bt−1, st−1, at−1) with b ∈ BBB, s ∈ SSS and a ∈ AAA is a state-transition function, de-
scribing the deterministic and the stochastic components of the environment dynamics.
RRR : rt ∼ p(rt|bt, st) with rt ∈ IRIRIR is the reward-function. ΩΩΩ ⊂ IRIRIRω is the set of ω-
dimensional, real-valued observations. OOO : ot ∼ p(ot|bt, st) with o ∈ ΩΩΩ is an observation-

1POMDPs are commonly described as 7-tuples, making no distinction between the deterministic
and stochastic components of hidden states. It has been shown that explicitly modeling stochasticity
alleviates model-bias [5]. To maintain consistency, we adopt this notation here for the general case of
a POMDP.
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Figure 4: Neural network architecture for single-step prediction objective with PlaNet.
Blue nodes denote parametric operations, green nodes denote non-parametric opera-
tions, and red nodes denote training objectives. Dense layers (linear) are followed by
ReLU non-linearities [37], except for those leading into output variables and into the
inputs for the gaussian sampling modules. These sampling modules use the reparame-
terization trick [30]; since standard deviations can not be negative, the ‘std’ inputs for
these modules are first passed through a softplus method [18].
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function, describing the relationship between latent states and observations. γ ∈ [0, 1] is
the discount factor, weighing the respective importance of long- and short-term rewards.

The world model, implemented as a deep neural network, functions as a learned
simulation model of the environment. The purpose of the world model is to estimate
fitness scores to optimize sequences of actions. Without loss of generality, we assume
discrete-timestep, finite-length episodes so that t ∈ [1, ..., T ]. At time t, given obser-
vations o1:t and actions a1:t−1, the transition model predicts a posterior distribution
for the latent state (b, spost)

t (see Figure 2). Further given a sequence of actions at:T ,
the model predicts prior distributions over future latent states (b, sprior)

t+1:T , without
receiving additional observations. In principle, the latent state of the environment is not
measurable and can not be used as a training signal. So, given a latent state estimate
(b, s)t, the world model predicts the reward rt yielded by the environment at that time.
In this way, the model can predict the cumulative reward rt+1:T expected to be gained
for any action sequence at:T (see Figure 3).

In addition to predicting future rewards, the world model is trained to predict future
observations. Although predictions of observations are not used at inference, training on
observations forces the latent states to capture a richer representation of the environment
and overall induces a richer training signal than the rewards alone. As shown in Figure
4, when given a latent state (b, s)t−1 and an action at−1 the world model produces
the deterministic component bt and a prior distribution over the stochastic component
stprior of the next latent state. When also provided with the observation ot, the world
model produces a posterior distribution over the stochastic component stpost of the next
latent state informed on this observation. The posterior latent state (b, spost)

t is fed
into a multi-layer perceptron functioning as a decoder that outputs a reconstruction of
the observation ot. The squared error between the predicted reward rtpredict and the

ground truth rttarget (Reward Loss) is used as a training loss to optimize model weights.
Additionally, the mean-squared error between the reconstructed observation otpredict and

the ground truth ottarget (Observation Loss), as well as the KL-divergence between the
prior stprior and posterior stpost distributions of the stochastic state component (KL-
divergence Loss) are used as training losses:

Lreward =
1

T

T∑
t=1

(rtpredict − rttarget)2 (1)

Lobservation =
1

nT

T∑
t=1

||otpredict − ottarget||22, n = dimdimdim o (2)

LKL =
1

T

T∑
t=1

KL(T (stprior|bt−1, st−1, at−1), T (stpost|bt−1, st−1, at−1, ottarget) (3)

Assuming perfect one-step predictions, perfect multi-step predictions can be made
with the recurrent world model to predict the cumulative reward for an action sequence.
In practice, however, predictions are not perfect, and cumulative errors cause latent state
prediction errors to grow exponentially with the length of rollouts. In order to train
the world model to retain information and stimulate consistency over longer rollouts,
an additional latent overshooting objective is used to optimize model weights. Given
an action sequence a0:T−1 and a sequence of observations o1:T , posterior latent state
distributions s1:Tpost are generated following the procedure in Figure 4. These one-step
predictions of the posterior distributions of latent states are used as training targets
for the multi-step predictions of the prior distributions over those latent states (see
Figure 5). The gradients for these posterior distributions are stopped to ensure that the
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Figure 5: Latent overshooting - the deterministic component of the latent state vector
is omitted for simplicity. Black arrows depict forward passes through the world model,
red arrows depict KL-loss scores.

Figure 6: Rolling out the transition model for multiple steps over the prior loop without
observations.
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prior distributions converge to the posteriors, but not vice versa. For each t ∈ [1, ..., T ],
given a chunk size D, bt, stpost, and at:t+D; multi-step predictions of the latent state prior

st+1:t+D+1
prior are made by rolling out the recurrent prior loop of the transition model for D

steps (see Figure 6). The overshooting loss is the KL-divergence between the predicted
prior distributions st+dprior and the previously computed target posterior distributions

st+dpost:

LOV =
1

TD

T∑
t=1

D∑
d=1

KL(T (st+dprior|b
t, stpost, a

t:t+d−1), T (st+dpost|bt+d, ot+d)) (4)

The training objective used for optimizing the world model is a simple sum of the
reward, observation, KL-divergence, and overshooting losses:

L = Lreward + Lobservation + LKL + LOV (5)

4 Policy Distillation

In the previous section, we have discussed how a deep neural network can be trained
to function as a world model of an environment. In this section, we explore various
techniques to distill effective policies from such a world model.

4.1 CEM Planner

The standard PlaNet architecture [21] deploys a CEM planner [35] to optimize an action
sequence using the world model as a fitness function. At each timestep during rollouts,
a population of action sequences at:t+d of a fixed length up to a planning horizon d are
sampled from a normal distribution, initially with mean 0 and standard deviation 1.
The fitness of each of these action sequences is estimated by rolling out the transition
model for d timesteps with that action sequence and summing over the predicted re-
wards rt+1:t+d+1 resulting from the action sequence. After each optimization iteration,
the mean and the standard deviation of the population are updated to the mean and the
standard deviation of the top-k evaluated action sequences. After the last optimization
iteration, the mean of the top-k evaluated action sequences is returned as an approxi-
mation of the optimal action sequence. Adopting its methodology for action selection
from the model predictive control framework [6], only the first action of this optimal
action sequence is executed. At the next timestep, the entire procedure is repeated.

A limitation of this method is the limited planning horizon. Conventional RL meth-
ods implicitly incorporate an infinite time horizon in their action-value predictions [49].
The influence of predicted future rewards slowly approaches zero for distant timesteps
through the discounting factor. Since the CEM planner explicitly uses the predicted re-
wards for a fixed-length action sequence, the discounting factor is, in effect, 1 for future
timesteps up to the planning horizon and 0 for timesteps after that.

A second limitation of the CEM planner is the computational intensity of on-policy
optimization with this method. During each timestep, thousands of action sequences
need to be rolled out and evaluated. On our hardware, an Nvidia Titan XP GPU
(Nvidia, United States)2, we could not reach a control frequency above 15 Hz. We posit
that this is too slow for many real-world robotic control tasks.

2www.nvidia.com/en-us/titan/titan-xp/
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4.2 Back-Propagation through Physics

Back-propagating reward scores through a differentiable physics engine has been shown
to be an effective method for optimizing a policy [12]. Since a world model functions as a
learnable, differentiable simulation model of the environment, we experiment with using
the gradients in the world model between actions and predicted rewards to optimize a
policy network.

In this gradient-based approach, we derive initial latent states from samples of the
experience replay and roll out the world model for a number of timesteps up to a chunk
size D. At each timestep, the deterministic and stochastic state vectors bt+d−1 and
st+d−1 are fed into a policy network that outputs an action at+d−1. This policy network
has been implemented as a simple feed-forward neural network with two hidden layers
of 200 neurons each. Then, bt+d−1, st+d−1, and at+d−1 are input into the transition
model to predict the latent state on the next timestep and the reward yielded by the en-
vironment on that timestep. During this rollout, all gradients are stored. The predicted
rewards with reversed sign −rt:t+D, derived in this manner, are used as the training loss
to optimize the weights of the policy network. The parameters of the world model are
frozen so that only the policy network is trained with this objective.

Mixed results have been achieved in the past utilizing the gradients of trainable mod-
els that approximate environment dynamics [15]. Often the gradients of these learned
models prove to be poor approximations of the ground truth model underlying the real
system [13]. The learned models may display the same behavior under normal circum-
stances but develop internal dynamics that differ from the real system. Hence, there is
no guarantee that optimizing policies using the gradients of the learned models leads to
optimal policies in the real environment.

4.3 Imitation Learning

Finally, imitation learning [25] may form a viable approach to distilling effective policies
from the world model. With this approach, the CEM planner is treated as an expert to
train a simple feed-forward policy network with behavioral cloning [2]. This feed-forward
network has the same architecture as the policy network used with our gradient-based
approach: two hidden layers with 200 neurons each.

Ordinarily, imitation learning is used when pre-recorded data of usually a human
expert is available and a policy network needs to be trained to perform the same task
as the expert. In our case, the low control frequency of the CEM planner makes the
expert incapable of generating real rollouts. Instead, the CEM planner can only generate
approximately optimal actions off-policy. Policy rollouts can only be generated with the
policy network and the CEM planner is used as an interactive expert that criticizes the
actions taken by the policy network.

We initialize a policy network at random and collect experience by rolling out the
policy for several seed episodes. We train the world model on the collected data samples.
After training the world model on the collected data, we use the trained world model
and CEM planner to generate optimal actions for the data points in the experience
replay. These approximately optimal actions are then used as targets to train the policy
network in a supervised manner. In essence, the policy network is trained to instinctively
produce the same action as the CEM planner after several optimization iterations. At
runtime, the policy network should be able to replace the CEM planner while running
at a sufficient control frequency to interact with physical environments.

A notable difference with common applications of imitation learning is the fact that
the expert is non-stationary: as more experience is collected the world model becomes
a better approximation of the environment and thus the CEM planner starts producing
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better approximately optimal actions. Therefore, the target actions for data points from
earlier rollouts change as the world model learns.

The question remains how to incorporate newly collected data. The policy network
could be trained only on the newly collected data. As the policy network improves, it
will discover new areas of the environment, so it will primarily need to be trained on
these new observations to progress further. However, when training the policy model in
this manner, it will eventually forget what it has learned in earlier rollouts. For example,
as the network learns how to balance the pole it will forget how to perform the swing
up. We consider two methods to counter this phenomenon: aggregating data and ag-
gregating policies. The aggregated data approach involves training a new policy model
on all the previously collected experiences during each episode [42]. A disadvantage of
this approach is the sheer amount of interaction with the CEM planner required. Since
the model weights of the world model are updated at the start of each episode, new es-
timates of optimal actions need to be made for each data point in the experience replay
before training the policy model. So, although the inference of the policy model during
environment rollouts may be fast, the amount of computationally taxing interaction
with the CEM planner grows quadratically with the number of episodes. The aggre-
gated policy approach involves training a policy model only on the data newly collected
during the previous episode. To maintain knowledge gained in earlier episodes, a linear
interpolation is made between the model weights of the newly trained policy model and
a copy of the old policy model. Due to the black-box nature of neural networks, there is
no guarantee that such a linear interpolation between model weights maintains all the
key functionalities of both networks.

In conclusion, we propose to validate the standard PlaNet architecture, consisting of
a world model that models transition dynamics of the environment and a CEM planner
that optimizes action sequences with the world model at runtime. Additionally, we
propose two adaptations to the PlaNet architecture to accommodate faster inference
with the policy model. In both adaptations, the CEM planner is replaced with a simple
feed-forward neural network; the methods differ in the manner in which the policy
network is trained. Firstly, we propose to exploit the fact that the world model is fully
differentiable to use the gradient between the actions generated by the policy model and
the predicted reward scores as a loss score to optimize the model weights of the policy
network. Secondly, we propose to train the policy model with imitation learning. To
alleviate the common issue of forgetting in behavioral cloning, we examine two imitation
learning frameworks: aggregated data and aggregated policy.

5 Experimental Setup

We aim to solve an inverted pendulum swing-up task on an in vivo robotic setup. In
this task, a pendulum is suspended on a swivel from a cart, which can be slid back and
forth along a rail (see Figure 7). The goal of the task is to manipulate the cart in such
a manner that the pendulum is swung up to its vertical position and kept balanced in
that unstable equilibrium for a period of time. The inverted pendulum swing-up task
incorporates fundamentals for robotic balancing [47, 53]. We evaluate our models both
on an in-vivo robotic setup as well as on a simulated version built on the PyBullet
physics engine [10].

5.1 In-Vivo Setup

Our in-vivo setup consists of a cart that can slide along a rail. The cart is attached to a
notched rubber belt, strung between two cogs. One of these cogs is powered by a Maxon
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(a) (b)

Figure 7: (a) Simulated inverted pendulum setup and (b) In-vivo inverted pendulum
setup.

Figure 8: Schematic depiction of the communication loops in the setup. The server (PC)
receives frames from the camera at 60 Hz and information on the speed of the motor
from the microcontroller (MC) at 100 Hz. The PC sends actions to the microcontroller
at approximately 50 Hz, depending on the inference speed of the policy model. The
microcontroller accelerates or decelerates the motor to the action specified speed at 500
Hz.
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motor (Maxon, Switzerland)3 controlled by a Dimension Engineering sabertooth2x25
motor controller (Dimension Engineering, United States)4. Digital control commands
are sent to the motor controller via a dwenguino microcontroller platform (Dwengo,
Belgium)5. Two buttons have been placed at the ends of the rail, which are connected
to a hard-kill switch on the motor controller. If the cart comes too close to the edge of
the rail, one of these buttons is pressed, and the entire system shuts down to prevent
any damage to the hardware.

At both ends of the rail, a green sheet of paper has been attached to mark the
boundaries of the region where the card is allowed to move. On the cart and the
pendulum respectively, a magenta piece of paper and a blue piece of paper has been
attached to mark their positions. A realsense camera [29] has been used to record the
setup during runtime. The location of the abovementioned keypoints is extracted with
OpenCV [4]. With this setup, the observable state of the system is extracted at each
time step as a 5-tuple: (1) the x-coordinate of the cart, ranging from −1 (all the way left)
to 1 (all the way right); (2) the x-component of the angle of the pendulum, projected
on the unit-circle; (3) the y-component of the angle of the pendulum, projected on the
unit-circle - the angle is split into two components to prevent discontinuities. (4) the
velocity of the cart, scaled between −1 and 1; (5) the angular velocity of the pendulum,
scaled and clipped between −1 and 1.

In order to ensure minimal latency, a multi-threaded approach has been adopted
for the processing of camera images. The camera framerate has been capped at 60
fps. The camera thread continuously receives frames from the camera and writes these
to a shared memory buffer. An image processing thread continuously reads the most
recently added frame from the shared memory and extracts the keypoints using HSV-
and morphological filters. The observable state is calculated from these key points and
stored in another shared memory array. During rollouts, at each timestep, the main
thread reads the most recently computed observable state from the shared memory and
uses this observation to choose an action with its policy model. This action is sent to
the dwenguino controlling the motor controller via serial commands. Figure 8 shows
a schematic depiction of the setup along with the rates of communication between its
components.

5.2 Quality Metrics

Two metrics are of interest: performance score and control frequency. Firstly, we have
measured how well the agent is able to solve the task by taking the cumulative rewards
gathered over a trial of 1000 discrete timesteps. This measure has been applied both
in the simulated environment and the in-vivo setup. In the real environment, the con-
tinuous time frame has been abstracted away, instead rewards have been measured in
discrete time step samples of the environment. Note that this means that rollouts on
the real environment with a model with a lower control frequency results in a longer
rollout in time.

The reward at each timestep has been calculated by taking the y-component of the
projection of the angle of the pendulum on the unit circle. Hence, the reward ranges
from −1 when the pendulum is pointing vertically downwards to 1 when the pendulum
is in its upright position. Over a full trial, the minimum achievable score is −1000. The
maximum achievable score is 1000 minus the minimum amount of reward lost to swing
up the pendulum from its start position.

In addition to overall performance, the control frequency of our policy models has

3www.maxongroup.com
4www.dimensionengineering.com/products/sabertooth2x25
5www.dwengo.org
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Figure 9: Our in-vivo setup in action with a classic controller. Note that the current
setup has a longer pole than depicted in this figure. A full demonstration is available at
https://youtu.be/W-pXJfK-4dw

been measured. The control frequency is the number of times that the agent can compute
an action and send it to the setup. In order to successfully interact with a setup on a
time-dependent task, a sufficiently high control frequency is required.

On both the in-vivo setup and the simulated domain, 5 initial seed episodes are col-
lected and the model is trained for an additional 971 episodes. Performance is measured
every 25 episodes.

6 Experimental Results & Discussion

In this section, we discuss our experimental results. In section 5.1 we start with a
validation of the feasibility of our in-vivo setup by showing that it can be solved with
a classical controller. In section 5.2 we validate our implementation of the standard
PlaNet architecture on our simulated environment. In section 5.3 we test the standard
PlaNet architecture on the in-vivo setup and find that inference is insufficiently fast to
solve the balancing component of the task. In section 5.4 we discuss our alternate policy
distillation methods: gradient-based optimization and imitation learning, evaluated on
the simulated environment. In section 5.5 we evaluate the tolerance of the CEM planner
and gradient-based policy models to two major contributors to the reality gap between
our simulated and in-vivo environments. Due to the corona pandemic, we have been
unable to collect quantitative results on the in-vivo setup for many of our experiments.

6.1 Validation of In-Vivo Setup

To validate the feasibility of our setup and to set a baseline for our models, we have
implemented a classical controller for the robotic setup (see Figure 9). We have found
that due to the latency induced by processing the camera feed it is not possible to keep
the pole in its stable equilibrium with the straightforward approach of a bang-bang
controller [46], so a more fine-tuned control signal is needed. The controller uses energy-
based control for the swing-up and a fine-tuned control function when the pole is near
its unstable equilibrium, designed to remove angular velocity from the pole and keep
it balanced upright. In order to keep the cart away from the edges of the rail while
balancing the pendulum, the target angle is dynamically adjusted slightly towards the
center of the rail depending on the position of the cart, so that the cart is naturally
steered back to the middle of the rail. We would report a more quantitative analysis

14



Figure 10: Performance of vanilla PlaNet, with and without latent overshooting
in the training objective. The blue and magenta lines depict the median perfor-
mance of the model, respectively with and without latent overshooting in the train-
ing objective. The semi-transparent areas of the same colors represent the first and
third quartiles. Demonstrations are available at https://youtu.be/JWhUbW8bJUg and
https://youtu.be/tsyT3bs-8g

of the performance of our controller as well as a demonstration of the current setup in
action, but due to the corona pandemic we do not have access to our setup

6.2 Validation of Standard PlaNet Architecture

In order to validate our re-implementation of PlaNet, we evaluate the standard PlaNet
architecture in the simulated environment. The standard PlaNet architecture consists
of the trainable world model and the CEM planner, which generates a policy through
planning in latent space. The control frequency of 15 Hz of the CEM planner is not
high enough for the fine-tuned control required for balancing on the in-vivo setup. This
is not an issue for interaction with the simulated environment, which can be paused
at each timestep to allow the CEM planner to compute an action. Figure 10 shows
that our standard PlaNet implementation converges within 1000 training episodes. It
also shows that the model trained without latent overshooting converges to a slightly
better performance for this instantiation of the environment. It appears that one-step
predictions are sufficiently accurate for multi-step rollouts so that the added complexity
of the latent overshooting objective does not benefit training.

6.3 Standard PlaNet Architecture for In-Vivo Robotic Control

The computational complexity of the CEM planner leads to a relatively low control
frequency of the pendulum. To evaluate whether this hinders balancing, we deploy the
standard PlaNet architecture on the in-vivo setup. At most, we have managed to get a
control frequency of approximately 15 Hz using a single Nvidia Titan XP GPU (Nvidia,
United States). We have observed that the control frequency of the CEM planner is
insufficient to learn a stable policy for the balancing task.

We have attempted to improve the control frequency by splitting the population of
the CEM planner over multiple GPUs, but we have found that this only improves time-
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Figure 11: A comparison of the performance of the standard PlaNet architecture and our
gradient-based approach. A demonstration of an agent trained with back-propagation
through physics is available at https://youtu.be/4vouAX3Oc9Q

efficiency when working with much larger batch sizes. Since planning with the CEM
planner is an inherently iterative process, we have not been able to gain performance
improvements with data parallelism. In fact, splitting the population of the CEM plan-
ner over multiple GPUs causes slow-down due to the overhead of loading data to and
from the CPU. So, although data parallelism can improve overall training time, it can
not improve control frequency at inference on our setup. Due to the corona pandemic,
we are unable to gather quantitative results on our robotic setup.

6.4 Gradient-Based Optimization & Imitation Learning

The policy network trained with the gradient-based technique reaches a control fre-
quency of 40 Hz on our in-vivo setup. As we have demonstrated with our classic con-
troller, this is above the minimum bound on control frequency required to solve the
task. We have evaluated the performance of our gradient-based approach in the sim-
ulated environment. Hyperparameters for both methods have been optimized through
trial-and-error. The only notable difference between optimal hyperparameter settings
for the CEM planner and gradient-based approach is the action-repeat, which has been
set to 2 for the CEM planner and to 4 for the gradient-based approach. Figure 11 shows
that the gradient-based approach converges to a better performance than the standard
PlaNet architecture. Apparently, the gradients in the learned world model are suffi-
ciently similar to the real gradients of the physics of the simulator that gradient-based
optimization of the policy network leads to good policies. Under some circumstances, it
may be that back-propagating the rich gradient of the predicted reward score through
the world model is a better approach than the CEM planner; not only for computational
efficiency but also for performance.

We have observed an issue in both the standard PlaNet architecture and our gradient-
based approach where the policy models can have trouble keeping the cart away from
the edges of the rail while balancing the pendulum. We believe this to be a consequence
of the finite planning horizon. Since the planning horizon is limited, the policy models
have no intrinsic motivation to keep the cart in the middle of the rail or to slow the
cart when it has a high velocity. The possibility of bumping into the end of the rail
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Figure 12: A comparison of the standard PlaNet architecture and our imitation
learning approach. Due to the significantly higher time complexity of the data ag-
gregation approach, a single trial with this method is reported over 250 episodes.
This amount of training has required over a week on our hardware. A demon-
stration of the imitation learning approach with data aggregation is available at
https://youtu.be/JkPNWcdwag8. Notice how the agent apparently makes no effort
to balance the pendulum at 0:12. A demonstration of the imitation learning approach
with policy aggregation is available at https://youtu.be/5KQUhw3z86E. Notice the lack
of fine-tuned control, e.g. at 0:07.

only comes within the planning horizon once the cart is already near the edge. At that
point, the agent will try to slow down the cart, but it may already be too late to do
so effectively. Longer planning horizons, however, result in compounding errors and
in insufficient planning due to the exponential growth of the number of candidates in
deeper search spaces [57].

The policy network trained with imitation learning has an identical architecture to
the policy network trained with the gradient-based approach. So, the policy networks
trained with imitation learning also reach a control frequency of 40 Hz on our in-vivo
setup. We have evaluated the performance of our imitation learning approaches in
the simulation environment. Imitation learning with aggregated data has been found
to be impractically slow due to the amount of computationally expensive interaction
with the CEM planner growing quadratically with the number of episodes. For this
reason, only one run with the data aggregation strategy has been reported. The per-
formance of the imitation learning approach with data aggregation after 250 episodes is
significantly worse than the performance of the standard PlaNet architecture and the
backpropagation-through-physics approach. Although the time-efficiency of the policy
aggregation method is much better than the data aggregation approach, neither ap-
proach has been capable of finding a successful balancing strategy in our experiments.
Both approaches learn to swing the pendulum around, which is better than doing noth-
ing, but neither are fit to learn the fine-tuned manipulations required for balancing (see
Figure 12).
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Figure 13: The timing between action selection and execution for a simulated environ-
ment with an action repeat of 3 timesteps.

A likely explanation why imitation learning performs poorly is due to the non-
stationary nature of the expert. The CEM planner finds an optimal action given the
world model. Since the world model is trained in parallel to the policy model, the ac-
tions that the CEM planner finds, are only approximations of optimal actions in the
real environment, subject to the inaccuracies of the world model. In conjunction, the
policy network makes an approximation of the actions that are be produced by the CEM
planner, hence resulting in even less accurate approximations of optimal actions in the
environment. So, due to the mutual dependence of the world model and the policy
network, it is plausible that the world model never learns that the pendulum can be
balanced and the policy network never learns to explore behaviors to that end.

6.5 Control Frequency & Latency

Due to the corona pandemic we are currently unable to gather quantitative results on
our robotic setup using our back-propagation through physics approach. Instead, we
simulated several of the added difficulties interacting with a real environment in our
simulation model.

Our simulation environment is a distilled version of the physical domain, wherein
many of the key challenges of the real world have been abstracted away. Two major
differences between the simulated and physical domains are limited control frequency and
latency. We evaluate the influence of these two factors on the performance of the CEM
planner and our gradient-based approach to gain insight under which circumstances our
proposed methods could be viable for the physical domain.

The control frequency is the number of times per second that the agent can com-
pute an action and send it to the setup. In the simulation environment with discrete
timesteps, this is analogous to action-repeat, the number of timesteps that an action is
repeated before the agent is queried for a new action. In order to gain insight into the
potential effect of a lower control frequency on model performance, we artificially raise
the action-repeat in the simulation environment (see Figure 13).

Figure 14 shows that our gradient-based approach performs optimally at a lower
control frequency than the CEM planner. However, as the control frequency is low-
ered further, the performance of our gradient-based approach declines faster than the
performance of the CEM planner. Since it is easier to artificially lower the permitted
control frequency on an in-vivo setup than to raise it, these results are promising in
that they show a reasonable margin in the permitted control frequency within which
the gradient-based approach should be able to achieve optimal performance in a physi-
cal environment. However, they also show that a definite lower bound on the permitted
control frequency exists under which our gradient-based method does not perform. Ulti-
mately, the viability of the proposed methods depends on the particular setup in question
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(a)

(b)

Figure 14: A comparison of the influence of control frequency on performance: standard
PlaNet (a) and our back-propagation through physics approach (b).
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Figure 15: The timing between action selection and execution for a simulated environ-
ment with an action repeat of 2 timesteps and a latency of 3 timesteps.

and will require extensive hyperparameter-tuning.
Latency is the time that passes after the camera captures a frame, until this frame

is processed, an action is selected and this action is translated into a physical change
in motor speed. While the image data is being processed and the agent computes an
action with its policy model, the environment continues to change. So, by the time a
selected action is executed on the setup, the environment has already progressed several
milliseconds. Despite our efforts to make action selection as swift as possible, we have
been unable to reduce latency below approximately 25 milliseconds with our hardware.
The agent needs to learn to anticipate this time gap. In contrast, the simulation envi-
ronment works in discrete time steps. After each timestep, the environment is paused
until a new action is presented, allowing the agent to take an unrealistic amount of time
to compute an action.

To gain insight into the potential effect of this latency on the performance of our
models, we have added artificial latency to the simulation environment (see Figure 15).
A buffer of actions is initialized with zeros. At each timestep, the agent sends an action
to the environment. This action is appended to the buffer. Then the first action in the
buffer is executed in the simulation model and removed from the buffer. For a buffer of
length n, this means that the action chosen by the agent at time t, will be executed in
the environment at time t+ n. Hence, we simply manipulate the amount of latency by
changing the length of the buffer; if we use a buffer of length 0, this is analogous to the
environment without latency.

Figure 16 shows that for both the standard PlaNet architecture as well as our
gradient-based approach performance decreases when the amount of latency is increased.
However, our gradient-based approach is much more tolerant of latency than the CEM
planner; even with 4 timesteps of latency, the gradient-based approach performs better
than the CEM planner without latency. This suggests that our gradient-based approach
is more fit for physical systems with latency.

A likely explanation for this difference in performance is the fact that the optimal
control frequency for our gradient-based approach is lower than the optimal control
frequency for the CEM planner. As an additional effect, this means that the total
number of timesteps in the environment (i.e., not incorporating action-repeat) that fall
within the reward horizon of the policy model is higher for the gradient-based approach
than for the CEM planner. Specifically, with an action repeat of 2 timesteps and a
planning horizon of 12, the CEM planner has a reward horizon of 24 timesteps; with
an action repeat of 4 timesteps and a chunk size of 12, the gradient-based approach has
a reward horizon of 48 timesteps. Hence, the same amount of latency proportionally
reduces the reward horizon of the CEM planner by more than the reward horizon of the
gradient-based approach.
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(b)

Figure 16: A comparison of the influence of latency on the performance of the standard
PlaNet architecture (a) and our gradient-based approach (b).
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7 Conclusion & Future Work

In this paper, we have applied PlaNet on an in-vivo inverted pendulum swing-up task.
We have found that the standard PlaNet architecture can solve the inverted pendulum
swing-up task in simulation but not on the real setup. We have shown that this is due
to the CEM planner, which after speed optimizations, is not able to reach a sufficiently
high control frequency to control the pendulum in real-time.

To make PlaNet deployable on physical robotic tasks with real-time constraints, we
have proposed two alternative parametric policy models using the PlaNet world model:
gradient-based optimization and imitation learning. Both of these models can reach a
control frequency of 40 Hz. As we have shown with our hand-crafted controller, this is
high enough for solving the task. However, our experiments in the simulated environ-
ment have shown that only the gradient-based approach is a promising alternative, as
the imitation learning approach is not capable of solving the task. The gradient-based
approach achieves a higher performance than the CEM planner and behaves optimally
at a lower control frequency. These results are promising for the application of the
gradient-based approach on the real setup, since artificially lowering the control fre-
quency is much easier than raising it.

Realizing that the simulated environment is an idealized representation of the real
setup and that approaches that work in simulation are not guaranteed to work in the
real world, we have analyzed the impact of two major challenges in the in-vivo setup
that are by default not modeled in simulation: latency and control frequency. Our
experiments have shown that our gradient-based approach is more tolerant of latency
than the CEM planner and that the gradient-based approach performs best at a lower
control frequency than the CEM planner. However, if the control frequency permitted by
the system decreases further, the performance of our gradient-based approach declines
more rapidly than the performance of the CEM planner. Future work will involve
evaluating the performance of the gradient-based approach on our in-vivo setup.

Our findings with the gradient-based optimization approach are unexpected. Due to
model-bias, optimizing a policy model with this method often leads to the policy model
exploiting deficiencies in the world model rather than solving the task. The explicit
distinction between deterministic and stochastic transition dynamics in the PlaNet world
model likely alleviates this effect sufficiently or the task environment is sufficiently simple
that the policy model does learn useful behaviors. Future research should be directed
towards gaining a deeper understanding of the gap between the gradients of the physics
behind real-world systems and the gradients in parametric world models, trained on
those systems. Although it is impractical to compute the gradients of real-world systems,
physics engines, such as MuJoCo [52], can compute the analytic gradient between actions
and rewards. This can be used for a detailed analysis of the relationship between the
architecture of the world model and model-bias.

Finally, future work should be directed towards evaluating how well our proposed
gradient-based method generalizes to more complex domains, involving more degrees of
freedom, rigid-body collision, and soft-body or fluid dynamics. Additionally, the poten-
tial for integration of trained and hand-crafted dynamics models should be evaluated.
This could enable the addition of prior knowledge to world models, allowing model opti-
mization to focus on components of the environment that are harder to define by hand.
Simultaneously, this could enable the implementation of trainable modules in otherwise
hand-crafted systems for differentiable physics engines, so that system components that
are challenging to model in a differentiable manner can be replaced with inherently
differentiable world models that approximate the dynamics of the component.
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