
Master thesis
Computing Science

Radboud University

k-A-Complete Conformance Testing of Mealy
Machines with Timers

Author:
Bram Pellen
s1047349

First supervisor/assessor:
prof. dr. Frits Vaandrager
f.vaandrager@cs.ru.nl

Second assessor:
dr. Jurriaan Rot
j.rot@cs.ru.nl

April 23, 2025



2 Bram Pellen

This document is my final report for the master thesis that I completed as a part of the requirements for
the degree of Master of Science.



Abstract

We present the first formal black-box conformance testing method for Mealy machines with timers (MMTs).
We first develop our testing method for Mealy machines with a single timer (MM1Ts), as a stepping stone
towards our method for MMTs. We prove that both of our testing procedures are k-A-complete. The use
of our MM1T method strengthens the correctness guarantee provided by the active MM1T learning method
of Vaandrager et al. [2023]. Our conformance testing procedure for MMTs supports specifications that are
provided as generalized MMTs (gMMTs), as defined by Bruyère et al. [2024], rather than as MMTs. This
makes it more flexible in use, since MMTs can easily be converted into gMMTs. We create an additional
algorithm, due to which our MMT testing procedure can nearly be used to strengthen the correctness
guarantee provided by Bruyère et al. [2024]’s learning procedure for MMTs.
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Chapter 1

Introduction

In this thesis, we address the problem of black-box conformance testing for timed systems. Black box
conformance testing is the activity of determining whether a black-box system under test (SUT) conforms
to a given specification. We start from a simple setting in which both the specification and the behavior of
the SUT can be described by state-based systems known as Mealy machines [Mealy, 1955]. Mealy machines
yield observable outputs in response to inputs from their environment. For every input, a Mealy machine
also performs a state transition that determines how it responds to subsequent inputs. In this setting, we
use finite-length input sequences to try to determine whether the Mealy machines M that describe the
behavior of the SUT behave equivalently to a specification given by a Mealy machine S. We call such
an input sequence σ a test. Let M be a Mealy machine that describes the behavior of the SUT. We say
that the SUT passes test σ iff M provides the same sequence of outputs in response to σ as S. The SUT
is said to fail σ otherwise. We call a finite set of tests a test suite. We say that the SUT passes a test
suite TSS iff the SUT passes every test of TSS . Otherwise, we say that the SUT fails TSS . We would want
to generate test suites TSS that are complete, in the sense that the SUT passes TSS iff it is equivalent to
specification S. Unfortunately, complete test suites do not exist for arbitrary SUTs, since a finite number
of finite-length tests could never show that the specification and the SUT exhibit the same behavior for
all possible input sequences. An alternative to this completeness requirement is that of k-completeness.
For a specification S and a natural number k, a test suite TSS

k is k-complete if any SUT with at most k
more states than S passes TSS

k iff it is equivalent to S. The k-completeness requirement is used by various
Mealy machine conformance testing methods, such as the W-method [Chow, 1978, Vasilevskii, 1973], the
H-method [Dorofeeva et al., 2005], the Wp-method [Fujiwara et al., 1991] and the HSI-method [Luo et al.,
1995], among others [Dorofeeva et al., 2010a]. In Vaandrager et al. [2024], Vaandrager et al. introduced the
notion of k-A-complete test suites. They proved that for Mealy machines, k-A-completeness subsumes k-
completeness, and they provide a sufficient condition for k-A-complete test suites, under certain reasonable
assumptions for A. Fault domains provide a different way to characterize completeness criteria for test suites
and for conformance testing methods. A fault domain is a set U of Mealy machines. A test suite TSS

is U-complete if for each M ∈ U , U only passes the test suite if it is equivalent to specification S. For
example, the fault domain for the k-completeness criterium is the set Un+k, where n is the number of states
of the specification.

Advances in conformance testing are relevant to the area of active model learning. In active model
learning, the goal is to learn a model of a system under learning (SUL) from information that is acquired
through interaction with the system. Many approaches to active model learning are based on the minimally
adequate teacher (MAT) framework that Angluin introduced in 1987. This framework describes the learning
process as an interaction between a learner that wishes to learn a model of the SUL, and a teacher that knows
the SUL’s inner workings. The learner cannot directly ask the teacher for a description of the SUL’s possible
behavior. Instead, the learner asks the teacher queries to try and learn about this behavior. The learner
can ask two types of queries. With membership queries (MQs), the learner asks the teacher for the output
sequence that the SUT returns in response to a given input sequence. With equivalence queries (EQs), the
learner asks whether a Mealy machine that it formulated from the data that it acquired up to this point is
equivalent to the SUL. To answer these equivalence queries, the teacher needs to have an equivalence oracle
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Figure 1.1: An MMT, along with an observation tree for that MMT. The state colors indicate the corre-
spondence between the states of the two models

that it can ask whether a given hypothesis model is equivalent to the black-box SUL.
Black-box conformance testing methods provide a means to create approximations of equivalence oracles
with proven correctness guarantees. To construct an approximate equivalence oracle from a conformance
testing method, we can treat hypotheses models as specifications, and SULs as SUTs. If we can assume that
the SUL has at most k more states than the hypotheses produced by the learning method, then the use of
a k-complete conformance testing method guarantees that the equivalence oracle judges any hypothesis to be
equivalent to the SUL iff it is truly equivalent to the SUL. More generally, a conformance testing method that
is proven to be correct under a specific fault domain U is also a valid equivalence oracle under the assumption
that the SUL is in U . Conformance testing methods can only provide approximations of equivalence oracles,
because they can never be complete. These approximate equivalence oracles are approximations in the sense
that they can never be guaranteed to work for arbitrary black-box SUTs. We already discussed the existence
of conformance testing methods for Mealy machines that can thus be used to approximate equivalence oracles
with proven correctness guarantees. However, not all model learning methods aim to learn Mealy machines.

The information that can be learned about a system’s behavior by analyzing learned models is ultimately
limited by the expressiveness of the models supported by the utilized model learning method. For instance,
standard Mealy machines lack the ability to encode the real-time behavior that is exhibited by many real-
world systems and protocols. Vaandrager et al. [2023] provided a method for learning Mealy machines with a
single timer (MM1Ts), and Bruyère et al. [2024] introduced a method for learning Mealy machines with any
finite number of timers (MMTs). MM1Ts generalize Mealy machines by extending the system with a single
timer that can trigger state transitions when it runs out of time. MMTs further generalize these MM1Ts by
having multiple independent timers that can be active simultaneously. Figure 1.1(a) shows an example of
an MMT. This example model has q0 for its initial state. This means that if the input a is the very first
input that this model receives, then it transitions from the state q0 to the state q1 in a move that also yields
output o, and that starts timer x with value 2. A subsequent delay of 2 time units would automatically
trigger the timeout-transition with the special input to[x] that state q1 has to itself.

The MM1T learning approach is based on Angluin’s MAT framework. It requires an MM1T teacher that it
can ask timed versions of the MAT membership and equivalence queries. It also introduces mappings between
Mealy machines and MM1Ts, which it uses to construct an MM1T learner from a Mealy machine learning
method, such as the L∗

M [Shahbaz and Groz, 2009] method, the TTT [Isberner et al., 2014] method, or the
Suffix1by1 [Irfan et al., 2010] method. The MM1T learner uses an adapter that captures the information
that it learns on the SUL in an observation tree. Observation trees are tree-shaped models that capture
information that is observed about the behavior of other models.
The MMT learning method is based on L#, which is a method for learning Mealy machines that heavily
relies on the use of observation trees [Vaandrager et al., 2022]. As such, the MMT learning method relies on
observation trees as well. Figure 1.1(b) shows an observation tree T that the MMT learning method might
create for the MMT M of Fig. 1.1(a). The inputs, outputs and timer updates for the transition sequences
found in T aren’t exactly equal to those supported byM. Still, these sequences exhibit the same observable
behavior, because the names of timers and the presence of timer updates that do not lead to timeouts cannot
be ourwardly observed. Like the MM1T learning method, the MMT method also relies on the ability to
evaluate timed versions of the MAT membership and equivalence queries.
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No equivalence oracles with proven correctness guarantees have so far been developed for the Mealy
machines with timers supported by the MM1T and MMT learning procedures. It could very well be possible
to approximate such oracles with random testing, but there are as of yet no publications that explore this
direction, and it would not come with any correctness guarantees. These two learning papers use distinct
techniques to circumvent this lack of a black-box equivalence oracle in their experimental evaluations. The
MM1T procedure does so through the use of conventional k-complete Mealy machine conformance testing
methods. They use these testing methods to determine whether the hypotheses are equivalent to the SUL
MM1Ts from their case studies when both are converted to Mealy machines. This approach cannot be used
for black-box SULs, since the conversion method from MM1Ts to Mealy machines cannot be used on black-
box MM1Ts. The MM1T method circumvents the lack of a black-box equivalence oracle for MMTs with
a breadth-first-search-based algorithm that compares the learned hypotheses with modified versions of the
SUL MMTs from the case studies. This approach doesn’t work for black-box SULs, since this modification
of the SULs cannot be used on black-box MMTs.

In this thesis, we develop k-A-complete conformance testing methods for MM1Ts and MMTs, in order to
provide the learning methods from Vaandrager et al. [2023] and Bruyère et al. [2024] with approximations of
equivalence oracles that have proven correctness guarantees. We first develop our testing method for MM1Ts
as a stepping stone towards our method for MMTs. Vaandrager [2024] introduced a sufficient condition for k-
complete test suites for Mealy machines. They proved that if an observation tree that is valid for both the
specification and the SUT can satisfy certain conditions, then the fact that such a tree exists proves that the
specification and the SUT are equivalent. Our testing methods attempt to construct such an observation
tree for our timed settings. We prove that both of our testing methods are k-A-complete.
The main concern of both of our testing methods is to construct an observation tree that is valid for both the
specification and the SUT. We keep expanding this observation tree until it either meets criteria for which
we prove that they are sufficient to conclude that the specification and the SUT are equivalent, or until
we find that one cannot construct an observation tree that is valid for both the specification and the SUT.
In the latter case, we may conclude that the specification and the SUT are inequivalent, and we return a
counterexample sequence for which the specification and the SUT exhibit different behavior. We also provide
a way to minimize the specifications used by the MM1T conformance testing method, in order to lift the
requirement for minimal specifications that this testing method inherits from Vaandrager [2024].

Our testing methods interact directly with the SUT. They terminate as soon as they can conclude that
the SUT does not conform to the specification. These properties set them apart from the conformance
testing methods that we discussed before, all of which generate test suites that then still need to be run on
the SUT.

The rest of this thesis is structured as follows. In Chapter 2, we explain the notation we use and
the preliminary notions that our conformance testing method for MM1Ts relies on. We introduce our
MM1T testing method in Chapter 3. In Chapter 4, we discuss MMTs, generalized MMTs and other notions
from Bruyère et al. [2024] that our conformance testing method for MMTs relies on. We introduce our
conformance testing method for MMTs in Chapter 5. Chapter 6 contains our conclusions about our methods
and our suggestions for future work. The appendices contain proofs and other material that we omitted
from the main text to increase the document’s readability.



Chapter 2

MM1T Testing Preliminaries

In this chapter, we introduce the notation, definitions and additional notions that our testing method for
MM1Ts relies on. We start by introducing the notation that we use in this report. Next, we define Mealy
machines, and we explain what it means to do conformance testing for Mealy machines. We discuss the
notions of k-complete and k-A-complete test suites for Mealy machines. We end our discussion with an
explanation of MM1Ts.

2.1 Notation
The cardinality of a set X is denoted by |X|. We use P(X) to denote the power set of X.

2.1.1 Functions
We write f : X ⇀ Y to denote that f is a partial function from domain X to codomain Y . Partial
function f is defined for x, denoted f(x)↓, if ∃y : f(x) = y. We use f(x)↑ to indicate that f is undefined
for x. We often treat partial functions f : X ⇀ Y as sets of pairs {(x, y) ∈ X × Y | f(x) = y}.
Let f : X ⇀ Y and g : X ⇀ Y be partial functions. Then:

• f(x) = g(x) iff either f(x)↑ and g(x)↑, or if f(x)↓, g(x)↓ and f(x) and g(x) yield the same value,

• f = g iff f(x) = g(x) for all x ∈ X, and

• f ⊆ g iff, for all x ∈ X for which f(x)↓, g(x)↓ and g(x) = f(x).

A total function is a partial function for which, for all x ∈ X : f(x)↓. We write f : X → Y to denote that f
is a total function f : X ⇀ Y . We usually refer to a function as partial to specify that it may or may not be
total. Every function that we discuss in this thesis is total when we don’t specify otherwise.

Let f be a partial or total function with a domain X. We write f(A) to denote f ’s image for the
subset A ⊆ X of X, defined as:

f(A) = {f(x) | x ∈ A : f(x)↓}

The function π1 : X × Y → X is the first projection of pairs (x, y) ∈ X × Y , defined as: π1((x, y)) = x.
The second projection, π2 : X × Y → Y , is similarly defined as: π2((x, y)) = y.

2.1.2 Sequences
We consider sequences of elements of sets. The symbol ϵ denotes the empty sequence. We fix the set X =
{a, b} for the examples of this subsection. We use σ ·ρ to denote the concatenation of the sequences σ and ρ.
We usually omit the concatenation operator when we append or prepend a single element to a sequence.
The concatenation of all sequences of two sets of sequences X and Y , denoted X · Y , is defined as:

X · Y = {x y | x ∈ X ∧ y ∈ Y }

8
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When concatenating sets of sequences, we sometimes omit the brackets around sets that consist of a single
sequence of length 1. The notation Xn indicates the set of sequences over a set X that are n elements long,
i.e. the set:

X0 = {ϵ}
Xn+1 = X ·Xn

We can see that |Xn| = (|X|)n. We define the set X≤n of sequences over X with length ≤ n as:

X≤n =
⋃

0≤j≤n

Xj .

We can similarly define the set X≥n of sequences over X with length ≥ n as:

X≥n =
⋃
j≥n

Xj .

The set of all sequences over X of any length is given by:

X∗ =
⋃

n∈N
Xn.

We use |σ| ∈ N to indicate the length of sequence σ. We can define |σ| as:

|ϵ| = 0
|x σ| = 1 + |σ|.

Let σ ∈ X∗ be a sequence over X. If |σ| ≥ 1, then:

• head(σ) yields the first element of σ:

head(σ) =

a if σ = a ρ ∧ a ∈ X ∧ ρ ∈ X∗

undefined otherwise,

and

• tail(σ) yields the elements that follow after head(σ) in σ:

tail(σ) =

ρ if σ = a ρ ∧ a ∈ X ∧ ρ ∈ X∗

undefined otherwise.

We can see that for all sequences σ of length at least one, σ = head(σ) tail(σ). Let σ = ρ · ρ′ be a sequence.
Then ρ is a prefix of σ, and ρ′ is a suffix of σ.

2.2 Mealy Machines
Mealy machines are a type of state-based system. A Mealy machine yields observable outputs in response
to the inputs that it receives from its environment. The state transitions that the Mealy machine performs
in response to these inputs determine how the machine responds to subsequent inputs [Mealy, 1955].

Definition 2.2.1 (Partial Mealy machine). A partial Mealy machine is a tupleM = (Q, qI , I, O, δ, λ),
where:

• Q is a finite set of states; qI ∈ Q is the initial state,
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• I is a finite set of inputs,

• O is a set of outputs,

• δ : Q× I ⇀ Q is a partial transition function, and

• λ : Q× I ⇀ O is a partial output function, satisfying:

λ(q, i)↓ ⇐⇒ δ(q, i)↓,

(every transition has both an input and an output).
Mealy machine M is said to be input complete when its output and transition functions are total, since
this would imply that each of M’s state-input pairs has an associated transition.

Every Mealy machine that we discuss in this thesis is input complete, unless we specify otherwise.
Let M be an arbitrary (partial) Mealy machine with a set of states Q. We generalize the transition

function to sequences of inputs, i.e. to elements of I∗. We get, for all q ∈ Q, all i ∈ I and all σ ∈ I∗:

δ∗(q, ϵ) = q

δ∗(q, i σ) =

δ∗(δ(q, i), σ) if δ(q, i)↓

undefined otherwise.

We similarly generalize the output function to sequences of inputs. We get, for all q ∈ Q, all i ∈ I and
all σ ∈ I∗:

λ∗(q, ϵ) = ϵ

λ∗(q, i σ) =

λ(q, i) λ∗(δ(q, i), σ) if δ(q, i)↓

undefined otherwise.

We sometimes use a superscript to specify which model we consider, e.g. QM, qM
I .

Definition 2.2.2 (Trace equivalence). Let M and N be two Mealy machines with the same set of
inputs, I. States qM and qN are trace equivalent (equivalent), denoted qM ≈trace qN iff, for all input
sequences σ ∈ I∗ : λM∗(qM, σ) = λN ∗(qN , σ).

Mealy machinesM and N are considered to be trace equivalent (equivalent), denotedM≈trace N ,
iff qM

I ≈trace qN
I .

Note that two states of the same Mealy machine can also be trace (in)equivalent, as the above definition
does not require for M and N to be different Mealy machines.
Definition 2.2.3 (Connected Mealy machine). A Mealy machineM with a set of states Q and an initial
state qI is connected when, for all states q ∈ Q there exists an input sequence σ ∈ I∗ such that δ∗(qI , σ) = q.
Definition 2.2.4 (Minimal Mealy machine). A Mealy machine is said to be minimal if no two of its
states are equivalent.

We rely on the notion of apartness to prove the validity of our method. Apartness is a form of inequality
that is constructive, in the sense that one can never simply assert that two values are apart from one another.
Instead, one always needs to provide an example that shows that the values are unequal [Troelstra and
Schwichtenberg, 2000, Geuvers and Jacobs, 2021].
Example 2.2.1. Vaandrager et al. [2022] applies the notion of apartness to Mealy machines. For a Mealy
machine M, they consider two states q, q′ ∈ Q to be apart, denoted q # q′, iff there is some σ ∈ I∗ such
that λ∗(q, σ)↓, λ∗(q′, σ)↓, and λ∗(q, σ) ̸= λ∗(q′, σ). Input sequence σ is then called a witness of q # q′.

Note that it is possible for two Mealy machines states q and q′ to be neither trace equivalent nor apart,
since the apartness q # q′ could only be established if a witness of this apartness has been identified.

The term “apartness” is often applied to relations that are irreflexive, symmetric, and co-transitive [Geu-
vers and Jacobs, 2021]. Not all notions of apartness satisfy all three of these properties. The notion of
apartness for Mealy machines discussed in Example 2.2.1 satisfies all three of these properties for input-
complete Mealy machines.



k-A-Complete Conformance Testing of Mealy Machines with Timers 11

2.3 Conformance Testing for Mealy Machines
Conformance testing for Mealy machines is the activity of determining whether a system under test
(SUT) whose behavior can be described by an (unknown) Mealy machine M behaves equivalently to a
given specification Mealy machine S. We say that an SUT whose behavior can be described by a Mealy
machine M conforms to specification Mealy machine S iff M≈trace S.

In general, conformance testing methods generate a finite collection of tests that can reveal whether
supposed implementations conform to the specification. Such a collection of tests is called a test suite. For
Mealy machines, a test suite TSS for a specification Mealy machine S is a set of finite-length sequences over
the set of inputs IS of S, each of which is referred to as an individual test. The SUT passes test σ ∈ TSS

iff its behavior is described by a Mealy machine M, for which λM∗(qI , σ) = λS ∗(sI , σ). The SUT passes a
test suite iff it passes all of its tests. The SUT can then be called an implementation of the specification.

2.4 k-Complete Test Suites for Mealy Machines
Let S be a specification Mealy machine. We would ideally want to compute complete test suites for S, which
we could then use to determine for any Mealy machine M that describes the SUT whether M ≈trace S.
Mealy machine M would pass such a test suite iff M≈trace S.

Unfortunately, complete test suites do not exist. The problem is that any test case is always finite in
length. Let k be the length of the longest test case of a test suite TSS for a specification S. Let M be
an SUT for which all states that can be reached from the initial state within k state transitions exhibit the
same output behavior as their corresponding states in S, and for which the states beyond that point exhibit
different behavior from their counterparts in S. SUTM would pass test suite TSS , even thoughM ̸≈trace S.

A typical approach to circumvent this issue is to put a limit on the number of states that the SUTs are
allowed to have. This approach leads to the notion of k-complete test suites:

Definition 2.4.1 (k-Complete test suites for Mealy machines). Let S be a Mealy machine, and
let k ∈ N. Then test suite TSS

k is k-complete for S if, for any SUT Mealy machineM with at most k extra
states with respect to S:

M passes TSS
k ⇐⇒ M≈trace S.

Fault domains offer an alternative way to characterize completeness measures for test suites.

Definition 2.4.2 (Fault domains and U-completeness). Let S be a Mealy machine. A fault domain
is a set U of Mealy machines. A test suite TTSS for S is U-complete if, for eachM∈ U ,M passes TTSS

implies M≈trace S.

Consider for example the following fault domain:

Definition 2.4.3. Let m ∈ N>0. Then Um is the set of all Mealy machines with at most m states.

We can use fault domain Um to express the k-completeness property:

Definition 2.4.4 (k-Complete test suites for Mealy machines in terms of fault domains). Let S
be a Mealy machine, and let k ∈ N. Let m = |QS | + k. Then TSS

k is k-complete for S if, for any SUT
Mealy machine M∈ Um:

M passes TSS
k ⇐⇒ M≈trace S.

There are various methods for deriving k-complete test suites for Mealy machines. This survey Dorofeeva
et al. [2010b] covers multiple well-known approaches, including the W-method [Chow, 1978, Vasilevskii, 1973],
the H-method [Dorofeeva et al., 2005], and several other approaches that improve upon the W-method.

We discuss the W- and the H-methods in the next two subsections. Both of these methods rely on the
notion of state covers:
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Definition 2.4.5. LetM be a Mealy machine with a set of inputs I. A state cover [Dorofeeva et al., 2010b]
for M is a set C ⊆ I∗ that contains for every state q ∈ Q a sequence σ ∈ C for which δ∗(qI , σ) = q. State
covers are also required to contain the empty sequence, ϵ. A state cover is prefix closed if, for all σ ∈ C, all
prefixes ρ of σ are also in C. A state cover is minimal if, for all σ, ρ ∈ C with σ ̸= ρ, δ∗(qI , σ) ̸= δ∗(qI , ρ).

Informally, a state cover C is a set of input sequences of a Mealy machine M that contains for every
state q ∈ Q a finite-length input sequence that reaches q from M’s initial state, qI .

2.4.1 The W-Method
The W-method [Chow, 1978, Vasilevskii, 1973] is a method for deriving k-complete test suites for input-
complete Mealy machines. Let M be a minimal connected Mealy machine, and let k ∈ N. Use of the
W-method requires the computation of the following three sets of input sequences [Chow, 1978, Vasilevskii,
1973]:

• the state cover C ⊆ I∗,

• the set I≤k+1 ⊆ I∗, and

• the characterization set W ⊆ I∗ that contains for every pair of states q, q′ ∈ Q for which q ̸= q′ an
input sequence σ such that λ∗(q, σ) ̸= λ∗(q′, σ). Such an input sequence shows that q ̸≈trace q′.

The full k-complete test suite TSM
k ⊆ I∗ for M and k is given by Chow [1978] as:

TSM
k = C · I≤k+1 ·W.

2.4.2 The H-method
The H-method [Dorofeeva et al., 2005] is a method for deriving k-complete test suites for Mealy machines.
Let M be a minimal connected Mealy machine, let C be a prefix-closed state cover for M, and let k ∈ N.
The H-method constructs a k-complete test suite for M in four steps:

1. TSM
k = C · I≤k+1.

2. For all σ, σ′ ∈ C. Let q = δ∗(qI , σ), and let q′ = δ∗(qI , σ′). If q ̸= q′ and there are no input
sequences σ · w, σ′ · w ∈ TSM

k for which λ∗(q, w) ̸= λ∗(q′, w), then find an input sequence w such
that λ∗(q, w) ̸= λ∗(q′, w) and add the input sequences σ · w and σ′ · w to TSM

k .

3. For all σ ∈ C and ρ ∈ (C · I≤k+1) \ C for which q = δ∗(qI , σ), t = δ∗(qI , ρ), and q ̸= t; if there are no
input sequences σ · w, ρ · w ∈ TSM

k for which λ∗(q, w) ̸= λ∗(t, w), then find an input sequence w such
that λ∗(q, w) ̸= λ∗(t, w) and add the input sequences σ · w and ρ · w to TSM

k .

4. If k ≥ 1, then for all σ ∈ (C · I≤k+1) \ C and ρ ∈ I · I≤k−1 such that σ · ρ ∈ C · I≤k+1, t = δ∗(qI , σ),
t′ = δ∗(t, ρ), and t ̸= t′; if there are no input sequences σ · w, σ · ρ · w ∈ TSM

k for which λ∗(t, w) ̸=
λ∗(t′, w), then find an input sequence w such that λ∗(t, w) ̸= λ∗(t′, w) and add the input sequences σ ·w
and σ · ρ · w to TSM

k .

2.5 k-A-Complete Test Suites for Mealy Machines
Vaandrager et al. [2024] introduced a notion of test suite completeness that subsumes k-completeness. To
this end, they introduced the following fault domain:

Definition 2.5.1. Let k ∈ N, and let A ⊆ I∗. Then UA
k is the set of all Mealy machines M for which every

state of M can be reached by an input sequence σ · ρ, for some σ ∈ A and ρ ∈ I≤k.
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The idea is that a test suite computed for a Mealy machine M often consists of tests of which the
prefixes are input sequences from some set of input sequences A. This set is typically given by a state cover
forM, as is the case in the W- and H-methods. The tests generated by such testing methods often proceed
with between 0 and k inputs that, together with the prefixes from A, are meant to reach all states of the
SUT [Vaandrager et al., 2024]. The W- and H-methods both follow this principle.

Remember that the W- and H-methods are both k-complete, and that for k-completeness we have the
fault domain Um, where m = |QS |+ k. Let k be a natural number, and let M be a Mealy machine in Um.
Let A ⊆ I∗. It is possible that even though M ∈ Um, M ̸∈ UA

k . In particular, if M is minimal and A is a
minimal state cover for M, then it could not be the case that there exist σ, ρ ∈ A : σ ̸= ρ ∧ δ∗(qI , σ) ≈trace

δ∗(qI , ρ). This motivates the use of the additional fault domain:

Definition 2.5.2. Let A ⊆ I∗. Then UA is the set of all Mealy machines M for which there are σ, ρ ∈ A
with σ ̸= ρ and δ∗(qI , σ) ≈trace δ∗(qI , ρ).

Let A ⊆ I∗ be a finite set of input sequences with ϵ ∈ A, and let k and m be natural numbers with m =
|A| + k. Then Um ⊆ UA

k ∪ UA. The fault domain for k-A-completeness is given by UA
k ∪ UA, to ensure

that k-A-completeness subsumes k-completeness.
Let S be a Mealy machine with a set of inputs I, and let k ∈ N. Then:

Definition 2.5.3 (k-A-complete test suites for Mealy machines). Let S be a Mealy machine with
a set of inputs I, let k ∈ N, and let A ⊆ I∗. Then test suite TSS is k-A-complete for S if, for any SUT
Mealy machine M∈ UA

k ∪ UA:

M passes TSS ⇐⇒ M≈trace S.

2.6 Mealy Machines With a Single Timer (MM1Ts)
The Mealy machines with a single timer (MM1Ts) that we consider in this work were first introduced
by Vaandrager et al. as a generalization of Mealy machines [Vaandrager et al., 2023]. This section provides
an overview of their most important definitions, explanations and conclusions.

MM1Ts are Mealy machines that are extended with a single timer that can trigger a state transition
when it runs out of time. When that happens, a transition with a special timeout input is taken.

Definition 2.6.1 (Mealy machine with a single timer). A Mealy machine with a single timer
(MM1T) is a tuple M = (Q, qI , I, O, δ, λ, τ), where:

• Q = Qoff ∪ Qon is a finite set of states, partitioned into subsets where the timer is off and on,
respectively,

• qI ∈ Qoff is the initial state,

• I is a finite set of inputs that contains a special element timeout,

• O is a set of outputs,

• δ : Q× I ⇀ Q is a transition function, satisfying

δ(q, i)↑ ⇐⇒ q ∈ Qoff ∧ i = timeout (2.1)

(inputs are always defined, except for timeout in states where the timer is off),

• λ : Q× I ⇀ O is an output function, satisfying

λ(q, i)↓ ⇐⇒ δ(q, i)↓ (2.2)

(every transition has both an input and an output), and
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q0start

q1

q2

q3 q4

a/A, 1

b/B, 7

timeout/C, 10

a/A, ⊥ b/B, ⊥

a/A, ⊥ b/B, ⊥

timeout/D, 1

a/A, ⊥

b/B, ⊥

timeout/E, ⊥

a/A, ⊥

b/B, ⊥

Figure 2.1: An MM1T with Qon = {q1, q2, q3} and Qoff = {q0, q4}

• τ : Q× I ⇀ N>0 is a reset function, satisfying

τ (q, i)↓ =⇒ δ(q, i) ∈ Qon (2.3)
q ∈ Qoff ∧ δ(q, i) ∈ Qon =⇒ τ (q, i)↓ (2.4)

δ(q, timeout) ∈ Qon =⇒ τ (q, timeout)↓ (2.5)

(when a transition (re)sets the timer, the timer is on in the target state; when it moves from a state
where the timer is off to a state where the timer is on, it sets the timer; if the timer stays on after
a timeout, it is reset).

We sometimes use this input-complete version of the reset function:

τ⊥(q, i) =

τ (q, i) if τ (q, i)↓

⊥ otherwise.

Let δ(q, i) = q′ and λ(q, i) = o. We write q
i/o,n−−−→ q′ if τ (q, i) = n ∈ N>0, and q

i/o,⊥−−−→ q′ or just q
i/o−−→ q′ if

τ (q, i)↑.

Example 2.6.1. Figure 2.1 show an example of an MM1T. The MM1T has five states, with Qon = {q1, q2, q3}
and Qoff = {q0, q4}. The numerical constants displayed on some of the transitions update the timer to the
integer value that they specify. A timeout transition is traversed whenever the timer runs out of time. The
only way to transition from any of the states q1, q2 and q3 to a different state is by waiting for a timeout to
occur.

Definition 2.6.2 (Partial MM1T). A partial MM1T is an MM1T for which the transition function
doesn’t have to satisfy the condition of Rule 2.1. It instead has to satisfy a weaker version of this rule, with
the implication in only one direction:

q ∈ Qoff ∧ i = timeout =⇒ δ(q, i)↑.

We sometimes refer to MM1Ts for which the transition function does satisfy the condition of Rule 2.1 as
complete MM1Ts.

We use the same method to generalize a (partial) MM1T’s transition and output functions to sequences
of inputs as we used to generalize those for (partial) Mealy machines. We get, for all q ∈ Q, all i ∈ I and
all σ ∈ I∗:

δ∗(q, ϵ) = q

δ∗(q, i σ) =

δ∗(δ(q, i), σ) if δ(q, i)↓

undefined otherwise
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and:

λ∗(q, ϵ) = ϵ

λ∗(q, i σ) =

λ(q, i) λ∗(δ(q, i), σ) if δ(q, i)↓ ∧ λ(q, i)↓

undefined otherwise.

There are two semantics for MM1Ts, an untimed and a timed one.

2.6.1 Untimed Semantics
The untimed semantics is defined in terms of untimed words. An untimed word gathers the inputs, the
outputs, and the values to which the timer is set in every transition. Untimed words over inputs I and
outputs O are defined as sequences:

(i0, o0, n0) (i1, o1, n1) . . . (ik, ok, nk),

where, for each index 0 ≤ j ≤ k: ij ∈ I, oj ∈ O, and nj ∈ (N ∪ {⊥}). Untimed words can start in any state
of an MM1T.
Example 2.6.2. An example of an untimed word that starts in the initial state of the MM1T of Figure 2.1 is:

(a, A, 1) (b, B,⊥) (timeout, C, 10) (a, A,⊥) (timeout, E,⊥) (a, A,⊥).

An untimed run of an MM1T M is a sequence:

q0
i0/o0,n0−−−−−→ q1

i1/o1,n1−−−−−→ . . .
ik/ok,nk−−−−−→ qk+1

such that, for every j ≤ k, qj
ij/oj ,nj−−−−−→ qj+1 is a transition of M. Untimed runs can also start in any state

of an MM1T.
Example 2.6.3. Let w be the untimed word of Example 2.6.2, and let M be the MM1T of Figure 2.1. The
untimed run from M’s initial state over w is given by:

q0
a/A,1−−−−→ q1

b/B,⊥−−−−→ q1
timeout/C,10−−−−−−−−→ q3

a/A,⊥−−−−→ q3
timeout/E,⊥−−−−−−−−→ q4

a/A,⊥−−−−→ q4.

Note that an MM1T state always has at most one untimed run for every untimed word. We say that w
is an untimed word of M’s state q iff q has an untimed run over w. We say that M has an untimed
word w iff w is an untimed word of M’s initial state.

We use the notion of untimed words to define the notion of untimed equivalence:

Definition 2.6.3 (Untimed equivalence). LetM andN be two MM1Ts with the same inputs. States qM, qN

are untimed equivalent, denoted qM ≈untimed qN , iff they have the same sets of untimed words.
MM1Ts M and N are untimed equivalent, denoted M≈untimed N , iff qM

I ≈untimed qN
I .

Note that two states of the same MM1T can also be untimed (in)equivalent, as the above definition does
not require for M and N to be different MM1Ts.

2.6.2 Timed Semantics
The timed semantics of an MM1TM describes its real-time behavior. It associates an infinite-state transition
system tsem(M) toM. Every state of tsem(M) combines an MM1T state with a timer value. We call these
states configurations. A configuration is thus a pair (q, t), where q ∈ Q is a state and t ∈ (R≥0 ∪{∞}) is a
timer value. We require t =∞ iff q ∈ Qoff . The initial configuration is given by (qI ,∞). The transition
system describes all possible configurations and all transitions between them. We use four rules to define the
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transition relation that describes how one configuration may evolve into another. For all q ∈ Q, r ∈ Qoff ,
s, s′ ∈ Qon, i ∈ I, o ∈ O, t ∈ R≥0 ∪ {∞}, d ∈ R≥0 and n ∈ N>0:

d ≤ t

(q, t) d−→ (q, t− d)
(2.6)

q
i/o,n−−−→ s, i = timeout⇒ t = 0

(q, t) i/o−−→ (s, n)
(2.7)

q
i/o−−→ r, i = timeout⇒ t = 0

(q, t) i/o−−→ (r,∞)
(2.8)

s
i/o−−→ s′, i ̸= timeout

(s, t) i/o−−→ (s′, t)
(2.9)

Rule 2.6 states that when the time advances by d time units, the timer decreases by d. The timer may
not go below 0. We use the convention that, for any d ∈ R≥0, ∞− d = ∞. The time may thus advance
indefinitely when the timer is off. Rule 2.7 describes transitions that (re)set the timer; a timeout may only
occur if the timer has expired in the source state. Rule 2.8 describes transitions for which the timer is off
in the target state; again, a timeout may only occur if the timer has expired in the source state. Finally,
Rule 2.9 describes transitions for which the timer remains on and is not reset.

A timed word over inputs I and outputs O is a sequence:

w = (t0, i0, o0) (t1, i1, o1) . . . (tk, ik, ok),

where, for each index 0 ≤ j ≤ k: tj ∈ R≥0, ij ∈ I, and oj ∈ O. A timed word w describes a possible behavior
that may be observed when interacting with an MM1T: after a delay of tj time units, input ij is provided
and output oj is obtained in response. This process then repeats for index j + 1. For a given timed word w,
a timed run of the MM1T M over w is a sequence:

α = C0
t0−→ C ′

0
i0/o0−−−→ C1

t1−→ C ′
1

i1/o1−−−→ C2 . . .
tk−→ C ′

k

ik/ok−−−→ Ck+1

that begins with tsem(M)’s initial configuration C0 and where, for each j ≤ k: Cj
tj−→ C ′

j and C ′
j

ij/oj−−−→ Cj+1
are transitions of tsem(M). Since MM1Ts are deterministic, M has at most one timed run over each timed
word w. We say that w is a timed word of M iff M has a timed run over w.
Example 2.6.4. An example of a timed word for the MM1T of Figure 2.1 is:

(12, a, A) (0.2, b, B) (0.8, timeout, C) (1.1, a, A) (8.9, timeout, E) (17, a, A).

This timed word has the corresponding timed run:

(q0,∞) 12−→ (q0,∞) a/A−−→ (q1, 1) 0.2−−→ (q1, 0.8) b/B−−→ (q1, 0.8) 0.8−−→ (q1, 0) timeout/C−−−−−−→ (q3, 10)
1.1−−→ (q3, 8.9) a/A−−→ (q3, 8.9) 8.9−−→ (q3, 0) timeout/E−−−−−−→ (q4,∞) 17−→ (q4,∞) a/A−−→ (q4,∞).

We use the notion of timed words to define timed equivalence:

Definition 2.6.4 (Timed equivalence). Let M and N be MM1Ts. Then, M and N are timed equiv-
alent, denoted M≈timed N , if and only if M and N have the same sets of timed words.

For any two MM1TsM and N , ifM and N are untimed equivalent, then they are also timed equivalent.
The converse also holds. We thus know that:

Lemma 2.6.1. Let M and N be MM1Ts. Then, M≈timed N if and only if M≈untimed N .
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A timed input word is an alternating sequence of delays from R≥0 and inputs from I \ {timeout}, such
that the first and last elements are delays. Timed input words are thus elements of R≥0 ((I\{timeout}) R≥0)∗.
The • operation for concatenating two timed input words puts the timed input words in sequence, adding
the first delay of the second timed input word to the final delay of the first timed input word:

(u d) • (d′ u′) = u (d + d′) u′.

Timed words w can be reduced to timed input words tiw(w) by removing the outputs and the occurrences
of timeout, by replacing consecutive times with their sum, and by appending 0 to the end of the sequence in
certain cases:

tiw(ϵ) = 0

tiw((t, i, o) w) =

t • tiw(w) if i = timeout

(t i 0) • tiw(w) otherwise.

Example 2.6.5. Let w be the timed word:

w = (12, a, A) (0.2, b, B) (0.8, timeout, C) (1.1, a, A) (8.9, timeout, E) (17, a, A).

Then, tiw(w) = 12 a 0.2 b 1.9 a 25.9 a 0.
There are two possibilities whenever a timed input word performs a delay that precisely matches the

timer’s current value, followed by an input i from I \ {timeout}. There is the possibility that the timeout is
processed first, followed by input i. There is also the possibility that the timeout is skipped entirely. This
difference can cause race conditions.
Example 2.6.6. Let u = 12 a 1 b be a timed input word. Then, there are two possible timed words for the
MM1T of Figure 2.1:

(12, a, A) (1, timeout, C) (0, b, B)

and:

(12, a, A) (1, b, B).



Chapter 3

k-A-Complete MM1T Conformance
Testing

In this chapter, we introduce our k-A-complete conformance testing method for MM1Ts. We start by
specifying the requirements that our method imposes on the specification. Next, we specify what data our
test procedure captures. The final section introduces our conformance testing method for MM1Ts.

3.1 Requirements for the Specification
The W-method for Mealy machines requires that the specification Mealy machine is connected and minimal.
We do make the same assumptions for our specification MM1Ts. We proceed by defining these notions:

Definition 3.1.1 (Connected MM1T). An MM1TM is connected iff, for each state q ∈ Q there exists
an input sequence σ ∈ I∗ such that δ∗(qI , σ) = q.

The definition of untimed equivalence of MM1T states gives rise to a notion of minimal MM1Ts:

Definition 3.1.2 (Minimal MM1T). An MM1T M is minimal iff, for all pairs of states q1, q2 ∈ Q,
q1 ≈untimed q2 iff q1 = q2.

Vaandrager et al. [2023] introduced both a mapping that expresses MM1Ts in terms of Mealy machines,
as well as a mapping that can express certain Mealy machines in terms of MM1Ts. We include these
two mappings in Appendix A.1. Using these mappings, we can prove that methods for minimizing Mealy
machines can be used to minimize MM1Ts:

Lemma 3.1.1. Let M be an MM1T. Let M be a Mealy machine obtained by minimizing Mealy ma-
chine Mealy(M). Then, MM1T(M) is a valid MM1T, minimal and untimed equivalent to M.

The proof of Lemma 3.1.1 can be found in Appendix B.2. From this point onwards, we will assume that
the specification MM1T is minimal.

We also make the assumption that the specification and the SUT have a known shared upper bound ∆
on the value that the timer may be (re)set to in any transition. This assumption implies that waiting for
at least ∆ time units in any given state would reveal whether the timer is on or off in that state, since a
timeout would occur within ∆ time units if, and only if, the timer is on.

3.2 The Test Data Captured by our Procedure
Before we can introduce our MM1T testing procedure, we first need to introduce some concepts that our ap-
proach heavily relies on. These concepts are based on work from Vaandrager [2024], a paper that introduced
a certain sufficient condition for a Mealy machine test suite to be k-complete. In this paper, Vaandrager
captures information about the behavior that the specification S and the SUTM exhibit in response to the

18
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test suite in an observation tree that represents both S and M. The sufficient condition requires that the
observation tree contains access sequences for all states of the specification, that it contains successors for
these states for all inputs up to a depth of k +1, and that certain apartness relations hold between the states
of the observation tree.

Our testing procedure is inspired by this approach. We introduce this procedure in the next section, in
which it will become clear how we use a version of the sufficient condition to prove the validity of our testing
method. The method itself is based on versions of the dependencies of the condition that we adapt to an
MM1T setting.

We start by defining transition-preserving maps between the states of two (partial) MM1Ts:
Definition 3.2.1 (Functional simulation). Let T and M be two (partial) MM1Ts with the same set of
inputs I. A functional simulation f : T →M is a function f : QT → QM for which:

• f(qT
I ) = qM

I ,

• f(q) ∈ QM
on ⇔ q ∈ QT

on, and

• q
i/o,n−−−→ q′ ⇒ f(q) i/o,n−−−→ f(q′).

The intuition is that functional simulations preserve the transition structure with its outputs and timer
updates, the initial state, and the status of whether the timer is on or off.
Definition 3.2.2. Let M be an (partial) MM1T. The partial function uWordq yields the untimed word
that starts from state q ∈ Q for given input sequences σ ∈ I∗. We define this function as, for all i ∈ I and
all σ ∈ I∗:

uWordq(ϵ) = ϵ

uWordq(i σ) =

(i, λ(q, i), τ⊥(q, i)) uWordδ(q,i)(σ) if δ(q, i)↓ ∧ uWordδ(q,i)(σ)↓

undefined otherwise.

We can see from this definition that uWordq(σ)↓ iff δ∗(qI , σ)↓.
Lemma 3.2.1. Let T andM be MM1Ts with the same inputs, I. Let f : T →M be a functional simulation.
Then, for all q ∈ QT , uWordT

q ⊆ uWordM
f(q).

Proof. We prove the property by showing that for all σ ∈ I∗ for which uWordT
q (σ)↓: uWordM

f(q)(σ)↓
and uWordT

q (σ) = uWordM
f(q)(σ). We use an induction on σ:

• Base case: σ = ϵ. Then:

uWordT
q (ϵ) = ϵ = uWordM

f(q)(ϵ).

• Inductive step case: Let σ = ρ i for some ρ ∈ I∗ and i ∈ I. We use the induction hypothesis:
uWordT

q (ρ)↓ =⇒
(

uWordM
f(q)(ρ)↓ ∧ uWordT

q (ρ) = uWordM
f(q)(ρ)

)
. Let q′

ρ = δT ∗(q, ρ). We will
assume that uWordT

q (ρ i)↓, because there are no restrictions on uWordM
f(q)(ρ i) when uWordT

q (ρ i)↑.
This assumption tells us that δT ∗(q, ρ i)↓, per the definition of the uWord function. The fact that f
is a functional simulation tells us that the existence of the transition:

δT ∗(q, ρ) i/o,n−−−→ δT ∗(q, ρ i)

for some o ∈ OT and n ∈ (N>0 ∪ {⊥}) implies the existence of the transition:

f(δT ∗(q, ρ)) i/o,n−−−→ f(δT ∗(q, ρ i)).

This tells us that:

uWordT
q (ρ i) = uWordT

q (ρ) (i, o, n)
= uWordM

f(q)(ρ) (i, o, n) (IH)
= uWordM

f(q)(ρ i).



20 Bram Pellen

q0q0start q1q1

q2q2q3q3

a/A
b/B

a/A

b/B
a/A, 3

b/C

a/A

b/B

timeout/A

(a) An MM1T

t1t1

t2t2

t0t0start

t3t3 t4t4

t6t6 t5t5
a/A

b/B

a/
A

b/B

a/
A
, 3

b/C
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with Qon = {t5} and Qoff = {t0, t1, t2, t3, t4, t6}

Figure 3.1: An MM1T, along with an observation tree for that MM1T

Hence we have shown that, for all q ∈ QT , uWordT
q ⊆ uWordM

f(q).

During testing, we capture information about the inputs, outputs, timer updates and the timer’s on/off
status in a tree-shaped, partial MM1T that we refer to as an observation tree.

Definition 3.2.3 ((Observation) tree MM1T). A partial MM1T T is a tree iff, for every state q ∈ Q
there is a unique input sequence access(q) ∈ I∗ such that δ∗(qI , access(q)) = q. A tree MM1T T is an
observation tree for an MM1T M iff there exists a functional simulation f : T →M.

Example 3.2.1. Figure 3.1(b) shows an observation tree for the MM1T of Figure 3.1(a). We colored the
states to indicate the functional simulation.

Our testing procedure will try to construct a partial MM1T T for which there are functional simulations
between T and specification S, and between T and SUT M. If such a T cannot be constructed, then we
know that S and M do not describe the same behavior, which would imply that M ̸≈untimed S.

Definition 3.2.4 (Apartness for (partial) MM1Ts). Let T be an (partial) MM1T. States q1, q2 ∈ Q
are apart, denoted q1 # q2, iff there exists an input sequence σ ∈ I∗ for which:

• δ∗(q1, σ)↓, δ∗(q2, σ)↓, and uWordq1
(σ) ̸= uWordq2

(σ); or

• δ∗(q1, σ)↓, δ∗(q2, σ)↓, and δ∗(q1, σ) ∈ Qon ⇔ δ∗(q2, σ) ∈ Qoff .

We then call σ a witness of q1 # q2, which we denote by σ ⊢ q1 # q2.

The first condition is used to tells states q1 and q2 apart based on whether they have different outputs
or timer updates at the same index along their untimed runs for any input sequence σ for which δ∗(q1, σ)↓
and δ∗(q2, σ)↓. This condition cannot be used to determine whether there is an input sequence σ for
which δ∗(q1, σ) ∈ Qon ⇔ δ∗(q1, σ) ∈ Qoff , since if δ∗(q1, σ) ∈ Qon ∧ δ∗(q1, σ) ∈ Qoff , then δ∗(q1, σ timeout)↓
and δ∗(q2, σ timeout)↑. Furthermore, δ∗(q1, σ) ∈ Qon ⇔ δ∗(q1, σ) ∈ Qoff can hold even if δ∗(q1, σ)↓,
δ∗(q2, σ)↓, and uWordq1

(σ) ̸= uWordq2
(σ). We therefore include the second condition, which allows us to

directly conclude that q1 # q2 when δ∗(q1, σ)↓, δ∗(q2, σ)↓, and δ∗(q1, σ) ∈ Qon ⇔ δ∗(q2, σ) ∈ Qoff .
Example 3.2.2. Let M be the MM1T of Figure 3.1(a), and let T be the observation tree MM1T for M
from Figure 3.1(b). These are some of the apartness relations between states of T :

b ⊢ t2 # t3 a ⊢ t2 # t3 ϵ ⊢ t3 # t5 b a ⊢ t0 # t2 b b ⊢ t0 # t2.

States t2 and t3 are apart both because they have different output symbols for input b, and because they
have different timer resets for input a. States t3 and t5 are apart because the timer is off in the former, but
not in the latter. Finally, states t0 and t2 are apart because for their b-transition, they reach the states t2
and t3, which are themselves apart for the two reasons we discussed.
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These apartness relations for states of T are matched by the following apartness relations between their
corresponding states of M:

b ⊢ q1 # q2 a ⊢ q1 # q2 ϵ ⊢ q2 # q3 b a ⊢ q0 # q1 b b ⊢ q0 # q1.

These apartness relations hold for the same reasons for which their corresponding apartness relations in T
hold.

Example 3.2.2 alludes to a second way to characterize apartness for (partial) MM1Ts:

Definition 3.2.5 (Deduction-based definition of apartness for (partial) MM1Ts). Let M be a
(partial) MM1T. States q1, q2 ∈ Q are apart, denoted q1 # q2, iff any of the following conditions holds:

q1 ∈ Qon q2 ∈ Qoff
ϵ ⊢ q1 # q2

q1
i/o1,n1−−−−−→ q′

1 q2
i/o2,n2−−−−−→ q′

2 (o1 ̸= o2 ∨ n1 ̸= n2)
i ⊢ q1 # q2

δ(q1, i)↓ δ(q2, i)↓ σ ⊢ δ(q1, i) # δ(q2, i)
i σ ⊢ q1 # q2

where i ∈ I, σ ∈ I∗, o1, o2 ∈ O, and n1, n2 ∈ N>0 ∪ {⊥}.

Note that all three of the definitions of apartness that we have introduced so far in this chapter are
irreflexive and symmetric.

Lemma 3.2.2. Definition 3.2.4 and Definition 3.2.5 induce the same notion of apartness for (partial) MM1Ts.

Proof. Let #e denote the apartness relation of Definition 3.2.4, and let #d denote the apartness relation
of Definition 3.2.5. Let M be a (partial) MM1T, and let q1, q2 ∈ Q be two states of M.

We prove the that for all σ ∈ I∗ : σ ⊢ q1 #e q2 ⇔ σ ⊢ q1 #d q2:

• We show that for all σ ∈ I∗ : σ ⊢ q1 #e q2 ⇒ σ ⊢ q1 #e q2. We perform a case distinction on the two
conditions under which σ ⊢ q1 #e q2:

– If δ∗(q1, σ)↓, δ∗(q2, σ)↓, and uWordq1
(σ) ̸= uWordq2

(σ), then there exists a maximum-length
prefix ρ of σ such that δ∗(q1, ρ)↓, δ∗(q2, ρ)↓, and uWordq1

(ρ) = uWordq2
(ρ). Let ρ be this prefix

of σ, and let i ∈ I be the input such that ρ i is a prefix of σ. Let q′
1 = δ∗(q1, ρ) and q′

2 = δ∗(q2, ρ).
We then know that:

(λ(q′
1, i) = o1 ̸= o2 = λ(q′

2, i)) ∨ (τ⊥(q′
1, i) = n1 ̸= n2 = τ⊥(q′

2, i)).

Let q′′
1 = δ(q′

1, i) and q′′
2 = δ(q′

2, i). Definition 3.2.5 tells us that:

q′
1

i/o1,n1−−−−−→ q′′
1 q′

2
i/o2,n2−−−−−→ q′′

2 (o1 ̸= o2 ∨ n1 ̸= n2)
i ⊢ q′

1 #d q′
2

,

which tells us that i ⊢ q′
1 #d q′

2. Repeated use of Definition 3.2.5’s final rule would now reveal
that ρ i ⊢ q1 #d q2. This implies that σ ⊢ q1 #d q2, as required.

– If δ∗(q1, σ)↓, δ∗(q2, σ)↓, and δ∗(q1, σ) ∈ Qon ⇔ δ∗(q2, σ) ∈ Qoff . Let q′
1 = δ∗(q1, σ) and q′

2 =
δ∗(q2, σ). Definition 3.2.5 tells us that:

q′
1 ∈ Qon q′

2 ∈ Qoff
ϵ ⊢ q′

1 #d q′
2

∨ q′
2 ∈ Qon q′

1 ∈ Qoff
ϵ ⊢ q′

2 #d q′
1

.

The fact that the apartness defined in Definition 3.2.5 is symmetric implies that in both cases,
ϵ ⊢ q′

1 #d q′
2. Repeated use of Definition 3.2.5’s final rule would now reveal that σ ⊢ q1 #d q2, as

required.

We have thus shown that for all σ ∈ I∗ : σ ⊢ q1 #e q2 ⇒ σ ⊢ q1 #d q2.
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• We show by induction on the length of input sequence σ that for all σ ∈ I∗ : σ ⊢ q1 #d q2 ⇒ σ ⊢
q1 #e q2:

1. Base case 1: ϵ ⊢ q1 #d q2. Then Definition 3.2.5 tells us that q1 ∈ Qon and q2 ∈ Qoff .
Since δ∗(q1, ϵ)↓, δ∗(q2, ϵ)↓, δ∗(q1, ϵ) ∈ Qon and δ∗(q2, ϵ) ∈ Qoff , the second condition of Defi-
nition 3.2.4 tells us that ϵ ⊢ q1 #e q2, as required.

2. Base case 2: i ⊢ q1 #d q2 with i ∈ I. Then Definition 3.2.5 tells us that:

q1
i/o1,n1−−−−−→ q′

1 ∧ q2
i/o2,n2−−−−−→ q′

2 ∧ (o1 ̸= o2 ∨ n1 ̸= n2).

Since δ∗(q1, i)↓, δ∗(q2, i)↓, and uWordq1
(i) ̸= uWordq2

(i), the second condition of Definition 3.2.4
tells us that i ⊢ q1 #e q2, as required.

3. Inductive step case: i ρ ⊢ q1 #d q2 with i ∈ I and ρ ∈ I∗. Then Definition 3.2.5 tells us
that δ(q1, i)↓, δ(q2, i)↓ and ρ ⊢ δ(q1, i) #d δ(q2, i). We use the induction hypothesis:

ρ ⊢ p1 #d p2 =⇒ ρ ⊢ p1 #e p2.

Applying the induction hypothesis to ρ ⊢ δ(q1, i) #d δ(q2, i) yields ρ ⊢ δ(q1, i) #e δ(q2, i). Defi-
nition 3.2.4 tells us that there are two conditions under which this apartness could hold:

– δ∗(δ(q1, i), ρ)↓, δ∗(δ(q2, i), ρ)↓, and uWordδ(q1,i)(ρ) ̸= uWordδ(q2,i)(ρ). Then δ∗(q1, i ρ)↓,
δ∗(q2, i ρ)↓, and uWordq1

(i ρ) ̸= uWordq2
(i ρ). This tells us that i ρ ⊢ q1 #e q2, as required.

– δ∗(δ(q1, i), ρ)↓, δ∗(δ(q2, i), ρ)↓, and δ∗(δ(q1, i), ρ) ∈ Qon ⇔ δ∗(δ(q2, i), ρ) ∈ Qoff . We then
know that δ∗(q1, i ρ)↓, δ∗(q2, i ρ)↓, and δ∗(q1, i ρ) ∈ Qon ⇔ δ∗(q2, i ρ) ∈ Qoff . This tells us
that i ρ ⊢ q1 #e q2, as required.

We thus know that in all cases, i σ ⊢ q1 #d q2 with i ∈ I and σ ∈ I∗ implies that i σ ⊢ q1 #e q2.

We have thus shown that for all σ ∈ I∗ : σ ⊢ q1 #d q2 ⇒ σ ⊢ q1 #e q2.

We have shown that for all σ ∈ I∗ : σ ⊢ q1 #e q2 ⇔ σ ⊢ q1 #d q2.

Lemma 3.2.2 tells us that both definitions of apartness for (partial) MM1T describe the same notion of
apartness. We can show that this notion of apartness satisfies a property known as weak co-transitivity:

Lemma 3.2.3 (Weak co-transitivity for observation tree MM1T apartness). Let T be an obser-
vation tree MM1T. Then, for all r, r′, q ∈ Q, and all σ ∈ I∗:

σ ⊢ r # r′ ∧ δ∗(q, σ)↓ =⇒ σ ⊢ q # r ∨ σ ⊢ q # r′

Proof. The fact that δ∗(q, σ)↓ tells us that uWordq(σ)↓. We perform a case distinction on the two possible
conditions under which σ ⊢ r # r′:

• in case apartness follows from uWordr(σ) ̸= uWordr′(σ), we get:

uWordq(σ) ̸= uWordr(σ) ∨ uWordq(σ) ̸= uWordr′(σ)

which tells us that:

σ ⊢ q # r ∨ σ ⊢ q # r′.

• otherwise, the timer is either on in δ∗(r, σ) and off in δ∗(r′, σ), or off in δ∗(r, σ) and on in δ∗(r′, σ).
We thus know that whether the timer is on or off in δs∗(q, σ), the opposite is true for either δ∗(r, σ)
or δ∗(r′, σ). Therefore, σ ⊢ q # r or σ ⊢ q # r′.

We thus know that in any case, σ ⊢ r # r′ and δ∗(q, σ)↓ imply that σ ⊢ q # r∨σ ⊢ q # r′, for all r, r′, q ∈ Q,
and all σ ∈ I∗.

We can show that functional simulations can never map apart states to states that are untimed equivalent:
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Lemma 3.2.4. Let T be an observation tree MM1T for MM1T M, and let f : T → M be a functional
simulation. Then, for all q1, q2 ∈ QT :

q1 # q2 in T =⇒ f(q1) ̸≈untimed f(q2) in M.

Proof. The existence of the apartness q1 # q2 implies that there exists an input sequence σ ∈ I∗ such
that σ ⊢ q1 # q2. The definition of apartness for (partial) MM1Ts tells us that there could be two conditions
under which q1 # q2. We perform a case distinction on these two conditions:

• if δT ∗(q1, σ)↓, δT ∗(q2, σ)↓ and uWordT
q1

(σ) ̸= uWordT
q2

(σ), we know that uWordT
q1

(σ)↓ and uWordT
q2

(σ)↓.
Lemma 3.2.1 now tells us that:

uWordT
q1

(σ)↓ =⇒ uWordM
f(q1)(σ)↓ ∧ uWordT

q2
(σ)↓ =⇒ uWordM

f(q2)(σ)↓.

Lemma 3.2.1 also tells us that uWordM
f(q1)(σ) = uWordT

q1
(σ), and that uWordM

f(q2)(σ) = uWordT
q2

(σ).
Therefore:

uWordM
f(q1)(σ) = uWordT

q1
(σ) ̸= uWordT

q2
(σ) = uWordM

f(q2)(σ).

Thus, uWordM
f(q1) ̸= uWordM

f(q2);

• otherwise, we know that either δ∗(q1, σ) ∈ QT
on and δ∗(q2, σ) ∈ QT

off , or δ∗(q1, σ) ∈ QT
off and δ∗(q2, σ) ∈

QT
on. In the first case, we can conclude that since δ∗(q1, σ) ∈ QT

on, uWordq1
(σ timeout)↓. Lemma 3.2.1

then tells us that uWordM
f(q1)(σ timeout)↓. On the other hand, the fact that δ∗(q2, σ) ∈ QT

off tells
us that uWordT

q2
(σ timeout)↑. We could show by an inductive argument that δ∗(q2, σ) ∈ QT

off im-
plies that δ∗(f(q2), σ) ∈ QM

off . Thus, uWordM
f(q2)(σ timeout)↑. Therefore, in case δ∗(q1, σ) ∈ QT

on
and δ∗(q2, σ) ∈ QT

off , uWordM
f(q1) ̸= uWordM

f(q2).
We can make a similar argument to show that in case δ∗(q1, σ) ∈ QT

off and δ∗(q2, σ) ∈ QT
on, uWordM

f(q1) ̸=
uWordM

f(q2).

We thus know that since q1 # q2, uWordM
f(q1) ̸= uWordM

f(q2). Our notion of untimed MM1T state equivalence
tells us that therefore, f(q1) ̸≈untimed f(q2).

We also need the following auxiliary notion:

Definition 3.2.6 (Stratification). LetM be an MM1T with a set of inputs I, and let T be an observation
tree forM. Then IT = IM. Let A ⊆ I∗ be a nonempty, finite, prefix closed set of input sequences. Then A
induces a stratification of QT as follows:

1. A state q of T is called a basis state iff access(q) ∈ A. We write B to denote the set of basis
states: B := {q ∈ QT | access(q) ∈ A}. Note that, since A is nonempty and prefix closed, initial
state qT

I is in the basis, and all states on the path leading to a basis state are basis states as well.

2. We write F 0 for the set of immediate successors of basis states that are not basis states them-
selves: F 0 := {q′ ∈ QT \B | ∃q ∈ B, i ∈ I : q′ = δT (q, i)}. We refer to F 0 as the 0-level frontier.

3. For k > 0, the k-level frontier F k is the set of immediate successors of k−1-level frontier states: F k :=
{q′ ∈ QT | ∃q ∈ F k−1, i ∈ I : q′ = δT (q, i)}.

We often use F <k to denote the set F 0 ∪ · · · ∪ F k−1 of the states in the first k frontiers, and F ≤k to denote
the set F 0 ∪ · · · ∪ F k of all states in the first k + 1 frontiers.
We say that basis B is complete if:

• for each σ ∈ A there is a state q ∈ B with δT ∗(qT
I , σ) = q, and if

• for each q ∈ B and each i ∈ (I \ {timeout}) ∪ {timeout | q ∈ QT
on}, δT (q, i)↓.
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Figure 3.2: A stratification of an observation tree for the MM1T of Figure 3.1(a), induced by A =
{ϵ, b, b b, b b a}

For k ∈ N, the k-level frontier is complete if for each q ∈ F k and each i ∈ (I\{timeout})∪{timeout | q ∈ QT
on},

δT (q, i)↓.
For each state q ∈ QT we define the candidate set C(q) as the set of basis states that are not apart

from q: C(q) := {q′ ∈ B | ¬(q # q′)}. A state q ∈ QT is identified if its candidate set is singleton.

Example 3.2.3. Figure 3.2 shows a stratification of an observation tree for the MM1T of Figure 3.1(a). We
colored the states to indicate the basis and the first three frontiers. The stratification’s basis is complete,
but its 0, 1 and 2-level frontiers are not.

We now have everything we need to be able to define our MM1T testing procedure.

3.3 The Testing Procedure
Our testing procedure is inspired by the apartness-based method for learning Mealy machines introduced
in Vaandrager et al. [2022], as well as by the apartness-based perspective on conformance testing of Mealy
machines that is provided in Vaandrager [2024]. The procedure also strongly resembles the H-method [Do-
rofeeva et al., 2005] for computing k-complete test suites for Mealy machines. We discuss the similarities
and differences between the H-method and our testing procedure in Section 3.3.7. In our method, we non-
deterministically expand a tree MM1T that functions as an observation tree for both the specification S and
the SUT M, until we can either conclude that M≈untimed S, or we discover that M ̸≈untimed S.

Our testing procedure returns a counterexample input sequence in case M ̸≈untimed S. We assume that
the specification MM1T S is minimal, connected and complete.

Algorithm 1 shows the main testing procedure.
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Algorithm 1: Procedure for testing MM1Ts
1 T ← a fresh, partial MM1T with an initial state qT

I ;
2 B ← {qT

I };
3 for σ ∈ C do
4 c← addTransitionsS

M(qT
I , σ);

5 if c ∈ I∗ then return c;
6 B ← B ∪ {δT ∗(qT

I , σ)};
7 end for
8 while any of the rules can still be applied do
9 8 ¬(r # r′), for some r, r′ ∈ B for which r ̸= r′ → ▷ Rule (IdentifyBasisStates)

10 c← makeObsTreeStatesApartS(r, r′);
11 if c ∈ I∗ then return c;
12 8 δT (q, i)↑ and δS ∗(sS

I , access(q) i)↓, for some q ∈ B ∪ F <k and i ∈ I → ▷ Rule
(ExtendFrontiers)

13 c← addTransitionS
M(q, i);

14 if c ∈ I∗ then return c;
15 8 r # r′ ∧¬(r # t)∧¬(r′ # t), for some r, r′ ∈ B and t ∈ F k → ▷ Rule (IdentifyFrontiers)
16 σ ← a witness of r # r′;
17 c← addTransitionsS

M(t, σ);
18 if c ∈ I∗ then return c;
19 8 r # t′ ∧ ¬(r # t′′) ∧ ¬(t′ # t′′), for some r ∈ B, t′ ∈ F k and t′′ ∈ F <k → ▷ Rule

(ExtendCoTransitivity)
20 σ ← a witness of r # t′;
21 c← addTransitionsS

M(t′′, σ);
22 if c ∈ I∗ then return c;
23 end
24 return yes;
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Algorithm 2: Sub-procedure for making two observation tree states apart when their specification
counterparts are apart

1 Procedure makeObsTreeStatesApartS(q, q′ ∈ QT ):
2 if q # q′ then
3 return;
4 end
5 s← δS ∗(sS

I , access(q));
6 s′ ← δS ∗(sS

I , access(q′));
7 σ ← a witness of s # s′;
8 c← addTransitionsS

M(q, σ);
9 if c ∈ I∗ then return c;

10 c′ ← addTransitionsS
M(q′, σ);

11 if c′ ∈ I∗ then return c′;

We start the procedure by computing a prefix-closed state cover C for the specification. Such a state cover
could be computed via a simple breadth-first search [Zuse, 1972]. The procedure maintains an observation
tree T that is valid for both the specification, and the SUT. It tracks a stratification induced by C. The
observation tree initially contains only an initial state. This state is indeed in the basis, since C being a
state cover implies that ϵ ∈ C. The next step is to complete the basis by adding transitions for all input
sequences of C to T .
The procedure then proceeds to non-deterministically extend T . It keeps adding transitions to T , until the
basis and the first k + 1 frontiers of the stratification induced by C are complete, certain states are identified
and a certain apartness relations hold between its states. The testing procedure terminates and returns a
counterexample if it discovers a conflict between the specification and the SUT during its operation.

Whenever we extend the observation tree with one or more transitions, there is always the possibility that
we discover a conflict in the outputs, timer updates or the on/off status of the successor states between the
specification and the SUT’s counterparts what would be the new observation tree transition. We terminate
the testing procedure and yield a counterexample if we discover such a conflict. We explain the procedure
for adding one or more transitions to the observation tree in subsections 3.3.2 and 3.3.3, respectively.
The algorithm non-deterministically chooses between the following four rules, and it terminates once none
of these rules can be applied any longer:

Rule (IdentifyBasisStates) Let r, r′ ∈ B be two distinct basis states that are not pairwise apart. We
know that since state cover C is prefix closed, r and r′ represent different states of the specification. Let s
be the specification state that corresponds to r, and let s′ be the specification state that corresponds to r′.
Then, since s ̸= s′, we know from the fact that S is minimal that uWords(ρ) ̸= uWords′(ρ), and thus
that ρ ⊢ s # s′ for some input sequence ρ ∈ I∗. We use the procedure from Algorithm 2 to make r and r′

apart in T . This procedure first finds an input sequence σ such that σ ⊢ s # s′, δS(s, σ)↓ and δS ∗(s′, σ)↓. It
does so by looking for an input sequence for which s and s′ either exhibit different output or timer update
behavior, or that terminate in specification states that would be immediately apart from one another. The
procedure then adds σ from both r and r′ to make σ ⊢ r # r′.

Rule (ExtendFrontiers) Let q ∈ B ∪ F <k be a state that can reach one of the first k + 1 frontiers in a
single transition step. If q has no outgoing transition for an input i ∈ IS for which δS ∗(sI , access(q) i)↓, i.e.
the corresponding state of the specification does have an outgoing transition for i, then we add a transition
for i to T . In doing so, we extend the frontier that q’s new i-transition transitions into.

Rule (IdentifyFrontiers) When a state t ∈ F k from the k + 1-level frontier is not identified, then there
are at least two distinct basis states r, r′ ∈ B from which t is not apart. If σ ⊢ r # r′, then we use weak
co-transitivity to make t apart from r, from r′, or from both r and r′, i.e. σ ⊢ t # r ∨ σ ⊢ t # r′.
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Rule (ExtendCoTransitivity) When a basis state r ∈ B and a state t′ ∈ F k from the k +1-level frontier
are apart, then we will make it so that any state t′′ ∈ F <k from the first k frontiers is apart from r, from t′,
or from both r and t′.
If either r # t′′ or t′ # t′′ already holds, then there is nothing to be done.
If r # t′, ¬(r # t′′) and ¬(t′ # t′′), then we simply use co-transitivity to make it so that r # t′′ ∨ t′ # t′′.
We do so by adding the transitions for a witness σ of r # t′ from t′′.

We will now discuss the various sub-procedures that we use in Algorithm 1.

3.3.1 Determining Whether a Transition has Conflicts Between the Specifica-
tion and the SUT

Vaandrager et al. [2023] introduced a method for extending an observation tree for a black-box MM1T with
a single transition. This method works by composing a timed input word that it then submits to an MM1T
teacher following the MAT framework for active model learning. A careful choice of the final delay causes
the timed input word to reveal whether the timer is updated, with what constant it is then updated, and
whether the timer is on or off in the new state. We use the same approach not to extend observation tree T
directly, but to obtain for a given observation tree state q ∈ QT and input i ∈ IT the triple:

obtainTheSUTOutputTimerUpdateAndTargetStateOnOffStatusM
T (q, i) = (o, n, b),

where o = δM(qM, i), n = τM
⊥ (qM, i), and b = yes⇔ δM(qM, i) ∈ QM

on with qM = δM∗(qM
I , access(q)).

Sub-procedure Algorithm 3 describes the way we use this triple to determine whether the specification
and SUT transitions that (would) correspond to the observation tree transition (q, i) have a conflict in their
outputs, timer updates and/or the on/off status of their respective successor states.

Algorithm 3: Procedure that determines whether the specification and SUT transitions that
(would) correspond to this observation tree transition have a conflict in their outputs, timer updates
and/or the on/off status of their respective successor states

1 Procedure transitionHasConflicts(q ∈ QT , i ∈ IS):
2 s← δS ∗(sS

I , access(q));
3 s′ ← δS(s, i);

// Obtain the output, timer update and timer status of the SUT’s corresponding
transition

4 (o, n, b)← obtainTheSUTOutputTimerUpdateAndTargetStateOnOffStatusM
T (q, i);

// Determine whether this information conforms to that of the specification’s
corresponding transition

5 if o ̸= λS(s, i) ∨ n ̸= τS
⊥(s, i) then

6 return yes;
7 end
8 if (b = yes⇔ s′ ̸∈ QS

on) then
9 return yes;

10 end
11 return no;

The computation of these triples is the only place where our procedure touches on the timed MM1T
semantics. The remainder of the procedure only deals with the untimed semantics.

3.3.2 Extending the Observation Tree With a Single Transition
Algorithm 4 describes our method for extending the observation tree with a new transition. The procedure
begins by checking whether the counterpart of the requested transition exists in the specification. If not, then
the procedure simply terminates, returning the input sequence access(q) i as the counterexample. In fact,
this input sequence always serves as the counterexample, since we yield a counterexample iff we encounter a
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conflict in the outputs, timer updates or the on/off status of the successor state for the i-transition.
If the specification does have a counterpart for the i-transition, then we check whether there is a conflict
between the transition’s counterparts in the specification and the SUT. We add the new transition to the
observation tree if there is no such error. If there is, then we return the counterexample.

Algorithm 4: Sub-procedure for extending the observation tree with a single transition
1 Procedure addTransitionS

M(q ∈ QT , i ∈ IS):
2 s← δS ∗(sS

I , access(q));
// Don’t add the transition from q if the specification doesn’t have a

transition for i from its corresponding state s

3 if δS(s, i)↑ then
4 return access(q) i;
5 end

// Don’t add the transition if doing so would result in T no longer being an
observation tree for both the specification and the SUT

6 if transitionHasConflicts(q, i) = yes then
7 return access(q) i;
8 end

/* Since there is no conflict between the transitions for the specification and
the SUT, we can simply read the output, timer update and timer status
information from the specification’s transition and then add that to T . */

// Create a fresh observation tree state
9 q′ ← a fresh MM1T state;

// Mark the new state as on iff δS(s, i) is on
10 if δS(s, i) ∈ QS

on then
11 QT

on ← QT
on ∪ {q′};

12 end
13 else
14 QT

off ← QT
off ∪ {q′};

15 end
// Extend the input and output sets with those use in the specification’s

corresponding transition
16 IT ← IT ∪ {i};
17 OT ← OT ∪ {λS(s, i)};

// Record the new state transition
18 δT (q, i)← q′;

// Use the output from the specification’s corresponding transition
19 λT (q, i)← λS(s, i);

// Use the same timer update as the specification’s corresponding transition
20 if τS(s, i)↓ then
21 τT (q, i)← τS(s, i);
22 end
23 return yes;

3.3.3 Extending the Observation Tree With a Sequence of Transitions

Algorithm 5 shows a sub-procedure that extends the observation tree with all transitions induced by a given
input sequence. The procedure stops in case it discovers a conflict in the outputs, timer updates or the
on/off status of the successor state. The procedure then terminates, returning a counterexample.
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Algorithm 5: Sub-procedure for extending the observation tree with multiple transitions
1 Procedure addTransitionsS

M(q ∈ QT , σ ∈ I∗):
2 while σ ̸= ϵ do
3 i← head(σ);
4 if δT (q, i)↑ then
5 c← addTransitionS

M(q, i);
6 if c ∈ I∗ then return c;
7 end
8 q ← δ(q, i);
9 σ ← tail(σ);

10 end
11 return yes;

3.3.4 Termination
We can prove that the procedure of Algorithm 1 always terminates within a finite number of rule applications:

Lemma 3.3.1. The procedure of Algorithm 1 always terminates within a finite number of rule applications.

Proof. The IdentifyBasisStates rule can only be applied as many times are there are elements in state cover C.
Therefore, since S has a finite number of elements, C is finite as well, and the IdentifyBasisStates rule can
only be applied a finite number of times. The size of the basis is therefore also finite.
The finite size of the basis also imposes a limit on the size that the 0-frontier can reach through repeated
application of the ExtendFrontiers rule. The fact that the maximum size of the 0-frontier is finite in turn
implies that the maximum size of the 1-level frontier is finite, and so on. The ExtendFrontiers rule can only
be applied a finite number of times, since the maximum sizes of the first k + 1 frontiers are all finite.
Every application of the IdentifyFrontiers rule makes a state from the k + 1-level frontier apart from at least
one basis state. This rule can only be applied a finite number of times, since the maximum size of any
frontier is always finite, which implies that the maximum sizes of the first k + 1 frontiers are always finite.
Every application of the ExtendCoTransitivity rule makes a state from the first k frontiers apart from a
state from the k + 1-level frontier. This rule can only be applied a finite number of times, since the number
of states in any frontier is always finite.
We may thus conclude that all four of Algorithm 1’s rules can only be applied a finite number of times. The
loop-condition of Line 8 will thus always be met after a finite number of loop iterations. The algorithm will
therefore always terminate within a finite number of rule applications.

3.3.5 k-A-Complete Test Suites for MM1Ts
Fault domains are the same for MM1Ts as for Mealy machines, apart from the use of untimed equivalence
instead of trace equivalence. We thus get:

Definition 3.3.1 (Fault domains and U-completeness for MM1Ts). Let S be an MM1T. A fault
domain is a set U of MM1Ts. A test suite TTSS for S is U-complete if, for eachM∈ U ,M passes TTSS

implies M≈untimed S.

We can define the relevant fault domains:

Definition 3.3.2. Let k ∈ N, and let A ⊆ I∗. Then UA
k is the set of all MM1Ts M for which, for each

state q ∈ Q there are σ ∈ A and ρ ∈ A≤k such that δ∗(qI , σ · ρ) = q.

Definition 3.3.3. Let A ⊆ I∗. Then UA is the set of all MM1TsM for which there are σ, ρ ∈ A with σ ̸= ρ
and δ∗(qI , σ) ≈untimed δ∗(qI , ρ).

We can now define the relevant notion of k-A-completeness:
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Definition 3.3.4 (k-A-complete test suites for MM1Ts). Let S be an MM1T with a set of inputs I,
let k ∈ N, and let A ⊆ I∗. Then test suite TSS is k-A-complete for S if, for any SUT MM1TM∈ UA

k ∪UA:

M passes TSS ⇐⇒ M≈untimed S.

3.3.6 k-A-Completeness of the Procedure
Our approach to proving the k-A-completeness of our procedure is inspired by Vaandrager et al. [2024]’s
sufficient condition for the k-A-completeness of test suites for Mealy machines. We will use the following
theorem to prove that for any natural number k and any minimal and prefix-closed state cover C of the
specification, Algorithm 1 is a valid and k-C-complete conformance testing procedure for MM1Ts:

Theorem 3.3.1. Let k ∈ N>0. Let S be a minimal complete MM1T, and let C ⊆ I∗ be a minimal and
prefix-closed state cover for S. LetM be a complete MM1T from UC

k ∪UC that has the same set of inputs I
as S. Let T be an observation tree for both M and S, and let B, F 0, F 1, . . . be the stratification of QT

induced by C. Suppose that B and F <k are all complete, all states in B and F k are identified, and the
following condition holds:

∀t′ ∈ F k, t′′ ∈ F <k : C(t′) = C(t′′) ∨ t′ # t′′. (3.1)

Then M≈untimed S.

The proof of Theorem 3.3.1 can be found in Appendix B.1.1.
Algorithm 1 does not directly guarantee that the condition of Equation (3.1) will hold. Its Extend-

CoTransitivity rule instead guarantees that once the procedure is done, the following condition will hold:

∀r ∈ B, t′ ∈ F k, t′′ ∈ F <k : r # t′ =⇒ r # t′′ ∨ t′ # t′′. (3.2)

We use the following property to prove that Equation (3.2) implies Equation (3.1):

Lemma 3.3.2. Let S be an MM1T, and let T be an observation tree for S. Let B be the basis of a
stratification of QT . Suppose that q, q′ ∈ QT and q is identified. Then:

C(q) = C(q′) ∨ q # q′ ⇐⇒ (∀r ∈ B : r # q =⇒ r # q′ ∨ q # q′).

The proof of Lemma 3.3.2 can be found in Appendix B.1.2.
Let k be a natural number, and let A be a prefix-closed state cover of the specification. The validity

of Algorithm 1 as a k-A-complete testing procedure for MM1Ts is a corollary of Theorem 3.3.1:

Corollary 3.3.1. Let S be a complete, minimal MM1T. Let C be a minimal and prefix-closed state cover
for S. Let k be a natural number, and let M be an MM1T from UC

k ∪ UC . The procedure of Algo-
rithm 1 returns yes iff M ≈untimed S, and it returns a counterexample in the form of an input sequence
iff M ̸≈untimed S.

Proof. We know from Lemma 3.3.1 that Algorithm 1 always terminates within a finite number of rule
applications. We see on Line 24 that the algorithm returns yes once none of the rules can be applied
anymore. When that happens, we know from the IdentifyBasisStates rule that all basis states are identified,
from the ExtendFrontiers rule that B and F <k are all complete, from the IdentifyFrontiers rule that all
states in F k are identified, and from the ExtendCoTransitivity rule that Equation (3.2) holds. Therefore,
by Lemma 3.3.2:

∀t′ ∈ F k, t′′ ∈ F <k : C(t′) = C(t′′) ∨ t′ # t′′.

Theorem 3.3.1 thus tells us that if Algorithm 1 terminates because none of its rules can be applied anymore,
then M≈untimed S.
The only circumstance under which Algorithm 1 terminates before all four rules are exhausted is if it finds a
conflict between the outputs, timer updates or the on/off status of the timer in the successor state between
corresponding transitions ofM and S, in wich case the algorithm returns a counterexample input sequence.
The presence of such a conflict would then indeed imply that M ̸≈untimed S.
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We can now prove that Algorithm 1 is k-C-complete, where k is an arbitrary natural number and C is a
minimal and prefix-closed state cover for the specification:

Corollary 3.3.2. Let S be a complete, minimal MM1T, and let C be a minimal and prefix-closed state
cover for S. Let k be a natural number. Then Algorithm 1 is k-C-complete.

Proof. Let M be an MM1T in UC
k ∪ UC . Then Corollary 3.3.1 tells us that Algorithm 1 returns yes

iff M≈untimed S, as required.

3.3.7 Comparison With the H-Method
The rules used by the testing procedure of Algorithm 1 closely resemble the four steps of the H-method [Doro-
feeva et al., 2005] for computing k-complete test suites for Mealy machines. Both methods use a prefix-closed
state cover C for the minimal specification model to cover all specification states in what we call the basis.
They also both explore the first k + 1 frontiers from all basis states, and they both ensure that certain states
can be told apart based on their behavior. The H-method ensures that certain states are trace inequivalent,
while Algorithm 1 ensures that states are apart according to the notion of apartness for observation tree
MM1Ts. The correspondence between the H-method and Algorithm 1 is as follows:

1. Step 1 of the H-method is to create an initial test suite TSS
k = C · I≤k+1. Algorithm 1 similarly starts

by adding every sequence of C to observation tree T . Repeatedly applying the ExtendFrontiers rule
until it can no longer be used would then complete the first k frontiers. Afterwards, the set of the
access sequences for all states of T is equal to C · I≤k+1.

2. Step 2 of the H-method ensures that all distinct basis states r, r′ are distinguishable by ensuring
that TSM

k contains input sequences access(r) ·w and access(r′) ·w, where λS ∗(r, w) ̸= λS ∗(r′, w). The
IdentifyBasisStates rule achieves the same purpose for all MM1T basis states by doing essentially the
same thing: finding the specification states s and s′ that correspond to r and r′, finding an input
sequence σ for which s and s′ behave differently, and then testing the input sequences access(r · σ)
and access(r′ · σ). Step 2 is thus akin to repeatedly applying the IdentifyBasisStates rule until it can
no longer be used.

3. Step 3 of the H-method makes all basis states r distinguishable from all frontier states t that do not
correspond to the same state of the Mealy machine as r. This is akin to making all frontier states
identified, which is what the IdentifyFrontiers rule does in Algorithm 1 for all states from the k+1-level
frontier. Step 3 thus resembles the act of repeatedly applying the IdentifyFrontiers rule until it can no
longer be used.
The two procedures do differ in their approach, since step 3 directly compares r and t, while the
IdentifyFrontiers rule takes two distinct basis states r and r′, and then uses weak co-transitivity to
find an input sequence σ with which it can make at least one of the two apart from t.
This alternative to the IdentifyFrontiers rule more closely resembles step 3 of the H-method than the
version that we use in Algorithm 1:

Algorithm 6: Alternative to Rule (IdentifyFrontiers)
1 8 ¬(t # r) ∧ r ̸= rt, for some t ∈ F k, r, rt ∈ B, for which rt = basisStateForS

(T ,C)(t) → ▷ Rule
(IdentifyFrontiers)

2 c← makeObsTreeStatesApartS(t, r);
3 if c ∈ I∗ then return c;

This version relies on a the sub-procedure basisStateForS
(T ,C) that obtains for a given observation tree

state the basis state that corresponds to the same specification state:
We don’t use this version of the IdentifyFrontiers rule by default, since it is more complicated than the
version from Algorithm 1.
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Algorithm 7: Sub-procedure for finding the basis state that corresponds to a given observation
tree state

1 Procedure basisStateForS
(T ,C)(q ∈ QT ):

2 s← δS ∗(sS
I , access(q));

3 σ ← ρ ∈ C : δS ∗(sS
I , ρ) = s;

4 r ← δT ∗(qT
I , σ);

5 return r;

4. Step 4 of the H-method ensures that all distinct states t, t′ from the first k + 1 frontiers are dis-
tinguishable, granted that there is an input sequence σ such that t′ = δ∗(t, σ). Algorithm 1’s final
rule ExtendCoTransitivity doesn’t resemble this procedure too closely, as it instead pursues the co-
transitivity property of Equation (3.2). Still, the two procedures do resemble each other in that they
make certain frontier states distinguishable from one another when this is required by their respective
testing methods. Step 4 is thus somewhat analogous to repeatedly applying the ExtendCoTransitivity
rule until it can no longer be used.

Another similarity between the H-method and Algorithm 1 is that while both methods make use of distin-
guishing sequences between states, neither method specifies how exactly these sequences are to be found.
Algorithm 1 makes heavy use of input sequences that witness the apartness between two states, but the
precise approach for finding these witnesses is left as an implementation detail. The H-method similarly
leaves the approach for finding the distinguishing sequences between distinct specification states as an im-
plementation detail.

Notice that in this comparison, we never once mentioned the fact that while Algorithm 1 performs its
rules, it always checks for conflicts between the outputs, timer updates, and the on/off status of the timer
in the successor state for all transitions of every sequence that it processes. Whereas the H-method only
computes a test suite that then still needs to be evaluated on the specification and the SUT, Algorithm 1
effectively evaluates every test as soon as it generates it. This means unlike the H-method, our method will
terminate as soon as it generates a test that can show a conflict between the behavior of the specification
and the SUT.

3.3.8 The Order in Which the Rules are Applied
Algorithm 1 applies its four rules non-deterministically. There are thus various possible orders in which the
rules can be applied. This non-determinism makes for an additional challenge when it comes to implementing
the procedure. We therefore identify fixed orders in which the rules can be applied.

There are rule application ordenings in which each rule can be applied repeatedly until it can never be
used again. Such ordenings are ideal, since they allow for the rules to be applied as four sequential steps.
These ordenings thus resemble the stepwise approach taken by the H-method. Any such ordening has to
account for the following restrictions:

• The IdentifyBasisStates and ExtendFrontiers rules have no restrictions on when they can be applied.

• The IdentifyFrontiers rule relies on basis states being identified (IdentifyBasisStates). It also relies on
the existence of states from the first k + 1 frontiers (ExtendFrontiers).

• The ExtendCoTransitivity rule relies on the existence of states from the first k + 1 frontiers (Extend-
Frontiers). It also relies on these states being identified (IdentifyFrontiers).

Any ordening in which the rules are exhausted one-by-one may thus start with either the IdentifyBasis-
States rule or the ExtendFrontiers rule, but has to end with the IdentifyFrontiers rule, followed by the
ExtendCoTransitivity rule.

Note that the ordening in which the IdentifyBasisStates rule is exhausted after the ExtendFrontiers rule,
but before the IdentifyFrontiers rule closely resembles the H-method. We refer to Section 3.3.7 for more
details.



Chapter 4

MMT Testing Preliminaries

In this chapter, we introduce the reader to the concept of the Mealy Machines with Multiple Timers (MMTs),
which were first introduced in Bruyère et al. [2024]. Almost everything in this chapter is taken directly
from Bruyère et al. [2024]. We include this material in this report for the reader’s convenience.

4.1 Mealy Machines With Multiple Timers
MMTs function as a generalization of MM1Ts. Instead of one timer, an MMT can have any finite number of
timers for which timeouts can occur. The set of timers associated with an MMTM is captured in the set X.
The timeout inputs that we use for MM1Ts are replaced with inputs to[x], where x ∈ X. We collectively
refer to inputs and timeouts as actions. We sometimes call inputs input actions, and timeouts timeout
actions. The set of all actions ofM is given by A = I∪TO(X), with TO(X) := {to[x] | x ∈ X}. The MM1T’s
reset function is replaced with an update function that assigns an update from U := (X ×N>0) ∪ {⊥} to
each transition. We define MMTs as follows:

Definition 4.1.1 (Mealy machine with timers). A Mealy machine with timers (MMT) is a tu-
ple M = (Q, qI , X, I, O,X , δ, λ, τ), where:

• Q is a finite set of states,

• qI ∈ Q is the initial state,

• X is a finite set of timers,

• I is a finite set of inputs,

• O is a set of outputs,

• X : Q→ P(X) is a function that assigns a finite set of active timers to each state,

• δ : Q×A ⇀ Q is a transition function,

• λ : Q×A ⇀ O is an output function, and

• τ : Q×A→ U is an update function.

Let δ(q, i) = q′ and λ(q, i) = o. We write q
i/o−−→
⊥

q′ if τ (q, i) = ⊥, and q
i/o−−−→

(x,c)
q′ when τ (q, i) = (x, c). An

MMT is valid if and only if its active timer, transition, output and update functions satisfy the following

33
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rules, for all q, q′ ∈ Q, i ∈ A, o ∈ O, x, y ∈ X, and c ∈ N>0:

X (qI) = ∅ (4.1)
λ(q, i)↓ ⇐⇒ δ(q, i)↓ (4.2)

q
i/o−−→
⊥

q′ =⇒ X (q′) ⊆ X (q) (4.3)

q
i/o−−−→

(x,c)
q′ =⇒ x ∈ X (q′) ∧ X (q′) \ {x} ⊆ X (q) (4.4)

q
to[x]/o−−−−→

⊥
q′ =⇒ x ∈ X (q) ∧ x ̸∈ X (q′) (4.5)

q
to[x]/o−−−−→
(y,c)

q′ =⇒ x ∈ X (q) ∧ x = y. (4.6)

In this report, we always assume MMTs to be valid, unless we specify otherwise.

Missing symbols in q
i/o−−→
u

q′ are quantified existentially.

Example 4.1.1. q
i/o−−→
u

means that there exists a state q′ such that q
i/o−−→
u

q′.

Example 4.1.2. q
i−→ indicates that there exist an output o and an update u such that q

i/o−−→
u

.

Bruyère et al. [2024] also introduced generalized MMTs (gMMTs), which can rename timers along their
state transitions. This is the only difference between the two model types:

Definition 4.1.2 (Generalized Mealy machines with timers). A generalized Mealy machine with
timers (gMMT) is a tuple M = (Q, qI , X, I, O,X , δ, λ, τ), where Q, qI , X, I, O,X , δ and λ are the same
as for MMTs. The only difference is in the update function, which now has the signature: τ : Q × A →
(X → (X ∪ N>0)) that allows for individual transitions to assign values to multiple timers. Let δ(q, i) = q′,
λ(q, i) = o and r = τ (q, i). We write q

i/o−−→
r

q′. A gMMT is valid if and only if its set of timers, active timer
function, transition function and update function satisfy the following rules, for all q, q′ ∈ Q, i ∈ A, x ∈ X,
and r : X → (X ∪ N>0):

X ∩ N>0 = ∅ (4.7)
X (qI) = ∅ (4.8)

λ(q, i)↓ ⇐⇒ δ(q, i)↓ (4.9)
q −→

r
q′ =⇒ r is injective ∧ dom(r) = X (q′) ∧ ran(r) ⊂ (X (q) ∪ N>0) ∧

there is at most one x ∈ dom(r) with r(x) ∈ N>0

(4.10)

q
to[x]−−−→
r

q′ =⇒ x ∈ X (q) ∧ x ̸∈ ran(r). (4.11)

As for MMTs, we always assume gMMTs to be valid, unless we specify otherwise. For MMTs, we say
that a transition q −→

u
q′ starts (resp. restarts) timer x if u = (x, c) and x is inactive (resp. active) in q.

We similarly say for gMMTs that a transition q −→
r

q′ starts (resp. restarts) timer x if r(x) ∈ N>0 and x

is inactive (resp. active) in q. We say that a transition q
i−→ q′ with i ̸= to[x] stops timer x if x is inactive

in q′.
MMTs and gMMTs have in common that they can (re)start at most one timer in any given state transition.

The difference between the two is that while MMTs can only (re)start timers in their transitions, gMMTs can
also swap the values of active timers in their state transitions. This ability, which is called timer renaming,
enables gMMTs to express some models more succinctly than is possible with MMTs.



k-A-Complete Conformance Testing of Mealy Machines with Timers 35

LetM be an arbitrary (g)MMT with a set of states Q. We generalize the transition function to sequences
of actions, i.e. to elements of A∗. We get, for all q ∈ Q, all i ∈ A and all σ ∈ A∗:

δ∗(q, ϵ) = q

δ∗(q, i σ) =

δ∗(δ(q, i), σ) if δ(q, i)↓

undefined otherwise.

We similarly generalize the output function to sequences of actions. We get, for all q ∈ Q, all i ∈ A and
all σ ∈ A∗:

λ∗(q, ϵ) = ϵ

λ∗(q, i σ) =

λ(q, i) λ∗(δ(q, i), σ) if δ(q, i)↓ ∧ λ(q, i)↓

undefined otherwise.

4.2 Untimed Semantics
Definition 4.2.1 (Run). A run of MMT M consists of either a single state q, or of a nonempty sequence
of transitions:

q0
i1/o1−−−→

u1
q1

i2/o2−−−→
u2

. . .
in/on−−−−→

un

qn.

We use runs(M) to denote the set of all runs ofM. Note that any run π is uniquely determined by its first
state q0 and input sequence, as (g)MMTs are deterministic.

Definition 4.2.2 (Spanning run for MMTs). A run q0
i1−→
u1

. . .
in−−→
un

qn is said to be x-spanning
(with x ∈ X) if it begins with a transition (re)starting x, ends with a to[x] transition, and no intermediate
transition restarts or stops x. That is, u1 = (x, c), in = to[x], uj ̸= (x, d) for all j ∈ {2, . . . , n − 1}
and d ∈ N>0, and x ∈ X (qj) for all j ∈ {2, . . . , n− 1}.

Definition 4.2.3 (Spanning run for gMMTs). A run:

q0
i1−→
r1

q0
i2−→
r2

. . .
in−→ qn

and there exist timers x1, . . . , xn such that:

• r1(x1) = c for some c ∈ N>0,

• rj(xj) = xj−1 for every j ∈ {2, . . . , n− 1} (this implies that xj ∈ X (qj)), and

• in = to[xn−1].

4.3 Timed Semantics
Let M be an (g)MMT. A valuation is a partial function κ : X ⇀ R>0 that assigns nonnegative real
numbers to timers. For a set of timers Y ⊆ X, Val(Y ) denotes the set of all valuations κ with dom(κ) = Y .
A configuration of M is a pair (q, κ) ∈ Q × Val(Y ). The initial configuration of M is the pair (qI , κ),
where κ = ∅ since X (qI) = ∅.
If κ ∈ Val(Y ) is a valuation in which ∀x ∈ Y : κ(x) ≥ d ∈ R>0, then d units of timer may elapse. We
write κ−d ∈ Val(Y ) for the resulting valuation, which satisfies ∀x ∈ Y : (κ−d)(x) = κ(x)−d. If there exists
a timer x such that κ(x) = 0, then x may time out. The transitions between configurations (q, κ), (q′, κ′)
are defined as follows:

• (q, κ) d−→ (q, κ− d), with κ(x) ≥ d for every x ∈ X (q) is a delay transition, and
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q0start q1 q2 q3
a/o

(x, 3)

to[x]/o
(x, 3)

a/o

(y, 2)

a/o

to[y]/o′

(y, 2)

to[x]/o
(x, 2)

to[y]/o
(y, 2)

a/o

to[x]/o′

(x, 2)

Figure 4.1: An MMT, with X (q0) = X0(q0) = ∅, X (q1) = X0(q1) = {x}, and X (q2) = X0(q2) = X (q3) =
X0(q3) = {x, y}

• (q, κ) i/o−−→
u

(q′, κ′), with q
i/o−−→
u

q′ ∈ runs(M), u = (x, c)⇒ κ′(x) = c, and:

∀y ∈ X (q′) : u ̸= (y, d) =⇒ κ′(y) = κ(y),

is a discrete transition. Moreover, if i = to[x], then κ(x) = 0 and the transition is called a timeout
transition. Otherwise, it is an input transition.

Missing symbols in (q, κ) d−→ (q, κ− d) and (q, κ) i/o−−→
u

(q′, κ′) are quantified existentially.

Definition 4.3.1 (Timed run). A timed run is a sequence of configuration transitions, beginning and
ending with a delay transition.

Definition 4.3.2 (Untimed projection of a run). The untimed projection of a timed run ρ, de-
noted untimed(ρ), is the run obtained by removing ρ’s valuations and delay transitions.

Definition 4.3.3 (Feasible runs). A run π is said to be feasible if there exists a timed run ρ such
that untimed(ρ) = π.

Definition 4.3.4 (Enabled timers). We define the set X0(q) of enabled timers of (g)MMT state q as:

X0(q) = {x ∈ X (q) | ∃(qI , ∅) w−→ (q, κ) : κ(x) = 0}.

Definition 4.3.5 (Complete (g)MMT). We say that an (g)MMT M is complete if each state q ∈ Q
has an outgoing transition for each of the actions that can be taken from that state. Formally:

∀q ∈ Q, i ∈ A : q
i−→ ∈ runs(M) ⇐⇒ i ∈ I ∪ TO(X0(q)).

Definition 4.3.6 (Connected (g)MMT). An (g)MMT M is connected iff, for each state q ∈ Q there
exists an action sequence σ ∈ A∗ such that qI

σ−→ q ∈ runs(M).

Definition 4.3.7 (Partial MMT). A partial (g)MMT is an (g)MMT that may or may not be complete.

Definition 4.3.8 (s-learnable (g)MMT). An (g)MMT M is s-learnable if it is complete, and every
run of M is feasible.

Unlike Bruyère et al. [2024], we always require that (g)MMTs are valid. We therefore don’t need to
explicitly require that s-learnable models are valid (sound, in their terms).

Example 4.3.1. Figure 4.1 shows an example of a complete MMT with timers X = {x, y}. Timer x is active
in q1, q2 and q3, while timer y is only active in states q2 and q3. A timer can only be active in a state if it
was first started in a preceding transition. The transition for input a from state q0 to state q1 starts timer x
with value 3. The MMT is not s-learnable, because its run a a to[x] to[x] is not feasible.
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q0q0start q1q1 q2,3q2,3
a/o

x1
1 := 3

to[x1
1]/o

x1
1 := 3

a/o

x
q2,3
1 := x1

1,
x

q2,3
2 := 3

a/o

to[xq2,3
1 ]/o

x
q2,3
1 := x

q2,3
2 ,

x
q2,3
2 := 2

to[xq2,3
2 ]/o′

x
q2,3
1 := x

q2,3
1 ,

x
q2,3
2 := 2

Figure 4.2: A gMMT that is symbolically equivalent to the MMT of Figure 4.1

4.4 Symbolic Words and Symbolic Equivalence
Definition 4.4.1 (Symbolic words). Let M be an MMT, and let w = i1 . . . in be a word over A that
is the label of a run π = q0

i1−→
u1

q1
i2−→
u2

. . .
in−−→
un

qn ∈ runs(M). The symbolic word (sw) of w is the
word w = i1 . . . in over A such that, for every k ∈ {1, . . . , n}:

• ik = ik if ik ∈ I, and

• ik = to[j], where j < k is the index of the last transition that (re)starts timer x if ik = to[x].

A given symbolic word w = i1 . . . in over A that can be converted into a word w over A if there is a
run qI

w−→ ∈ runs(M). Appendix B of Bruyère et al. [2024] explains how such a run can be used to convert
the symbolic word into non-symbolic word w.

Let A ⊆ A∗ be a set of words over A. We define A = {w | w ∈ A}.
We generalize the MMT and gMMT transition sequence functions to also work for symbolic words that

are run from the (g)MMT’s initial state. Since these symbolic words w are run from the initial state, we know
that if qI

w−→ is feasible in (g)MMTM, then for the non-symbolic word w such that w = w, qI
w−→ ∈ runs(M).

We define, for all (g)MMTs M and all symbolic words w ∈ (A)∗:

δ∗(w) :=

δ∗(qI , w) if w = w ∧ qI
w−→ is feasible in M

undefined otherwise.

Bruyère et al. [2024] defined notions of symbolic equivalence between two MMTs, and between a
gMMT and an MMT. We write M≈sym N to denote that M and N are symbolically equivalent.
Example 4.4.1. Figure 4.2 shows an example of a gMMT that is symbolically equivalent to the MMT
of Figure 4.1.

4.5 Race Conditions and Race Avoidance
The MMT learning method accounts for the potential occurrence of race conditions when it runs timed
input words on the SUL. For MMTs, a race condition occurs in a timed run when either:

• two timers expire simultaneously (i.e. the sum of the delays between them is zero), or

• a timer x expires while another transition simultaneously (re)starts or stops x (i.e. timer x reaches
zero while the next transition (re)starts or stops x).

In the first case, it cannot be observed which timer expired. In the second case, it is undefined whether a
timeout would occur for a timer x before it is either (re)started or stopped and the x-timeout is prevented.

Definition 4.5.1 (Race avoiding MMT). LetM be a sound MMT. We say thatM is race avoiding if
any feasible run π = qI

i1−→ q1
i2−→ . . .

i2−→ . . .
in−→ qn is the untimed projection of a timed run ρ = (qI , ∅) d1−→

(qI , ∅) i1−→ (q1, κ1) d2−→ . . .
in−→ (qn, κn) dn+1−−−→ (qn, κn − dn+1), such that:
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• all delays are non-zero: dj > 0 for any j ∈ {1, . . . , n + 1},

• timers always time out precisely when π wants to process their timeout: for any (κj − dj+1) and x ∈
X (qj) with j ∈ {1, . . . , n− 1}, we have (κj − dj+1)(x) = 0 iff ij+1 = to[x], and

• no timer times out in κn − dn+1 : (κn − dn+1)(x) ̸= 0 for all x ∈ X (qn).

4.6 Auxiliary Functions That Describe Timer Behavior
We define some auxiliary functions that will help us describe the way that (g)MMT timers behave along
untimed runs.

For gMMTs, we start with a function that yields for a given timer the timer to which it renames along a
given run:

Definition 4.6.1. LetM be a gMMT with π = q0
i1−→
r1

q1
i2−→
r2

. . .
in−→
rn

qn ∈ runs(M) and x0 ∈ X (q0). Then:

renameTo
q0

i1...in−−−−→qn

(x0) = xn,

iff xn ∈ X (qn) and there exist timers x1, . . . , xn−1 ∈ X such that:

∀j ∈ {1, . . . , n} : rj(xj) = xj−1.

Otherwise:

renameTo
q0

i1...in−−−−→qn

(x0) = ⊥.

We also define a function that returns the timer that a given timer is renamed from along a given run:

Definition 4.6.2. LetM be a gMMT with π = q0
i1−→
r1

q1
i2−→
r2

. . .
in−→
rn

qn ∈ runs(M) and xn ∈ X (qn). Then:

renamesTo
q0

i1...in−−−−→qn

(xn) = x0,

iff x0 ∈ X (q0) and there exist timers x1, . . . , xn−1 ∈ X such that:

∀j ∈ {1, . . . , n} : rj(xj) = xj−1.

Otherwise:

renamesTo
q0

i1...in−−−−→qn

(xn) = ⊥.

We define a function that yields the index along a given MMT run at which a given timer was last started,
granted that this timer remains active in the remainder of the run:

Definition 4.6.3. Let M be an MMT with π = q0
i1−→
u1

q1
i2−→
u2

. . .
in−−→
un

qn ∈ runs(M) and x ∈ X (qn).
Let k ∈ N. Then:

lastStartedAt
q0

i0...in−−−−→qn

(x) = k,

iff there exists a k ∈ N such that:

• τ (qk−1, ik) = (x, c) for some c ∈ N>0,

• ∀l ∈ {k + 1, . . . , n} : x ∈ X (ql), and

• ∀l ∈ {k + 1, . . . , n} : (ul = ⊥) ∨ (ul ∈ (X × N>0) ∧ (π1(ul) ̸= x)).
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Otherwise:

lastStartedAt
q0

i0...in−−−−→qn

(x) = ⊥.

We also define a gMMT-version of the previous function:

Definition 4.6.4. Let M be a gMMT with π = q0
i1−→
r1

q1
i2−→
r2

. . .
in−→
rn

qn ∈ runs(M) and x ∈ X (qn). Then:

lastStartedAt
q0

i0...in−−−−→qn

(x) = k,

iff there exists a k ∈ N such that:

• ∃y ∈ X : rk(y) ∈ N>0,

• renamesTo
qk

ik+1...in−−−−−→qn

(y) = x, and

• ∀l ∈ {k + 1, . . . , n} : rl(z) ̸∈ N>0, where z = renameTo
qk

ik+1...il−−−−−→ql

(y).

Otherwise:

lastStartedAt
q0

i0...in−−−−→qn

(x) = ⊥.

We define a function that yields the timer that is started in the final transition along the given MMT
run:

Definition 4.6.5. Let M be an MMT with π = q0
i1−→ q1

i2−→ . . .
in−→
u

qn ∈ runs(M). Then:

• if u = (x, c) with x ∈ X (qn) and c ∈ N>0, then:

timerStartedAt (q0
i1...in−−−−→) = x,

and

• if u = ⊥, then:

timerStartedAt (q0
i1...in−−−−→) = ⊥.

Finally, we define a gMMT-version of the previous function:

Definition 4.6.6. Let M be a gMMT with π = q0
i1−→ q1

i2−→ . . .
in−→
r

qn ∈ runs(M). Then:

• if r(x) ∈ N>0 for some x ∈ X (qn), then:

timerStartedAt (q0
i1...in−−−−→) = x,

and

• if ¬∃x ∈ X (qn) : r(x) ∈ N>0, then:

timerStartedAt (q0
i1...in−−−−→) = ⊥.



Chapter 5

k-A-Complete Conformance Testing of
MMTs

In this chapter, we introduce our conformance testing method for MMTs. This method follows the same
principle as our method for MM1Ts. We start by introducing the notions of timer-observable (t-observable)
MMTs and gMMTs, followed by an algorithm that can make s-learnableMMTs t-observable. Next, we define
observation trees and functional simulations for (g)MMTs. We then define the notion of explored states,
which we subsequently use to define the requisite notions of apartness. Our stratifications for observation
tree MMTs are the next topic, followed by the requirements that we impose on the specifications. The final
section introduces our conformance testing method for MMTs.

5.1 t-Observable (g)MMTs
We introduce the notion of timer-observable (t-observable) (g)MMTs. The idea is that the model doesn’t
perform any timer-related actions that cannot be outwardly observed. As such, every timer update performed
by a t-observable model starts a spanning run, and timers are only ever active in states that are traversed
by at least one spanning for that timer.

Definition 5.1.1 (t-Observable MMT). An MMT M is t-observable iff:

1. every run of M is feasible,

2. ∀q ∈ Q, x ∈ X : x ∈ X (q) iff there is an x-spanning run that traverses q, and

3. ∀q ∈ Q, x ∈ X : x ∈ X0(q) iff δ(q, to[x])↓.

We define t-observability for gMMTs by adapting the second requirement to account for timer renamings:

Definition 5.1.2 (t-Observable gMMT). A gMMT M is t-observable iff it meets the first and third
requirements for t-observable MMTs, as well as the requirement:
∀qn ∈ Q, xn ∈ X : xn ∈ X (qn) iff M has a spanning run that starts with the sub-run:

π = q0
i1−→
r1

q1
i2−→
r2

. . .
in−→
rn

qn

and there exist timers x1, . . . , xn−1 such that:

1. r1(x1) = c for some c ∈ N>0,

2. rj(xj) = xj−1 for all j ∈ {2, . . . , n}.

Let M be a t-observable (g)MMT. We require that every run is feasible, to ensure that the runs that
should make M’s timer behavior observable can actually be traversed. The second requirement is there

40



k-A-Complete Conformance Testing of Mealy Machines with Timers 41

q0start q1 q2 q3
a/o

(x, 2)

to[x]/o
(x, 2)

a/o

(y, 3)

a/o to[x]/o

to[y]/o

a/o

Figure 5.1: An MMT that is neither t-observable nor s-learnable, because δ(q2, to[y])↓ while y ̸∈ X0(q2). In
this model, X (q0) = X0(q0) = X (q3) = X0(q3) = ∅, X (q1) = X0(q1) = X0(q2) = {x}, and X (q2) = {x, y}

q0start q1 q2 q3
a/o

(x, 2)

to[x]/o
(x, 2)

a/o

(y, 3)

a/o

to[x]/o
a/o

Figure 5.2: An MMT that is s-learnable, but not t-observable because the timer update in the transition
from q1 to q2 is not observable. In this model, X (q0) = X0(q0) = X (q3) = X0(q3) = ∅, X (q1) = X0(q1) =
X0(q2) = {x}, and X (q2) = {x, y}

to prevent M from performing timer behavior that cannot be observed from any runs. This requirement
also implies that every timer update that starts a timer x starts an x-spanning run. The third and final
requirement ensures that if that if there is a timed run that terminates in a state q for which x ∈ X (q)
and x has the value 0, then this is made observable by the fact that δ(q, to[x])↓. The third requirement also
ensures that timeouts for timers x can only be performed in states q in which their value can be 0.
The first and third t-observability requirements always hold for s-learnable (g)MMTs: the first is a direct re-
quirement for s-learnability, and the third is implied by the completeness criterium imposed by s-learnability.
Symbolically-learnable (g)MMTs aren’t guaranteed to satisfy t-observability’s second requirement. In Sec-
tion 5.2, we introduce an algorithm that produces for any s-learnable MMT a symbolically equivalent MMT
that is also t-observable. It works by only adding the timer updates and active timers that can be observed,
ensuring satisfaction of the second requirement.
Example 5.1.1. Figure 5.1 shows an example of an MMT that is neither t-observable, nor s-learnable. This
model is not s-learnable, because δ(q2, to[y])↓, while y ̸∈ X0(q2). This violates the completeness requirement.
It also violates the third requirement of t-observability. Figure 5.2 shows a copy of the MMT of Figure 5.1
without this to[y]-transition. Indeed, the updated model is s-learnable. It is still not t-observable however,
since timer y is started in the a-transition from q1 to q2, and since y ∈ X (q2). This violates the second
requirement for t-observability, because none of this can be made observable by interacting with the MMT.
We explain in Section 5.2 how we would convert this MMT into a symbolically equivalent, t-observable
and s-learnable MMT.

5.2 Making s-Learnable MMTs t-Observable
Algorithm 8 describes our procedure for making s-learnable MMTs t-observable. Let M be an arbitrary s-
learnable MMT. The procedure generates an s-learnable, t-observable MMTN that is symbolically equivalent
to M.



42 Bram Pellen

Algorithm 8: Procedure for making an MMT t-observable
1 Procedure makeTObservable(M):
2 pN

I ← a fresh MMT state;
3 P N ← {pN

I };
4 XN ← ∅;
5 IN ← IM;
6 ON ← OM;
7 XN ← ∅; δN ← ∅; λN ← ∅; τN ← ∅;
8 N ← (P N , pN

I , XN , IN , ON ,XN , δN , λN , τN );
// Copy M’s graph structure to N

9 f ← {(pN
I , qI)} ;

10 forall q ∈ QM \ {qI} do
11 p← a fresh MMT state;
12 P N ← P N ∪ {p};
13 f(p)← q;
14 end
15 S ← ∅;
16 forall p ∈ P N do
17 forall i ∈ I ∪ {to[x] ∈ TO(XM) | δM(f(p), to[x])↓} do
18 δN (p, i)← f−1(δM(f(p), i));
19 λN (p, i)← λM(f(p), i);
20 if ∃x : i = to[x] then
21 XN ← XN ∪ {x};
22 XN (p)← XN (p) ∪ {x};
23 S ← S ∪ {(p, x)};
24 end
25 end
26 end

/* Mark all timers x as active in all states that are covered by x-spannings */
/* And add all the timer updates that start spanning runs */

27 forall (p, x) ∈ S do
28 R← a fresh first-in-first-out queue;
29 E ← {p};
30 R.enqueue(p);
31 while ¬R.isEmpty() do
32 p′ ← R.dequeue();
33 forall p′′ ∈ P N do
34 q′′ ← f(p′′);
35 forall i ∈ I ∪ TO(XN ) : δN (p′′, i) = p′ do
36 if τM(q′′, i) = (x, c) then
37 τN (p′′, i)← (x, c);
38 end
39 else if p′′ ̸∈ E ∧ x ∈ X (q′′) then
40 if τM(q′′, i) = ⊥ ∨ (τM(q′′, i) = (y, c) ∧ y ̸= x) then
41 X (p′′)← X (p′′) ∪ {x};
42 E ← E ∪ {p′′};
43 R.enqueue(p′′);
44 end
45 end
46 end
47 end
48 end
49 end
50 return N ;
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Algorithm 8 starts by copying M’s underlying graph structure to a new MMT N . It first adds one
state p to N for every state q ∈ QM. The correspondence between all states p and q is captured in a
map f : P N → QM, i.e., f(p) = q for all q ∈ QM. The procedure next completes N ’s graph structure by
adding for every pair of a state p ∈ P N and an action i ∈ I ∪{to[x] ∈ TO(XM) | δM(f(p), to[x])↓} that can
be taken from f(p):

1. the successor state f−1(δM(f(p), i)),

2. the output symbol λM(f(p), i), and

3. if ∃x : i = to[x], then:

(a) timer x is added to XN (if it wasn’t in XN already),
(b) x is added to XN (p), and
(c) (p, x) is added to a set S, which is used in the final part of the procedure.

Algorithm 8 now uses S in its final step. For every (p, x) ∈ S, it performs a backwards breadth-first
search[Zuse, 1972] to:

• mark x as active in all states that are covered by x-spanning runs that terminate with a timeout from p,
and to

• add all timer updates that start x-spanning runs that terminate with a timeout from p.

The result is a t-observable MMT N , such that N ≈sym M.
Example 5.2.1. Figure 5.3 shows how Algorithm 8’s state mapping f : P N → QM relates the states of
the s-learnable MMTM on the top with those of the s-learnable and t-observable MMT N on the bottom.
We stated in Example 5.1.1 that Algorithm 8 would return N (from Figure 5.1) if it were to be given M
(from Figure 5.2) as an input. It would produce N by first copying M’s states and its state transitions
with their inputs and outputs to a fresh MMT N (lines 2 through 26). While doing so, the algorithm also
composes the set S = {(p1, x), (p2, x)}, where (p1, x) ∈ S indicates that p1

to[x]−−−→ ∈ runs(N ), and (p2, x) ∈ S

indicates that p2
to[x]−−−→ ∈ runs(N ). The algorithm finishes by performing its backwards breadth-first-search

for both (p1, x) and (p2, x). For (p1, x), this results in the addition of the timer update (x, 2) to the a-
transition from p0 to p1, as well as in x becoming active in p1. For (p2, x), it results in x becoming active
in p2, and in the same additions as for (p1, x) if the loop of lines 27 through 49 processes (p2, x) before (p1, x).
Timer updates for M’s timer y are never added, and y isn’t made active in any state of N , because M has
no timeouts for y. The addition of any timer behavior for y would therefore violate the second requirement
of t-observability.

We can prove that:

Theorem 5.2.1. Algorithm 8 only returns valid MMTs when it is given valid MMTs.

The proof of Theorem 5.2.1 can be found in Appendix C.4.5.

Theorem 5.2.2. Let M be an s-learnable MMT. Let N be the MMT that Algorithm 8 returns when it is
called on M. Then N ≈sym M.

Proof. Lemma C.4.4 tells us that, for all action sequences σ ∈ (AN )∗, δN ∗(pN
I , σ)↓ ⇐⇒ δM∗(qI , σ)↓.

Let σ ∈ (AN )∗ such that δN ∗(pN
I , σ)↓ and δM∗(qI , σ)↓. Let pk−1 = δN ∗(pN

I , σ), and qk−1 = δM∗(qI , σ)↓.
Lemma C.4.4 tells us that qk−1 = f(pk−1). Lemma C.4.8 now tells us that:

pk−1
ik−−−→

(x,c)
pk

ik+1...ij−−−−−→ pj ∈ runs(N ) is x-spanning ⇐⇒

f(pk−1) ik−−−→
(x,c)

f(pk) ik+1...ij−−−−−→ f(pj) ∈ runs(M) is x-spanning.

This implies that, for all symbolic words w = i1 . . . in over AN :
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q0q0start q1q1 q2q2 q3q3

p0p0start p1p1 p2p2 p3p3

a/o

(x, 2)

to[x]/o
(x, 2)

a/o

(y, 3)

a/o

to[x]/o
a/o

a/o

(x, 2)

to[x]/o
(x, 2)

a/o

a/o

to[x]/o
a/o

f f f f

Figure 5.3: Two symbolically equivalent, s-learnable MMTs. The MMT on the bottom is t-observable, the
MMT on the top is not. Algorithm 8 would return the MMT on the bottom if it were given the MMT on
the top. The gray arrows and the state coloring indicate the correspondence of the states of these models
given by Algorithm 8’s state mapping f . In these MMTs, X ({q0, q3, p0, p3}) = X0({q0, q3, p0, p3}) = ∅,
X ({q1, p1, p2}) = X0({q1, p1, q2, p2}) = {x}, and X (q2) = {x, y}.

• pN
I

i1/o1−−−→
u1

p1 . . .
in/on−−−−→

un

pn is feasible in N iff f(pN
I ) i1/o′

1−−−→
u′

1

f(p1) . . .
in/o′

n−−−−→
u′

n

f(pn) is feasible in M, and

• if pk−1
ik...ij−−−−→ pj is spanning then uk = (x, c) ∧ u′

k = (x′, c′) ∧ c = c′.

Moreover, Lemma C.4.4 tells us that oj = o′
j for all j ∈ {1, . . . , n}.

We can thus conclude that N ≈sym M.

Theorem 5.2.3. Let M be an MMT, and let N be the MMT that Algorithm 8 returns when it is called
on M. If M is connected, then N is connected as well.

The proof of Theorem 5.2.3 can be found in Appendix C.4.6. We can now prove that Algorithm 8 only
returns t-observable MMTs, granted that the provided MMT is s-learnable:

Theorem 5.2.4. Let M be an s-learnable MMT, and let N be the MMT that Algorithm 8 returns when
it is called on M. Then N is t-observable.

The proof of Theorem 5.2.4 can be found in Appendix C.4.7.
Theorem 5.2.4 now enabled us to prove that:

Theorem 5.2.5. Let M be an s-learnable MMT, and let N be the MMT that Algorithm 8 returns when
it is called on M. Then N is complete.

The proof of Theorem 5.2.5 can be found in Appendix C.4.8.
Finally, these properties let us conclude that Algorithm 8 preserves s-learnability.

Corollary 5.2.1. Let M be an s-learnable MMT, and let N be the MMT that Algorithm 8 returns when
it is called on M. Then N is s-learnable.

Proof. Since M is s-learnable, it is complete. Therefore, by Theorem 5.2.5, N is complete as well. Theo-
rem 5.2.4 tells us that sinceM is s-learnable, N is t-observable. This implies that every run of N is feasible
which, together with N ’s completeness, means that N is s-learnable.
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5.2.1 Why not all s-Learnable MMTs are t-Observable
We compared the property of t-observability with that of s-learnability in Section 5.1. Bruyère et al. [2024]
introduced a method that makes a complete MMT M s-learnable by computing what they call its zone
MMT, zone(M). Zone MMT zone(M) has for each of its states a pair (q, Z), with q ∈ QM a state of M,
and Z ⊆ Val(X (q)) a zone: a set of valuations over X (q). The set X zone(M)((q, Z)) of timers active in (q, Z)
is simply defined as X zone(M)((q, Z)) = XM(q), the set of timers active in q. Therefore, if M violates the
second t-observability requirement, then zone(M) might violate this requirement as well. This implies that
MMTs that are made s-learnable with Bruyère et al. [2024]’s method are not guaranteed to be t-observable.
We highlight that whereas Bruyère et al. [2024]’s process for making MMTs s-learnable can lead to an
increase in the model’s state space, our method for making s-learnable MMTs t-observable always returns
MMTs with the same number of states as the original model.

5.3 Observation Trees and Functional Simulations
Much like our conformance testing method for MM1Ts from Chapter 3, our method for MMTs relies on the
notions of observation trees and functional simulations. We again use an observation tree which simulates
both the specification, and the SUT. Our method uses MMTs for the SUTs, and gMMTs for the specifications.
We therefore define functional simulations for both of these model types. Tree-shaped, partial MMTs form
the basis of the observation trees for both MMTs and gMMTs.

Definition 5.3.1 (Tree MMT). A partial MMT T is a tree iff, for each state q ∈ Q there is a unique
action sequence access(q) ∈ A∗, such that δ∗(qI , access(q)) = q. Each tree state q ∈ Q has a unique parent
state parent(q) ∈ Q, such that parent(q) i−→ q ∈ runs(T ) and i ∈ A.

We use Bruyère et al. [2024]’s observation trees:

Definition 5.3.2 (Observation tree MMT). An observation tree MMT T is a t-observable tree
MMT T = (Q, qI , X, I, O,X , δ, λ, τ) such that:

• X = {xq | q ∈ Q \ {qI}},

• ∀q i−−−→
(x,c)

q′ with i ∈ I : x = xq′ ,

The use of our notion of t-observability allowed us to define observation trees a bit more succinctly than
in Bruyère et al. [2024].

We use Bruyère et al. [2024]’s functional simulations, which specify for observation tree MMTs how they
simulate s-learnable MMTs:

Definition 5.3.3 (Functional MMT simulation). Let T be an observation tree, and let M be an s-
learnable MMT with the same set of inputs I. A functional MMT simulation ⟨fs, ft, fu⟩ : T → M is a
triple of a map fs : QT → QM, a map ft : ∪q∈QT X T (q)→ XM, and a map fu : QT ×AT → UM. We lift ft

to actions such that:

• ft(i) = i for every i ∈ I, and

• ft(to[x]) = to[ft(x)] for every x ∈ dom(ft).

We require that ⟨fs, ft, fu⟩ preserves initial states, active timers, and transitions:

fs(qT
I ) = qI (FMS0)

∀q ∈ QT ,∀x ∈ X T (q) : ft(x) ∈ XM(fs(q)) (FMS1)
∀q ∈ QT ,∀x, y ∈ X T (q) : x ̸= y ⇒ ft(x) ̸= ft(y) (FMS2)

∀q i/o−−−→
(x,c)

q′ : fs(q) ft(i)/o−−−−−→
(ft(x),c)

fs(q′) (FMS3)

∀q i/o−−→
⊥

q′ : fs(q) ft(i)/o−−−−→ fs(q′) (FMS4)
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We define fu as, for all q ∈ QT and all i ∈ AT :

fu(q, i) = τM(fs(q), ft(i)).

We use condition (FMS3) to lift fu to timer updates. For all timer updates u ∈ UT :

fu(u) =

(ft(x), c) if u = (x, c)

⊥ if u = ⊥.

We use conditions (FMS3) and (FMS4) to lift ⟨fs, ft, fu⟩ to runs. Let π = q0
i1/o1−−−→

u1
q1 . . .

in/on−−−−→
un

qn ∈
runs(T ). Then:

⟨fs, ft, fu⟩(π) = fs(q0) ft(i1)/o1−−−−−−→
fu(q0,i1)

fs(q1) . . .
ft(in)/on−−−−−−−→

fu(qn−1,in)
fs(qn) ∈ runs(M).

We use this lifting to add the following requirement for ⟨fs, ft, fu⟩:

∀π ∈ runs(T ) : ⟨fs, ft, fu⟩(π) is y − spanning ⇒ ∃x : π is x− spanning ∧ ft(x) = y. (FMS5)

We say that T is an observation tree forM if there exists a functional MMT simulation ⟨fs, ft, fu⟩ : T →
M.

This definition is the exact same as the one Bruyère et al. [2024] provides for functional simulations
between observation trees and MMTs, apart from our addition and use of the lifting of the timer map ft to
timer updates.

Lemma 5.3.1. Let T be an observation tree, let M be an s-learnable MMT, and let ⟨fs, ft, fu⟩ : T → M
be a functional MMT simulation. Then:

∀π ∈ runs(T ) : π is x-spanning⇒ ⟨fs, ft, fu⟩(π) is ft(x)-spanning.

The proof of Lemma 5.3.1 can be found in Appendix C.1.1.
Mind that Bruyère et al. [2024]’s Corollary 3.5 also applies to this notion of functional MMT simulations.
Functional gMMT simulations need to account for timer renaming, due to which a single timer of the

observation tree can correspond to multiple distinct timers of the gMMT. We extended the active timer
mapping with an argument for the “current” observation tree state, so that observation tree timers that
remain active across multiple consecutive state transitions can be mapped to the correct timers of the
gMMT.

Definition 5.3.4 (Functional gMMT simulations). Let T be an observation tree, and let M be an
s-learnable gMMT with the same set of inputs I. A functional gMMT simulation ⟨fs, ft, fu⟩ : T → M
is a triple of a map fs : QT → QM, a map ft : QT × ∪q∈QT X T (q) → XM, and a map fu : QT × AT →
(XM → (XM ∪ N>0)). We lift ft to actions such that, for every q ∈ QT :

• ft(q, i) = i for every i ∈ I, and

• ft(q, to[x]) = to[ft(q, x)] for every x ∈ X T (q).

We require that ⟨fs, ft, fu⟩ preserves initial states, active timers, transitions, timer updates and timer re-
naming:

fs(qT
I ) = qI (FGS0)

∀q ∈ QT ,∀x ∈ X T (q) : ft(q, x) ∈ XM(fs(q)) (FGS1)
∀q ∈ QT ,∀x, y ∈ X T (q) : x ̸= y ⇒ ft(q, x) ̸= ft(q, y) (FGS2)

∀q i/o−−−→
(x,c)

q′ : fs(q) ft(q,i)/o−−−−−→
r

fs(q′) ∧ (r(ft(q′, x)) = c)
∧ (∀y ∈ (X T (q′) \ {x}) : r(ft(q′, y)) = ft(q, y))

(FGS3)

∀q i/o−−→
⊥

q′ : fs(q) ft(q,i)/o−−−−−→
r

fs(q′) ∧ (∀x ∈ X T (q′) : r(ft(q′, x)) = ft(q, x)) (FGS4)
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We define fu as, for all q ∈ QT and all i ∈ AT :

fu(q, i) = τM(fs(q), ft(i)).

We use condition (FGS3) to lift the timer map ft to timer updates. For all observation tree states q, q′ and
timer updates u ∈ UT such that ∃i ∈ (IT ∪ TO(X0(q))) : δ(q, i) = q′ ∧ τ (q, i) = u, we get:

fu(q, q′, u) =

{(ft(q′, y), ft(q, y)) | ∀y ∈ X T (q′) \ {x}} ∪ {(ft(q′, x), c)} if u = (x, c)

{(ft(q′, x), ft(q, x)) | ∀x ∈ X T (q′)} if u = ⊥.

We use conditions (FGS3) and (FGS4) to lift ⟨fs, ft, fu⟩ to runs. Let π = q0
i1/o1−−−→

u1
q1 . . .

in/on−−−−→
un

qn ∈ runs(T ).
Then:

⟨fs, ft, fu⟩(π) = fs(q0) ft(q0,i1)/o1−−−−−−−→
fu(q0,i1)

fs(q1) . . .
ft(qn−1,in)/on−−−−−−−−−−→

fu(qn−1,in)
fs(qn) ∈ runs(M).

We use this lifting to add the following requirement for ⟨fs, ft, fu⟩:

∀(π to[x]−−−→ q) ∈ runs(T ) : ⟨fs, ft, fu⟩(π
to[x]−−−→ q) is spanning ⇒ (π to[x]−−−→ q) is x− spanning. (FGS5)

Functional MMT simulations ⟨gs, gt, gu⟩ : T → N have the property that, if q, q′ ∈ QT ∧ gs(q) = gs(q′)∧x ∈
X T (q)∧x ∈ X T (q′), then x represents the same timer gt(x) in gs(q′) as in gs(q). The first five requirements
for functional gMMT simulations do not impose an analogous requirement, as ft takes both a timer and a
state of T for its arguments. We add the following rule to achieve an analogous effect in functional gMMT
simulations:

∀q, q′ ∈ QT ,∀x ∈ X T (q),∀y ∈ X T (q′) : fs(q) = fs(q′) ∧ x = y ⇒ ft(q, x) = ft(q′, y). (FGS6)

We say that T is an observation tree forM if there exists a functional gMMT simulation ⟨fs, ft, fu⟩ : T →
M.
Lemma 5.3.2. Let T be an observation tree, let M be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional gMMT simulation. Then:

∀π ∈ runs(T ) : π is spanning⇒ ⟨fs, ft, fu⟩(π) is spanning.

The proof of Lemma 5.3.2 can be found in Appendix C.1.2.
Lemma 5.3.3. Let T be an observation tree MMT, letM be a s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional gMMT simulation. Let π = q0

i1/o1−−−→
u1

q1 . . .
in/on−−−−→

un

qn ∈ runs(T ). Then we have the
run ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M). Let 0 ≤ k ≤ j ≤ n. If ft(qk, x) ∈ XM(fs(qk)), then:

renameToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qk, x))↓

=⇒(
renameToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qk, x)) = ft(qj , x)
)

.

The proof of Lemma 5.3.3 can be found in Appendix C.1.3.
Lemma 5.3.4. Let T be an observation tree MMT, letM be a s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional gMMT simulation. Let π = q0

i1/o1−−−→
u1

q1 . . .
in/on−−−−→

un

qn ∈ runs(T ). Then we have the
run ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M). Let 0 ≤ k ≤ j ≤ n. If ft(qj , x) ∈ XM(fs(qj)), then:

renamesToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x))

=⇒(
renamesToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x)) = ft(qk, x)
)

.
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The proof of Lemma 5.3.4 can be found in Appendix C.1.4.

5.4 Explored States
Let T be an observation tree, letM be a (g)MMT, and let ⟨fs, ft, fu⟩ : T →M be a functional simulation. We
sometimes track how much of a (g)MMT’s timer-related behavior is captured by the states of an observation
tree, because doing so can allow us to tell two observation tree states apart. We discuss the apartness of
states in Section 5.5. The first notion we rely on is that of the enabled explored observation tree state.
This notion was introduced in Bruyère et al. [2024], where such states are called “explored states”.
Definition 5.4.1 (Enabled explored states). Let T be an observation tree, let M be a (g)MMT, and
let ⟨fs, ft, fu⟩ : T →M be a functional simulation. State q is enabled explored if |X T

0 (q)| = |XM
0 (fs(q))|.

The set ET
M denotes the maximal set of enabled explored states of T that induces a subtree that contains qT

I ,
i.e.:

qT
I ∈ ET

M ∧ (∀q, q′ ∈ QT , i ∈ AT : q′ ∈ ET
M ∧ q

i−→ q′ =⇒ q ∈ ET
M).

We also rely on a similar notion of active explored states. The main idea is similar to the one for
enabled explored states: an observation tree state q is active explored if each timer that is active in fs(q)
is represented by a timer that is active in q. We however add the requirement that all timer updates that
occurred before fs(q) is reached in M via ⟨fs, ft, fu⟩(access(q)) are represented by timer updates in T . We
thus know for every active explored state not just what timers are active, but also what timer updates caused
these timers to be active.
Definition 5.4.2 (Active explored states). Let T be an observation tree, let M be a (g)MMT, and
let ⟨fs, ft, fu⟩ : T →M be a functional simulation. State qn is active explored if:

1. |X T (qn)| = |XM(fs(qn))|, and

2. for T ’s unique run qT
I

i1/o1−−−→
u1

q1 . . .
in/on−−−−→

un

qn for access(qn):

• if M is an MMT:

∀j ∈ {1, . . . , n} : uj = ⊥ ⇐⇒ fu(qj−1, ij) = ⊥.

• if M is a gMMT:

∀j ∈ {1, . . . , n} : uj = ⊥ ⇐⇒ ¬∃x : fu(qj−1, ij)(x) ∈ N>0.

The set AT
M denotes the maximal set of active explored states of T that induces a subtree that contains qT

I ,
i.e.:

qT
I ∈ AT

M ∧ (∀q, q′ ∈ QT , i ∈ AT : q′ ∈ AT
M ∧ q

i−→ q′ =⇒ q ∈ AT
M).

Let T be an observation tree for an MMT M, and let ⟨fs, ft, fu⟩ : T → M be a functional MMT
simulation. We can quite easily see from the definitions of enabled and active explored states and of functional
MMT simulations that if all states along a run π ∈ runs(T ) of T are both enabled and active explored with
respect toM, then π contains a matching timer update for all timer updates found along π’s corresponding
run in M.
Proposition 5.4.1. Let T be an observation tree, letM be an s-learnable (g)MMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional simulation. Let π = q0

i1/o1−−−→
u1

. . .
in/on−−−−→

un

qn ∈ runs(T ). If:

∀i ∈ {0, . . . , n} : qi ∈ ET
M ∧ qi ∈ AT

M,

then there is a run:

ρ = p0
i′

1/o′
1−−−→

u′
1

. . .
i′

n/o′
n−−−−→

u′
n

pn ∈ runs(M),

such that:
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• ∀i ∈ {0, . . . , n} : fs(qi) = pi, and

• If M is an:

– MMT: ∀j ∈ {1, . . . , n} : ft(ij) = i′
j ∧ fu(uj) = u′

j .
– gMMT: ∀j ∈ {1, . . . , n} : ft(qj−1, ij) = i′

j ∧ fu(qj−1, qj , uj) = u′
j .

5.5 Timer Matchings and Apartness
The notion of apartness for timers from Bruyère et al. [2024] applies to t-observable (g)MMTs. If two distinct
timers x and y are both active in the same state q of a t-observable (g)MMT, then they must have been
started in different transitions of any run that traverses q. For t-observable (g)MMTs, if x, y ∈ XM(q), then
there are always x- and y-spanning runs that traverse q. It is thus possible to observe the fact that x and y
are active in q. The fact that x and y were last (re)started in different transitions implies that it is possible
to interact with the (g)MMT in a way that reveals x and y to be distinct timers.

Definition 5.5.1 (Apartness of timers of t-observable (g)MMTs). LetM be a t-observable (g)MMT,
and let x, y ∈ XM. We say that x and y are apart for state q ∈ QM, denoted x t#q y, iff x, y ∈ XM(q)
and x ̸= y. We write x t# y iff ∃q′ ∈ QM : x t#q′ y.

We, like Bruyère et al. [2024], rely on the concept of matchings to encode the equivalence of timers.

Definition 5.5.2 (Matching). Let S and T be two sets of (g)MMT states. A relation m ⊆ S × T is a
matching from S to T if it is an injective partial function. We write m : S ↔ T if m is a matching from S
to T . A matching m is maximal if it is total or surjective.

LetM be a t-observable (g)MMT with q, q′ ∈ QM, and let m : XM(q)↔ XM(q′) be a matching, denoted
by abuse of notation as m : q ↔ q′. We say that m is valid if it never matches timers to timers from which
they are apart, i.e., ∀x ∈ dom(m) : ¬(x t# m(x)). Like Bruyère et al. [2024], we also lift matchings m to
actions:

m(i) =

i if i ∈ I

to[m(x)] if i = to[x] with x ∈ dom(m).

Let π = q0
i1−→ q1

i2−→ . . .
in−→ qn ∈ runs(M) and π′ = q′

0
i′

1−→ q′
1

i′
2−→ . . .

i′
n−→ qn ∈ runs(M) be two feasible runs

of M. If there is a valid matching m : q0 ↔ q′
0 between q0 and q′

0, then we follow Bruyère et al.’s example
in lifting m to the runs π and π′, granted that π and π′ are matching for m. The conditions under which π
and π′ are matching, and the way that m is lifted to π and π′ depend on whetherM is an observation tree,
an MMT, or a gMMT:

For observation tree MMTs For observation tree MMTs, we have the same conditions for when a
matching matches two runs, and the same lifting of matchings to runs as those used in Bruyère et al. [2024]:
For π′ to match π, we require that for all j ∈ {1, . . . , n}:

• If ij ∈ I, then i′
j = ij .

• If ij = to[x] for some x ∈ X then there are two possibilities:

1. If x ∈ X (q0), then i′
j = to[m(x)]; and

2. If x = xqk
for some 0 < k < j (x is started along the run), then i′

j = to[xq′
k
] with the same k.

In the first case, i′
j must use the “same” timer according to m. In the second case, i′

j must use the
“same” timer according to the updates along the runs.

When π and π′ match, we write mπ
π′ : π ↔ π′ with mπ

π′ := m ∪ {(xqk
, xq′

k
) | 0 < k ≤ n} and i′

j = mπ
π′(ij) for

every j.
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For t-observable MMTs For π′ to match π, we require that for all j ∈ {1, . . . , n}:
• If ij ∈ I, then i′

j = ij .

• If ij = to[x] for some x ∈ X then there are two possibilities related to k = lastStartedAt
q0

i1...ij−1−−−−−→qj−1

(x):

1. If k = 0, then i′
j = to[m(x)] and lastStartedAt

q′
0

i′
1...i′

j−1−−−−−→q′
j−1

(m(x)) = 0; and

2. If k > 0, then q′
k−1

i′
k...i′

j−−−−→ q′
j is spanning.

In the first case, i′
j must use the “same” timer according to m. The timer may not be (re)started

along π′, since it isn’t (re)started along π. In the second case, i′
j must use the “same” timer according

to the spannings along the runs.
Assume that mπ

π′ : π ↔ π′. We again lift m to π and π′. We have to account for the fact that either of
these runs can traverse the same state multiple times. Our approach is to map timers that have timeouts
in π based on the indices of π at which these timeouts occur. If δ(qj−1, to[x])↓ and x was last (re)started at
index k of π, then we know from the fact that π and π′ are matching for m that there is a timer x′, such
that δ(q′

j−1, to[x′])↓ and x′ was last restarted at index k of π′. We thus define mπ
π′ such that in this scenario,

mπ
π′(x, j − 1) = x′:

mπ
π′(x, l) :=


m(x) if l = 0 ∨ k = 0

π1(τ (q′
k−1, i′

k)) if l > 0 ∧ k > 0

undefined if k = ⊥

where k = lastStartedAt
q0

i1...il−−−→ql

(x) and i′
j = mπ

π′(ij , j − 1) for every j.

For t-observable gMMTs For π′ to match π, we require that for all j ∈ {1, . . . , n}:
• If ij ∈ I, then i′

j = ij .

• If ij = to[x] for some x ∈ X then there are two possibilities related to k = lastStartedAt
q0

i1...ij−1−−−−−→qj−1

(x):

1. If k = 0, then i′
j = to[x′] and lastStartedAt

q′
0

i′
1...i′

j−1−−−−−→q′
j−1

(x′) = 0, where:

x′ = renameTo
q′

0

i′
1...i′

j−1−−−−−→q′
j−1

(m(renamesTo
q0

i1...ij−1−−−−−→qj−1

(x)));

and
2. If k > 0, then q′

k−1
i′

k...i′
j−−−−→ q′

j is spanning.

In the first case, i′
j must use the “same” timer according to m. We need to account for timer renamings

that may occur along the two runs. The timer may not be (re)started along π′, since it isn’t (re)started
along π. In the second case, i′

j must use the “same” timer according to the spannings along the runs.
The notion of spanning gMMT runs implicitly accounts for timer renamings.

Assume that π and π′ are matching for mπ
π′ : π ↔ π′. We again lift m to π and π′. The idea behind our

approach is the same as in the one for t-observable MMTs. The only functional differences follow from the
need to account for timer renamings:

mπ
π′(x, l) :=



m(x) if l = 0

renameTo
q′

0

i′
1...i′

l−−−→q′
l

(m(renamesTo
q0

i1...il−−−→ql

(x))) if l > 0 ∧ k = 0

renameTo
q′

k

i′
k+1...i′

l−−−−−→q′
l

(timerStartedAt (q′
0

i′
1...i′

k−−−−→)) if l > 0 ∧ k > 0

undefined if k = ⊥
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where k = lastStartedAt
q0

i1...il−−−→ql

(x), and i′
j = mπ

π′(ij , j − 1) for every j.

Lemma 5.5.1. LetM be a t-observable gMMT, and let x ∈ XM be a timer ofM. If the runs π = q0
i1...in−−−−→

qn ∈ runs(M) and π′ = q′
0

i′
1...i′

n−−−−→ q′
n ∈ runs(M) are matching with mπ

π′ : π ↔ π′ and qk−1
ik...(ij=to[x])−−−−−−−−−→ qj

is a spanning sub-run of π, then q′
k−1

i′
k...(i′

j=to[mπ
π′ (x,j−1)])

−−−−−−−−−−−−−−−→ q′
j is a spanning sub-run of π′.

Proof. Since qk−1
ik...(ij=to[x])−−−−−−−−−→ qj is a spanning sub-run of π:

1. π has action ij = to[x] for the timer x ∈ X, and

2. lastStartedAt
q0

i1...ij−1−−−−−→qj−1

(x) = k.

The fact that qk−1
ik...(ij=to[x])−−−−−−−−−→ qj is a spanning sub-run of π implies that k > 0, since it tells us that timer x

was started in one of π’s transitions. Since π starts from q0, this implies that 1 ≤ k ≤ j− 1. The fact that π

and π′ are matching thus directly tells us that q′
k−1

i′
k...(i′

j=to[mπ
π′ (x,j−1)])

−−−−−−−−−−−−−−−→ q′
j is a spanning sub-run of π′.

5.5.1 Reading Runs
For a fixed run π ∈ runs(M) and matching m, there is at most one run π′ ∈ runs(M) such that mπ

π′ : π ↔ π′.
This is also the case in Bruyère et al. [2024]. We follow Bruyère et al. [2024]’s example in denoting this
unique run π′ by readm

π (q′
0) if it exists. Otherwise, readm

π (q′
0) is left undefined. We say that this function

“reads” π from q′
0, using m to rename the timers.

5.5.2 Apartness of States
Similarly to how we have different notions of matchings for observation tree MMTs, for t-observable MMTs,
and for t-observable gMMTs, we also have corresponding notions of apartness for all three of these model
types. All three of these notions follow the same principle as the apartness of observation tree states
from Bruyère et al. [2024].

We also use Bruyère et al. [2024]’s distinction between structural and behavioral apartness:
Two states q0 and q′

0 are apart under a matching m, if we have runs π = q0
w−→ and π′ = readm

π (q′
0) such

that:

• π and π′ exhibit different behavior, in which case we say that the apartness is behavioral; or

• For observation tree T , mπ
π′ is invalid in the sense that it matches two distinct observation tree

timers x, mπ
π′ ∈ X that are first started at different points along the same run in T , and that can

therefore not represent the same timer ofM. We then say that the apartness is structural. Formally,
we can say that there is a structural apartness when, for some timer x ∈ dom(mπ

π′), x t# mπ
π′(x).

For observation tree MMTs, we use apartness to constructively determine when two states must represent
distinct states of the model that is “observed” by the observation tree, based on the limited information in
the observation tree. For MMTs and gMMTs, we use apartness to denote when two states cannot be said
to exhibit the same observable behavior. We therefore only need structural apartness for the apartness of
observation tree MMT states, and not for the apartness of (g)MMT states.

The precise definition of apartness depends on the type of the model. We used the state apartness defined
in Bruyère et al. [2024] as a basis for our apartness for observation tree MMT states. We have:

Definition 5.5.3 (Apartness of observation tree MMT states). Let T be an observation tree MMT
for an s-learnable, t-observable (g)MMT M. Two states q0, q′

0 ∈ QT are m-apart with m : q0 ↔ q′
0, de-

noted q0 #m q′
0, if there are π = q0

i1−→ . . .
in/o−−−→

u
qn and π′ = q′

0
i′

1−→ . . .
i′

n/o′

−−−→
u′

q′
n with mπ

π′ : π ↔ π′,
and:

• Structural apartness there exists x ∈ dom(mπ
π′), such that x t# mπ

π′(x), or
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• Behavioral apartness one of the following holds:

o ̸= o′ (outputs)
u = (x, c) ∧ u′ = (x′, c′) ∧ c ̸= c′ (constants)
qn, q′

n ∈ AT
M ∧ (u = ⊥ ⇔ u′ ̸= ⊥) (updating)

qn, q′
n ∈ AT

M ∧ |X (qn)| ≠ |X (q′
n)| (active sizes)

qn, q′
n ∈ ET

M ∧ |X0(qn)| ≠ |X0(q′
n)| (enabled sizes)

qn, q′
n ∈ ET

M ∧ ∃x ∈ dom(mπ
π′) : (x ∈ X0(qn)⇔ mπ

π′(x) ̸∈ X0(q′
n)) (enabled)

The word σ = i1 . . . in ∈ AT ∗ is called a witness of q0 #m q′
0. We write q0 # q′

0 if q0 #m q′
0 for all maximal

matchings m : q0 ↔ q′
0.

The difference between our notion of observation tree apartness and the one from Bruyère et al. [2024]
is our addition of the (updating) and (active sizes) conditions. Note that these rules rely on the notion of
active explored states, which wasn’t used in Bruyère et al. [2024].

Our notion of apartness of t-observable MMT states is very similar to the one for observation trees, the
only difference being the omission of the sets of active and enabled explored states:

Definition 5.5.4 (Apartness of t-observable MMT states). Two states q0, q′
0 are m-apart with m : q0 ↔

q′
0, denoted q0 #m q′

0, if there are π = q0
i1−→ . . .

in/o−−−→
u

qn and π′ = q′
0

i′
1−→ . . .

i′
n/o′

−−−→
u′

q′
n with mπ

π′ : π ↔ π′,
and:

• Behavioral apartness one of the following holds:

o ̸= o′ (outputs)
u = (x, c) ∧ u′ = (x′, c′) ∧ c ̸= c′ (constants)
u = ⊥ ⇔ u′ ̸= ⊥ (updating)
|X (qn)| ≠ |X (q′

n)| (active sizes)
|X0(qn)| ≠ |X0(q′

n)| (enabled sizes)
∃x ∈ X : mπ

π′(x, n)↓ ∧ (x ∈ X0(qn)⇔ mπ
π′(x, n) ̸∈ X0(q′

n)) (enabled)

The word σ = i1 . . . in ∈ AT ∗ is called a witness of q0 #m q′
0, which we denote by σ ⊢ q0 #m q′

0. We
write q0 # q′

0 if q0 #m q′
0 for all maximal matchings m : q0 ↔ q′

0.

Our notion of apartness of t-observable gMMT states is mostly the same as the one for t-observable MMT
states:

Definition 5.5.5 (Apartness of t-observable gMMT states). Two states q0, q′
0 are m-apart with m : q0 ↔

q′
0, denoted q0 #m q′

0, if there are π = q0
i1−→ . . .

in/o−−−→
r

qn and π′ = q′
0

i′
1−→ . . .

i′
n/o′

−−−→
r′

q′
n with mπ

π′ : π ↔ π′,
and:

• Behavioral apartness one of the following holds:

o ̸= o′ (outputs)
(∃x ∈ X (qn) : r(x) = c ∈ N>0) ∧ (∃x′ ∈ X (q′

n) : r′(x′) = c′ ∈ N>0) ∧ c ̸= c′ (constants)
(∃x ∈ X (qn) : r(x) ∈ N>0)⇔ (¬∃x ∈ X (q′

n) : r′(x) ∈ N>0) (updating)
|X (qn)| ≠ |X (q′

n)| (active sizes)
|X0(qn)| ≠ |X0(q′

n)| (enabled sizes)
∃x ∈ X : mπ

π′(x, n)↓ ∧ (x ∈ X0(qn)⇔ mπ
π′(x, n) ̸∈ X0(q′

n)) (enabled)

The word σ = i1 . . . in ∈ AT ∗ is called a witness of q0 #m q′
0, which we denote by σ ⊢ q0 #m q′

0. We
write q0 # q′

0 if q0 #m q′
0 for all maximal matchings m : q0 ↔ q′

0.
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We sometimes rely on the notion of minimum-length witnesses of apartness:

Definition 5.5.6. LetM be a (g)MMT with q, q′ ∈ Q. Let σ ∈ A∗ such that there exists a matching m : q ↔
q′ for which σ ⊢ q #m q′. Then σ is a minimum-length witness of q #m q′ iff σ has no proper prefix ρ
such that ρ ⊢ q #m q′.

There is an upper bound on the length of any minimum-length witnesses for the apartness of two states
of all three of these model types:

Lemma 5.5.2. Let M be a t-observable (observation tree) (g)MMT with |Q| = n, and let q, q′ ∈ Q.
Let m : q ↔ q′. If q #m q′, then the maximum length that any minimum-length witness σ ∈ (A)∗ of σ ⊢
q #m q′ may need to have is n.

Proof. We know from the notions of apartness of t-observable (observation tree) (g)MMT states that q #m q′

can be the result of either:

1. conditions on states that are reached from q and q′, as is the case for the (active sizes), (enabled sizes)
and (enabled) conditions for apartness; or of

2. conditions on state transitions that are reached from q and q′, as is the case for the (outputs), (con-
stants) and (updating) conditions for apartness.

In the first case, the witness may need to be able to reach any of M’s n states. Since we already start in
one of M’s states, we only need to be able to perform at most n − 1 state transitions to reach any of M’s
remaining states. In the second case, the witness may need to be able to reach any ofM’s states, from which
it needs to be able to take one more state transition. Across both cases, we only need the minimum-length
witness to be n− 1 + 1 = n actions in length.

5.6 Stratification
In this short section, we explain how we adapt observation tree stratifications to the MMT setting.

Definition 5.6.1 (Stratification for MMTs). Let T be an observation tree MMT for an s-learnable
(g)MMT M. Then T and M have the same set of inputs, I. Let C ⊆ I ∪ TO(N>0) be a nonempty, finite,
prefix closed set of symbolic words. Then C induces a stratification of QT as follows:

1. A state q of T is called a basis state iff access(q) ∈ C. We write B to denote the set of basis
states: B := {q ∈ QT | access(q) ∈ C}. Note that, since C is nonempty and prefix closed, initial
state qT

I is in the basis, and all states on the path leading to a basis state are basis states as well.

2. We write F 0 for the set of immediate successors of basis states that are not basis states them-
selves: F 0 := {q′ ∈ QT \B | ∃q ∈ B, i ∈ AT : q′ = δ(q, i)}. We refer to F 0 as the 0-level frontier.

3. For k > 0, the k-level frontier F k is the set of immediate successors of k−1-level frontier states: F k :=
{q′ ∈ QT | ∃q ∈ F k−1, i ∈ AT : q′ = δ(q, i)}.

We often use F <k to denote the set F 0 ∪ · · · ∪ F k−1 of the states in the first k frontiers, and F ≤k to denote
the set F 0 ∪ · · · ∪ F k of all states in the first k + 1 frontiers.
We say that basis B is complete if:

• for each w ∈ C there is a state q ∈ B with δ∗(w) = q, and if

• for each q ∈ B:

– for each i ∈ I : δ(q, i)↓, and
– q ∈ ET

M.

For k ∈ N, the k-level frontier is complete if for each q ∈ F k:
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• for each i ∈ I : δ(q, i)↓, and

• q ∈ ET
M.

For every state q ∈ QT , we define the candidate set C(q) as the set of basis states for which there is at
least one matching for which they are not apart from q: C(q) := {q′ ∈ B | ¬(q′ # q)}. A state q ∈ QT is
identified if its candidate set is a singleton, and isolated if its candidate set is empty.

5.7 Requirements for the Specification
Our conformance testing procedure imposes several requirements on the specification. In this section, we
specify what properties we expect the specification to have. We also explain why we use gMMTs instead of
MMTs for the specifications.

5.7.1 Requirements
As with our k-A-complete conformance testing method for MM1Ts, our method for MMTs requires that the
specification model is connected, minimal, s-learnable, and t-observable.

We define minimality for gMMTs in terms of state apartness:
Definition 5.7.1 (Minimal (g)MMT). An (g)MMT M is minimal iff, for all pairs of states q, q′ ∈ Q,
¬(q # q′)⇔ q = q′.

Our MMT conformance testing procedure requires the specification to be provided in the form of a
gMMT, rather than an MMT. This requirement actually makes our testing procedure more flexible, since
MMTs can easily be converted into symbolically equivalent gMMTs. Bruyère et al. [2024] also provides a
way to convert gMMTs into symbolically equivalent MMTs, but this generally leads to a factorial blowup in
the size of the state space. Our main reason for supporting gMMT specifications is, however, the fact that
not all MMTs can easily be minimized. We explain the problem in Section 5.7.2.

5.7.2 Why gMMTs Should be Easier to Minimize Than MMTs
It is not generally possible to minimize an MMT M such that all of its states are pairwise apart under all
maximal matchings, since any two states q1 and q2 for which there exists a maximal matching m : q1 ↔ q2
such that ¬(q1 #m q2) would have to be represented by the same state q1,2 of the minimal MMT. All
transitions of the minimal MMT that represent transitions of M that enter q1 and q2 would now have
to enter q1,2. This could lead to issues, since if there is a run π ∈ runs(M) that traverses q1 and that
requires q1 to exhibit certain behavior for a timer x, and there is a run π′ ∈ runs(M) that traverses q2 and
that requires q2 to exhibit certain behavior for the same timer x, then the combined state q1,2 would have to
exhibit the same behavior for x as both q1 and q2. This would impose an additional requirement that might
not be met by any of the maximal matchings m : q1 ↔ q2 for which ¬(q1 #m q2).
Example 5.7.1. Let M be the MMT of Figure 5.4(a). States q2, q3 ∈ QM would exhibit the exact same
behavior if we were to swap for them the behavior of timers x, y ∈ XM. Formally, for the maximal
matching m = {(x, y), (y, x)} : ¬(q2 #m q3). Therefore, ¬(q2 # q3), which means that M is not minimal.
To minimize M, we would want to merge states q2 and q3. To do so, however, would require that we select
timers for the two timeout transitions of the new combined state q2,3. If we simply select timer x for either
transition, and y for the other, then q2,3 doesn’t exhibit the same symbolic behavior as both q2 and q3, which
means that the resulting MMT is not symbolically equivalent to M.
We might for instance produce the MMTMn of Figure 5.4(b), which we obtained by removing state q3, and
by redirecting the transition from state q2 to state q3 into state q2, which we renamed to q2,3. MMT Mn

is minimal, since all of its states are pairwise apart under all maximal matchings. However, Mn ̸≈sym M,
since the symbolic word w = a a to[1] to[2] would yield forM a run labelled with the output sequence o o o o,
and for Mn a run labelled with the output sequence o o o o′. We could alternatively swap timers x and y
to make q2,3 resemble q3, but this would clearly result in an MMT that isn’t equivalent to M either. We
can thus see that not all MMTs can be minimized by replacing sets of equivalent states with one state that
is equivalent to all of them.
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q0q0start q1q1 q2q2 q3q3
a/o

(x, 3)

to[x]/o
(x, 3)

a/o

(y, 2)

a/o

to[y]/o′

(y, 2)

to[x]/o
(x, 2)

to[y]/o
(y, 2)

a/o

to[x]/o′

(x, 2)

(a) An MMT, with X (q0) = X0(q0) = ∅, X (q1) = X0(q1) = {x}, and X (q2) = X0(q2) = X (q3) = X0(q3) = {x, y}

q0q0start q1q1 q2,3q2,3
a/o

(x, 3)

to[x]/o
(x, 3)

a/o

(y, 2)

a/o

to[y]/o′

(y, 2)

to[x]/o
(x, 2)

(b) A minimal MMT that is similar, but not symbolically equivalent to the MMT above it

Figure 5.4: Two MMTs that are similar, but not symbolically equivalent.

q0q0start q1q1 q2,3q2,3
a/o
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to[x1
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x
q2,3
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1,
x

q2,3
2 := 3

a/o

to[xq2,3
1 ]/o

x
q2,3
1 := x

q2,3
2 ,

x
q2,3
2 := 2

to[xq2,3
2 ]/o′

x
q2,3
1 := x

q2,3
1 ,

x
q2,3
2 := 2

Figure 5.5: A gMMT that is symbolically equivalent to the MMT of Figure 5.4(a)

This problem is not found in gMMTs, since one could rename any timer x in a transition that enters a
combined gMMT state q1,2 to the timer of q1,2 that represents the same behavior from q1,2 that x exhibits
from either of q1 and q2. Therefore, if there is a run π ∈ runs(M) that traverses q1 and that requires q1 to
exhibit certain behavior for a timer x, and there is a run π′ ∈ runs(M) that traverses q2 and that requires q2
to exhibit certain behavior for the same timer x, then the combined state q1,2 of the minimal gMMT could
be made to exhibit the same behavior for a timer x1 that x exhibits from q1 in π, while also exhibiting the
same behavior for a timer x2 that x exhibits from q2.

Example 5.7.2. LetM be the gMMT of Figure 5.5. This gMMT is minimal, since all of its states are pairwise
apart under all maximal matchings. The gMMT is symbolically equivalent to the MMT of Figure 5.4(a). In
particular, for the symbolic word a a to[1] to[2], they both have the outputs o o o o.

5.8 The Testing Procedure

This testing procedure is based on the one we defined in Section 3.3. We non-deterministically expand a
tree MMT that serves as an observation tree for both specification gMMT S and SUT MMT M, until we
can either conclude that M ≈sym S, or we discover that M ̸≈sym S. We assume the specification to be
a connected, minimal, s-learnable, and t-observable gMMT. We assume that any MMT that describes the
behavior of the SUT is s-learnable, t-observable, and race-avoiding.

Algorithm 9 shows the main testing procedure.
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Algorithm 9: Procedure for testing MMTs
1 T ← a fresh, partial MMT with an initial state qT

I ;
2 IT ← IS ;
3 B ← {qT

I }; E ← {qT
I }; A ← {qT

I }; Ap ← ∅;
// Complete the basis induced by state cover C

4 for σ ∈ C do
5 c← addTransitionsFromSpecSeqS

M(σ);
6 if c ∈ (I ∪ TO(N>0))∗ then return c;
7 B ← B ∪ {δT ∗(qT

I , σ)};
8 end for
9 while any of the rules can still be applied do

10 8 ¬(r # r′), for some r, r′ ∈ B for which r ̸= r′ → ▷ Rule (IdentifyBasisStates)
11 c← makeObsTreeStatesApartS(r, r′);
12 if c ∈ (I ∪ TO(N>0))∗ then return c;
13 8 δT (q, i)↑ for some q ∈ B ∪ F <k and i ∈ I → ▷ Rule (ExtendFrontiersWithInputs)
14 c← addTransitionS

M(q, i);
15 if c ∈ (I ∪ TO(N>0))∗ then return c;
16 8 q ∈ (B ∪ F <k) \ E ∧ q−1 ∈ E for some q−1 ∈ QT , i ∈ I ∪ TO(X0(q−1)), and q = δT (q−1, i) →

▷ Rule (ExtendEnabledExplored)
17 c← makeEnabledExploredS(q);
18 if c ∈ (I ∪ TO(N>0))∗ then return c;
19 8 q ∈ (Ap ∪B ∪ F ≤k) \ A ∧ q−1 ∈ A ∧ canBeMadeActiveExplored(q−1, i, q) for some q−1 ∈ QT ,

i ∈ I ∪ TO(X0(q−1)), q = δT (q−1, i) → ▷ Rule (ExtendActiveExplored)
20 if q ∈ Ap then
21 Ap ← Ap \ {q};
22 end
23 A ← A∪ {q};
24 8 q ∈ (Ap ∪B ∪ F ≤k) \ A ∧ q−1 ∈ A ∧ ¬canBeMadeActiveExplored(q−1, i, q) ∧ δT (q′, i′)↑, for

some q−1 ∈ QT , i ∈ I ∪ TO(X0(q−1)), i′ ∈ I, q = δT (q−1, i),
and q′ ∈ QT : |access(q′)| − |access(q)| ≤ maxNumSUTStates → ▷ Rule
(FindingInputActions)

25 c← addTransitionS
M(q′, i′);

26 if c ∈ (I ∪ TO(N>0))∗ then return c;
27 8 q ∈ (Ap ∪B ∪ F ≤k) \ A ∧ q−1 ∈ A ∧ ¬canBeMadeActiveExplored(q−1, i, q) ∧ (q′ ̸∈ E), for

some q−1 ∈ QT , i ∈ I ∪ TO(X0(q−1)), q = δT (q−1, i),
and q′ ∈ QT : |access(q′)| − |access(q)| ≤ maxNumSUTStates → ▷ Rule
(FindingTimeoutActions)

28 c← makeEnabledExploredS(q′);
29 if c ∈ (I ∪ TO(N>0))∗ then return c;
30 8 ¬(t # r) ∧ r ̸= rt, for some t ∈ F ≤k, r, rt ∈ B, for which rt = basisStateForS

(T ,C)(t) → ▷ Rule
(IdentifyFrontiers)

31 c← makeObsTreeStatesApartS(t, r);
32 if c ∈ (I ∪ TO(N>0))∗ then return c;
33 8 r # t′, ¬(r # t′′), ¬(t′ # t′′), and t′′ is identified, for some r ∈ B, t′ ∈ F k and t′′ ∈ F <k →

▷ Rule (ExtendCoTransitivity)
34 c← makeObsTreeStatesApartS(t′, t′′);
35 if c ∈ (I ∪ TO(N>0))∗ then return c;
36 end
37 return yes;
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Algorithm 10: Sub-procedure for determining whether frontier states that should be reachable
from a given observation tree state are present in the observation tree

1 Procedure areAllStatesInNStepsPresentAndEnabledExplored(q ∈ QT , n ∈ N):
2 if n = 0 then
3 return yes;
4 end
5 if q ̸∈ E then
6 return no;
7 end
8 forall i ∈ I ∪ TO(X T

0 (q)) do
9 if δT (q, i)↑ then

10 return no;
11 end
12 q′ ← δT (q, i);
13 if ¬areAllStatesInNStepsPresentAndEnabledExplored(q′, n− 1) then
14 return no;
15 end
16 end
17 return yes;

Algorithm 11: Sub-procedure that states whether for a given triple of an observation tree parent
state, an action and a successor state, the successor state can be marked as active explored with
respect to both the specification and the SUT

1 Procedure canBeMadeActiveExplored(q−1 ∈ QT , i ∈ IT , q ∈ QT ):
2 return areAllStatesInNStepsPresentAndEnabledExplored(q, maxNumSUTStates) ∨ (τT (q−1, i) ̸=

⊥ ∧ (∀x ∈ X (q−1) : x ∈ X (q)));

Algorithm 12: Sub-procedure for finding the basis state that corresponds to a given observation
tree state

1 Procedure basisStateForS
(T ,C)(q ∈ QT ):

2 s← δS ∗(sS
I , access(q));

3 σ ← ρ ∈ C : δS ∗(sS
I , ρ) = s;

4 r ← δT ∗(qT
I , σ);

5 return r;
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The procedure follows the exact same principle as our MM1T testing procedure from Section 3.3. It uses
four rules that are based on the four rules of Algorithm 1. Algorithm 9 also has four additional rules that
work towards making certain states of the observation tree enabled and active explored.

In this section, we use a fixed SUT, a fixed observation tree MMT T , and a fixed specification S. We also
fix the functional gMMT simulation ⟨fs, ft, fu⟩ : T → S, and the functional MMT simulation ⟨gs, gt, gu⟩ : T →
M.

We use the following two sets of enabled and active explored states:

Definition 5.8.1.

E ⊆ {q ∈ QT | (q ∈ ET
S ) ∧ (q ∈ ET

M)}.

Definition 5.8.2.

A ⊆ {q ∈ QT | (q ∈ AT
S ) ∧ (q ∈ AT

M)}.

5.8.1 k-A-Complete Test Suites for MMTs
The notion of fault domains for MMTs is similar to that of fault domains for Mealy machines and MM1Ts.
The only differences are that we use symbolic equivalence as our notion of equivalence, and that we distinguish
between MMTs and gMMTs.

Definition 5.8.3 (Fault domains and U-completeness). Let S be an (g)MMT. A fault domain is
a set U of MMTs. A test suite TTSS for S is U-complete if, for each M ∈ U , M only passes TTSS

if M≈sym S.

We once again define the relevant fault domains:

Definition 5.8.4. Let k ∈ N, and let A ⊆ A∗. Then UA
k is the set of all MMTs M for which, for each

state q ∈ QM there are σ ∈ A and ρ ∈ A≤k such that δ∗(σ) · ρ = q.

Definition 5.8.5. Let A ⊆ A∗. Then UA is the set of all MMTs M for which there are σ, ρ ∈ A with σ ̸= ρ
and δM∗(σ) ≈sym δM∗(ρ).

We can now define the relevant notion of k-A-completeness:

Definition 5.8.6 (k-A-complete test suites for MMTs). Let S be a (g)MMT with a set of inputs I,
let k ∈ N, and let A ⊆ I∗. Then test suite TSS is k-A-complete for S if, for any SUT MMTM∈ UA

k ∪UA:

M passes TSS ⇐⇒ M≈untimed S.

We rely on knowledge of this fault domain to define our procedure.

5.8.2 The SUT’s Maximum Size
Let k be a natural number, and C a minimal prefix-closed state cover for the specification. We will prove
our procedure to be k-C-complete in Section 5.8.9. For now, we just make the assumption that the SUT is
an MMT from the corresponding fault domain, UC

k ∪UC . This assumption allows us to determine an upper
bound on size of the SUT’s state space. We use the following property:

Lemma 5.8.1. Let S and M be MMTs, and let T be an observation tree for both S and M. Let C be a
prefix-closed state cover for S, and let B be the basis of a stratification of QT induced by C. Suppose that
all states of B are identified. Then M ̸∈ UC .

Proof. Let ⟨gs, gt, gu⟩ : T → M. Suppose that σ, ρ ∈ C with σ ̸= ρ. Since B is the basis of a stratification
induced by C, q = δT ∗(σ) ∈ B and q′ = δT ∗(ρ) ∈ B. The fact that T is a tree thus implies that q ̸= q′.
Since all states of B are identified, they are all pairwise apart. We thus know that q # q′. Lemma C.3.1
now tells us that gs(q) ̸= gs(q′). By Lemma C.6.5, gs(q) = δM∗(σ) and gs(q′) = δM∗(ρ). This implies
that δM∗(σ) ̸= δM∗(ρ), which implies that M ̸∈ UC .
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Therefore, by our assumption that the SUT is an MMT from UC
k ∪ UC and by Lemma 5.8.1, the SUT is

an MMT from UC
k . The maximum number of states of the SUT is thus given by:

maxNumSUTStates =

k−1∑
j=0

lj

 (nl − n + 1) + n,

where n = |A| with A a prefix-closed set A ⊆ A∗, and l = |A|. This is the same upper bound that Vaandrager
et al. [2024] gives for the Mealy machine equivalent of UA

k .
We will now discuss the various sub-procedures used by Algorithm 9.

5.8.3 Making an Observation Tree State Enabled Explored
Algorithm 13 describes our procedure for making a given observation tree state enabled explored. This pro-
cedure relies on the symbolic output (OQM) and waiting (WQM) queries that were introduced in Bruyère
et al. [2024]. These queries are defined as follows [Bruyère et al., 2024]:

Definition 5.8.7 (Symbolic queries). Let M be an MMT. Then we can use the following two symbolic
queries:

• OQM(w), with w a symbolic word such that qI
w−→ ∈ runs(M), returns the outputs of qI

w−→.

• WQM(w), with w a symbolic word such that qI
i1−→ . . .

in−→ qn ∈ runs(M) with i1 . . . in = w, returns
the set of all pairs (j, c) such that qj−1

ij ...in to[x]−−−−−−−→ is x-spanning.

Bruyère et al. explain how these symbolic queries can be implemented via concrete, timed input word-
based output queries in appendix E of Bruyère et al. [2024]. When running these timed input words on the
SUT, it is possible for timeouts to occur that are unexpected based on the limited information in T . To
account for this, Bruyère et al. construct the timed input words such that for any timeout that they observe,
they can determine which observation tree transition last started the timer, and with what constant. With
this information, they can identify the timer for which they observed the timeout. The occurrence of race
conditions could prevent the correct identification of newly discovered timers. Bruyère et al. therefore require
the SUT to be race-avoiding, and they compose the timed input words in a way that is guaranteed to prevent
races between any known timers. Whenever an unexpected timeout occurs, they identify the timer, the
transition that last (re)started it and the constant to which it was set; they add the corresponding spanning
run to the observation tree. They then repeat the symbolic query on this newly extended observation tree.
A timed run for a symbolic word with n transitions can have at most n distinct unexpected timeouts, since
each of its transitions can (re)start at most one timer. Both of the symbolic queries can therefore always be
completed with a finite number of timed runs.

We cannot simply use the approach from Bruyère et al. [2024] to add any unexpected timeouts to our
observation tree T , since we would also have to check whether there is a conflict between the specification
and the SUT’s behavior for the spanning induced by these unexpected timeouts. To account for this, a simple
solution would be make a copy Tu of the observation tree T before we evaluate the first timed input word,
to only compute the timed input words based on Tu, and to only add any unexpected timeouts to Tu. This
way, Bruyère et al. [2024]’s method for dealing with unexpected timeouts still functions. We can discard Tu

when we are done with the symbolic query, but it would be more efficient to reuse the same observation tree
copy Tu for all symbolic queries, and to add any information that is added to T during the testing process
to Tu. This way, we retain any unexpected timeouts that are learnt during the testing process, so that they
never need to be rediscovered.

Either way, we can can effectively ignore the existence of unexpected timeouts when it comes to the
behavior and correctness of our testing method.

The use of these symbolic output and waiting queries is the most direct way in which our testing procedure
touches on the timed MMT semantics. The use of the timed semantics is in all cases abstracted behind the
use of either of these two queries.

Algorithm 13 starts by performing the waiting query WQM(access(q)). For each index-constant pair (j, c)
returned by the waiting query, the procedure immediately terminates with a counterexample in case either S
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doesn’t (re)set a timer in its corresponding transition, or S (re)sets a timer to a constant other than c. The
procedure then retrieves the timer x′

j that was started in index j of access(q). It adds a timeout action for x′
j

from T in case one doesn’t exist yet. To this end, the procedure first performs a symbolic output query to
determine whether the output for the new transition is different from the one that the specification has for
the corresponding transition. In that case, the procedure terminates with a counterexample. Otherwise, it
adds the transition for x′

j to T .
The procedure also adds the timer update in T if this is needed. It next marks x′

j as active in all states
covered by the new x′

j-spanning.
The procedure finally records q as being enabled explored in case M’s run for access(q) and S’s run
for access(q) (re)start timers at exactly the same indices. Otherwise, it concludes that there is conflict
between the timer updates of the specification and the SUT. It then returns a counterexample that would
reveal this conflict if it is used from both the specification, and the SUT.

Lemma 5.8.2. Calling makeEnabledExploredS(q) for a state q ∈ QT makes q enabled explored and finds all
timeouts that correpond to timeouts of the SUT after makeEnabledExploredS terminates, if q wasn’t enabled
explored already. The procedure yields a counterexample in case it finds a conflict between the specification
and the SUT. Otherwise, once the procedure is done, q ∈ E .

The proof of Lemma 5.8.2 can be found in Appendix C.9.1.
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Algorithm 13: Sub-procedure for making an observation tree state enabled explored
1 Procedure makeEnabledExploredS(q ∈ QT ):
2 if q = qT

I then return yes;
3 if q ∈ E then
4 return yes;
5 end
6 s← δS ∗(sS

I , access(q));
7 w ←WQM(access(q));
8 forall (j, c) ∈ w do

// Check for inconsistencies with the specification’s corresponding timer
update

9 uS
j ← the timer update at index j along S’s run for access(q);

10 if uS
j = ⊥ ∨ π2(uS

j ) ̸= c then return access(q) to[j];
// Retrieve T ’s corresponding action, timer, and source state

11 qj−1 ← the state at index j − 1 along T ’s run for access(q);
12 ij ← the action at index j along T ’s run for access(q);
13 qj ← δT (qj−1, ij);
14 x′

j ← ⊥;
15 if ∃x : ij = to[x] then x′

j ← x : ij = to[x] ;
16 else x′

j ← xqj
;

// Extend T with a timeout transition if needed
17 if δT (q, to[x′

j ])↑ then
18 o← the final element of OQM(access(q) to[j]);
19 if o ̸= λS ∗(s, to[π1(uS

j )]) then return access(q) to[j];
20 q′ ← a fresh MMT state;
21 QT ← QT ∪ {q′};
22 XT ← XT ∪ {xq′};
23 OT ← OT ∪ {o};
24 δT (q, to[x′

j ])← q′;
25 λT (q, to[x′

j ])← o;
26 end

// Record the timer update in T if needed
27 if there is no timer update at index j along T ’s run for access(q) then
28 τT (qj−1, ij)← (x′

j , c);
29 end
30 Mark x′

j as active in all states along the x′
j spanning run between qj−1 and q.

31 end
// Determine whether the specification and SUT states have timeouts for

corresponding timers
32 eq ← {π1((j, c)) | ∀(j, c) ∈ w};
33 es ← {lastStartedAtS

sS
I

access(q)−−−−−→s

(x) | ∀x ∈ XS : δS(s, to[x])↓};

34 if eq ̸= es then
35 j ← an arbitrary element of (eq ∪ es) \ (eq ∩ es);
36 return access(q) to[j];
37 end

// Mark the observation tree state as enabled explored
38 E ← E ∪ {q};
39 return yes;
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5.8.4 Extending the Observation Tree With a Single Transition

Algorithm 14 describes our method for extending the observation tree with a new transition. The procedure
takes an observation tree state q and an action i that is to be added from q. The procedure immediately ter-
minates if T already as an i-transition from q, but not before using Algorithm 13 to ensure that δT (q, i) ∈ E .
Otherwise, if i is a timeout, then it uses Algorithm 13 to make q enabled explored, thereby ensuring that af-
terwards, q will indeed have an outgoing transition for timeout i. The procedure also makes the state δT (q, i)
enabled explored, granted that there was no conflict.
The final case is the one in which i is an input action for which T doesn’t yet have an outgoing transition
from T . The procedure then uses an output query to find the SUT’s output for this transition. It adds the
transition to T in case there is no conflict between the specification’s and the SUT’s counterpart for this
transition. Finally, the procedure uses Algorithm 13 to make the new state δT (q, i) enabled explored.
The procedure would return a counterexample in case any conflicts between the specification and the SUT
are found during its operation.

Algorithm 14: Sub-procedure for extending the observation tree with a single transition
1 Procedure addTransitionS

M(q ∈ QT , i ∈ AT ):
2 if δT (q, i)↓ then
3 q′ = δT (q, i)↓;
4 c← makeEnabledExploredS(q′);
5 if c ∈ (I ∪ TO(N>0))∗ then return c;
6 return no;
7 end
8 if ∃x : i = to[x] then
9 c← makeEnabledExploredS(q);

10 if c ∈ (I ∪ TO(N>0))∗ then return c;
11 x← x : i = to[x];
12 q′ ← δT (q, to[x]);
13 c′ ← makeEnabledExploredS(q′);
14 if c′ ∈ (I ∪ TO(N>0))∗ then return c′;
15 return q′;
16 end

// Check the transition’s output symbol
17 s← δS ∗(sS

I , access(q));
18 iS ← i;
19 oS ← λS(s, iS);
20 o← the final element of OQM(access(q) i);
21 if o ̸= oS then return access(q) i;

// Add the transition to T
22 q′ ← a fresh MMT state;
23 QT ← QT ∪ {q′};
24 XT ← XT ∪ {xq′};
25 OT ← OT ∪ {o};
26 δT (q, i)← q′;
27 λT (q, i)← o;
28 c← makeEnabledExploredS(q′);
29 if c ∈ (I ∪ TO(N>0))∗ then return c;
30 return yes;
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Lemma 5.8.3. Calling addTransitionS
M(q, i) ensures that δT (q, i)↓ by the time that addTransitionS

M ter-
minates, granted that there is no conflict between the specification and the SUT. Otherwise, it would return
a counterexample.

Proof. We already argued that in all cases, δT (q, i)↓ either already holds before addTransitionS
M(q, i) is

called, or it will hold afterwards, granted that there was no conflict. If there was, then the procedure would
return a counterexample.

Lemma 5.8.4. Calling addTransitionS
M(q, i) ensures that δT (q, i) ∈ E by the time that addTransitionS

M
terminates, granted that there is no conflict between the specification and the SUT. Otherwise, it would
return a counterexample.

Proof. In all cases, addTransitionS
M calls makeEnabledExploredS on δT (q, i). Therefore, by Lemma 5.8.2,

δT (q, i) ∈ E once makeEnabledExploredS terminates. Since the call to makeEnabledExploredS terminates
before addTransitionS

M terminates, δT (q, i) ∈ E will hold by the time that addTransitionS
M terminates, as

required. addTransitionS
M would return a counterexample if any conflict between the specification and the

SUT was found during its operation.

5.8.5 Extending the Observation Tree With a Sequence of Transitions
Algorithm 15 shows a sub-procedure of Algorithm 9 which extends the observation tree with all transitions
induced by a given sequence of actions from the specification.

For each action, the procedure first determines which action from the observation tree it would correspond
to. It then adds the observation tree action, after which it processes the next specification action. The
procedure relies on the fact that it starts analyzing the given action sequence from the perspective of the
inital state, in which no timers are ever active. For input actions, it simply adds transitions for the inputs it
is given to the observation tree state. For timeout actions, it first determines which observation tree timer
the specified specification timer corresponds to. To do so, the sub-procedure uses a map lS : XS → XT that
yields for every timer of the specification that was encountered so far the last observation tree timer that
was started at the same index along the observation tree’s run. If the next action iT that the sub-procedure
should add to the observation tree is an input action, then Algorithm 15 simply uses Algorithm 14 to add the
transition for iT if it doesn’t already exist. If iT is a timeout action, then we can’t use Algorithm 14 to add
the transition, because we don’t yet know whether the SUT actually has a corresponding timeout. If not,
then the fact that we would want to add this timeout to the observation tree would indicate a conflict between
the observable behavior of the specification and the SUT that would imply that the two are not symbolically
equivalent. Algorithm 15 therefore uses the sub-procedure Algorithm 13 to both add all timeouts that could
exist from the observation tree state, but also to find out whether either the specification or the SUT has
timeouts from their current states for which the other has no counterparts. If so, then Algorithm 13 returns
a counterexample, and then Algorithm 15 does so as well.
The procedure stops in case it discovers a conflict in the behavior of the specification and the SUT. The
procedure then terminates, returning a counterexample.

Lemma 5.8.5. Calling sub-procedure:

addTransitionsFromSpecSeq(σ)

ensures that T will have a run for its counterpart of σ if the specification and SUT have no coflicts along
this run. Otherwise, addTransitionsFromSpecSeq(σ) would return a counterexample. Otherwise, it would
return a counterexample.

Proof. addTransitionsFromSpecSeq(σ) calls addTransitionS
M on all steps along T ’s run for its counterpart

of σ. Therefore, by Lemma 5.8.3, T has a run for T ’s counterpart to σ once addTransitionsFromSpecSeq(σ)
terminates, granted that there were no conflicts.

Lemma 5.8.6. Calling addTransitionsFromSpecSeq(σ) ensures that all states that are traversed for σ are
enabled explored after the sub-procedure terminates, granted that not conflicts between the specification
and the SUT were found during its operation.
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Algorithm 15: Sub-procedure for extending the observation tree with multiple transitions given
by a specification action sequence that starts in the specification’s initial state

1 Procedure addTransitionsFromSpecSeqS
M(σ ∈ (AS)∗):

2 s← sS
I ;

3 q ← qT
I ;

4 lS ← ∅;
5 j ← 1;
6 xT

c ← ⊥;
7 while σ ̸= ϵ do

// Retrieve the actions
8 iS ← head(σ);
9 iT ← iS ;

10 if ∃x : iS = to[x] then
// Ensure that the corresponding timer is enabled in q

11 c← makeEnabledExploredS(q);
12 if c ∈ (I ∪ TO(N>0))∗ then return c;
13 xS ← x : iS = to[x];
14 xT ← lS(xS);
15 iT ← to[xT ];
16 end

// Add the transition
17 c← addTransitionS

M(q, iT );
18 if c ∈ (I ∪ TO(N>0))∗ then return c;

// Update timer mapping lS

19 r← τS(s, iS);
20 forall x′ ∈ dom(r) do
21 if r(x′) ∈ N>0 then
22 if xT

c = ⊥ then return access(q) to[j];
23 lS(x′)← xT

c ;
24 end
25 else
26 x← r(x′);
27 lS(x′)← lS(x);
28 end
29 end

// Prepare for the next iteration
30 s← δS(s, iS);
31 q ← δT (q, iT );
32 σ ← tail(σ);
33 if τT (q, iT ) ̸= ⊥ then
34 xT

c ← π1(τT (q, iT ));
35 end
36 else
37 xT

c ← ⊥;
38 end
39 j ← j + 1;
40 end
41 return yes;
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Proof. addTransitionsFromSpecSeq(σ) calls addTransitionS
M on all steps along T ’s run for its counterpart

of σ. Therefore, by Lemma 5.8.4, all states along T ’s run for T ’s counterpart to σ will be enabled explored
once addTransitionsFromSpecSeq(σ) terminates, granted that not conflicts between the specification and the
SUT were found during its operation.

5.8.6 Making Observation Tree States Active Explored
Algorithm 16 shows a version of Algorithm 15 that not only adds the transitions from a sequences of
specification actions to the observation tree, it also adds them to Algorithm 9’s set Ap of states that should
be made active explored. The sub-procedure starts by using Algorithm 15. If there were no conflicts between

Algorithm 16: Sub-procedure for extending the observation tree with multiple transitions given
by a specification action sequence that starts in the specification’s initial state. The new states will
eventually be made active explored by Algorithm 9

1 Procedure addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σ ∈ (AS)∗):

2 c← addTransitionsFromSpecSeqS
M(σ);

3 if c ∈ (I ∪ TO(N>0))∗ then return c;
4 T ← {q1, . . . , qn} : qT

I
head(σ)−−−−→ q1

tail(σ)−−−−→ qn ∈ runs(T );
5 A← {q ∈ QT | ∀q ∈ T : q ̸∈ A};
6 Ap ← Ap ∪A;
7 return yes;

the behavior of the specification and the SUT, then it finishes by taking all states along the observation tree
run that corresponds to the specification action sequence, and adding each of them that is not in Algorithm 9’s
set of active explored states A to Ap.

Lemma 5.8.7. Let q ∈ QT . If q ∈ A, then no more states will ever be made active in q.

Proof. We know from the definition of A that q ∈ A implies that q ∈ AT
S and q ∈ AT

M. This in turn implies
that |X T (q)| = |XS(fs(q))| and |X T (q)| = |XM(gs(q))|.
Therefore, (FGS1) and (FGS2) tells us that for all x ∈ XS(fs(q)), there is exactly one y ∈ X T (q) such
that ft(q, y) = x.
It similarly tells us that, per (FMS1) and (FMS2), all x′ ∈ XM(gs(q)) have exactly one y ∈ X T (q) such
that gt(y) = x′. This means that there will never be a reason to make any additional states active in q, as
required.

The next lemma relies on the notion of ancestors of observation tree states.

Definition 5.8.8. Let T be an observation tree. The ancestors of a state q ∈ QT are the states of QT

along T ’s unique path from its initial state to q. Formally:

ancestors(q) := {qa ∈ QT | ∃σ ∈ A≥1 ∧ qa
σ−→ q ∈ runs(T )}.

Lemma 5.8.8. For all states in Ap, all ancestors are either in Ap, or in A.

Proof. This property follows from the way in which we add states to Ap: Only the sub-procedure:

addTransitionsFromSpecSeqAndMakeActiveExplored

adds states to Ap. When Ap adds a state q to Ap, it also adds all of q’s ancestors to Ap. We thus know that
for all states in Ap, all ancestors are either in Ap, or in A.

Lemma 5.8.9. Let q, q ∈ QT , and let i ∈ AT . If q ∈ A ∧ (τT (q, i) ̸= ⊥ ∧ (X T (q) ⊆ X T (q′))), then q′ ∈ A.

The proof of Lemma 5.8.9 can be found in Appendix C.9.2.
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Lemma 5.8.10. Let U be an MMT fault domain for the SUT, and let m = maxM∈U |QM|. Suppose
that m ≥ |QS |, and that M∈ U . Let q ∈ QT , and let q−1 be q’s parent state. If q−1 ∈ A, and:

areAllStatesInNStepsPresentAndEnabledExplored(q, m),

is called, then q ∈ AT
M and q ∈ AT

S will hold upon termination.
The proof of Lemma 5.8.10 can be found in Appendix C.9.3.
We use this lemma to prove that, for our fault domain UC

k ∪ UC :
Corollary 5.8.1. Let k ∈ N>0, and let C be a minimal and prefix-closed state cover for S. Suppose
that M∈ UC

k ∪ UC . Let q ∈ QT , and let q−1 be q’s parent state. If q−1 ∈ A, and:

areAllStatesInNStepsPresentAndEnabledExplored(q, maxNumSUTStates),

is called, then q ∈ AT
M and q ∈ AT

S will hold upon termination.
Proof. The property follows directly from Lemma 5.8.10, since:

max
M∈UC

k
∪UC

|QM| = maxNumSUTStates ≥ |C| = |QS |,

which implies that maxM∈UC
k

∪UC |QM| ≥ |QS |, as required.

Lemma 5.8.11. All states in Ap ∪ B ∪ F ≤k are eventually added to A, granted that no conflicts between
the specification and the SUT arise before then.

The proof of Lemma 5.8.11 can be found in Appendix C.9.4.
Lemma 5.8.12. All states that are added to Ap are eventually made both enabled and active explored, or
there will be a counterexample.
Proof. We only add states to Ap in the sub-procedure:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M.

This procedure uses addTransitionsFromSpecSeqS
M which ensures by Lemma 5.8.6 that all of these states

will be enabled explored, granted that there were no conflicts.
Lemma 5.8.11 tells us that all of these states will eventually be enabled explored, granted that no conflicts
between the specification and the SUT will be found.

Lemma 5.8.13. Calling sub-procedure:

addTransitionsFromSpecSeqAndMakeActiveExplored(σ)

ensures that σ will be a run in T , or there will be a counterexample.
Proof. Sub-procedure addTransitionsFromSpecSeqAndMakeActiveExplored(σ) calls:

addTransitionsFromSpecSeq(σ).

Lemma 5.8.5 now tells us that therefore, σ will have a run in T .

Lemma 5.8.14. All states traversed by sequences passed to:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M

are eventually both enabled and active explored, or there is a counterexample.
Proof. Lemma 5.8.12 tells us that all states of T that are traversed when addTransitionsFromSpecSeqAnd-
MakeActiveExplored is called on σ are enabled explored once the sub-procedure terminates.
Sub-procedure addTransitionsFromSpecSeqAndMakeActiveExplored adds all states that are traversed by σ
from T ’s initial state to Ap. Lemma 5.8.12 now tells us that all states traversed by the sequence σ passed
to addTransitionsFromSpecSeqAndMakeActiveExplored are eventually both enabled and active explored,
granted that no conflict is found.
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5.8.7 Making Two Observation Tree States Apart
We show our sub-procedure for making two observation tree states apart in Algorithm 17.

Algorithm 17: Sub-procedure for making two observation tree states apart when their specification
counterparts are apart

1 Procedure makeObsTreeStatesApartS(q, q′ ∈ QT ):
2 if q # q′ then
3 return;
4 end
5 s← δS ∗(sS

I , access(q));
6 s′ ← δS ∗(sS

I , access(q′));
7 σa ← ρ ∈ C : δS ∗(sS

I , ρ) = s;
8 σ′

a ← ρ ∈ C : δS ∗(sS
I , ρ) = s′;

9 forall maximal matchings m : s↔ s′ do
10 σw ← a minimal-length witness of s #m s′;
11 σ′

w ← the action sequence for readm

s
σw−−→

(s′);
12 c← addTransitionsFromSpecSeqAndMakeActiveExploredS

T (σa · σw);
13 if c ∈ (I ∪ TO(N>0))∗ then return c;
14 c′ ← addTransitionsFromSpecSeqAndMakeActiveExploredS

T (σ′
a · σ′

w);
15 if c′ ∈ (I ∪ TO(N>0))∗ then return c′;
16 end
17 return yes;

Let S be an s-learnable gMMT, and let T be an observation tree. Let ⟨fs, ft, fu⟩ : T → S be a functional
gMMT simulation. Let q, q′ ∈ QT be the two states of T that we want to make apart. Let s = fs(q), and
let s′ = fs(q′). We require that s # s′.

Algorithm 17 first checks whether q # q′ already holds. If so, then it simply terminates right away.
Otherwise, it proceeds by finding the specification states s and s′. For every maximal matching m : s↔ s′,
it finds a witness σw of s #m s′. It then reads σ′

w = readm

s
σw−−→

(s′), and it uses:

addTransitionsFromSpecSeqAndMakeActiveExploredS
T

to add the corresponding input sequences from q and q′, as well as to ensure that every observation tree
state encountered along these sequences are eventually both enabled and active explored. Let π ∈ runs(T )
and π′ ∈ runs(T ) be the runs that this adds to T . Proposition 5.4.1 tells us that once the states along π

and π′ are all enabled and active explored, all timer updates along s
σw−−→ ∈ runs(S) and s′ σ′

w−−→ ∈ runs(S)
will be represented in π and π′. The actions along π will then function as a witness for the apartness
between q and q′ under a certain matching m′ : q ↔ q′ for the same reason for which σw functions as a
witness for the apartness between s and s′ under m. We prove that when we use minimum-length witnesses
for σw, doing this for all maximal matchings m : s ↔ s′ will ensure that once the states along π and π′ are
enabled explored, q # q′.

Lemma 5.8.15. Let T be an observation tree, let S be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T → S be
a functional gMMT simulation. Let C be a prefix-closed state cover for S. Let q0, q′

0 ∈ QT . Let s = fs(q0)
and s′ = fs(q′

0). Let σa = c ∈ C : δS ∗(sS
I , c) = s, and let σ′

a = c ∈ C : δS ∗(sS
I , c) = s′. Suppose that s # s′

and ¬(q0 # q′
0). If for all maximal matchings m : s ↔ s′ there is at least one run ρ = s

σw−−→ ∈ runs(S)
and ρ′ = readm

s
σw−−→

(s′) = s′ σ′
w−−→ ∈ runs(S) such that σ′

w = i′
1 . . . i′

n ∈ (AS)∗ and σw = i1 . . . in ∈ (AS)∗ is a
minimum-length witness of s #m s′, then calling:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σa · σw)
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and:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σ′

a · σ′
w)

ensures that eventually, q0 # q′
0, granted that no conflict between the specification and the SUT is found

before then.

The proof of Lemma 5.8.15 can be found in Appendix C.8.
We prove the correctness of Algorithm 17 as a corollary of Lemma 5.8.15:

Corollary 5.8.2. Let T be an observation tree MMT, let S be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
S be a functional gMMT simulation. Let q, q′ ∈ QT .

If fs(q) # fs(q′), then calling makeObsTreeStatesApartS(q, q′) either returns a counterexample symbolic
word because it finds a conflict between the specification and the SUT, or it ensures that eventually, q # q′

will hold, granted that no conflict between the specification and the SUT is found before then.

Proof. The procedure of Algorithm 17 immediately terminates if q # q′ already holds at the beginning, since
nothing would need to be done. Otherwise, it makes q and q′ apart. It then starts by taking s = fs(q)
and s′ = fs(q′). For all maximal matchings m : s ↔ s′, the procedure takes a minimal-length witness σw

of s #m s′. This implies that ρ = s
σw−−→ ∈ runs(S), and that ρ′ = readm

s
σw−−→

(s′) = s′ σ′
w−−→ ∈ runs(S).

Let C be a prefix-closed state cover for S. Let q0, q′
0 ∈ QT . Let σa = c ∈ C : δS ∗(sS

I , c) = s, and
let σ′

a = c ∈ C : δS ∗(sS
I , c) = s′.

The procedure runs:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σa · σw)

and:

addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σ′

a · σ′
w)

to try to extend T with the runs π and π′. If it succeeds, then Lemma 5.8.15 tells us that q # q′ will
eventually hold, granted that no conflict between the specification and the SUT is found before then. The
procedure would fail to add π and π′ to T if, and only if adding these runs to T reveals a conflict between
the specification S and the SUT. It would then return a counterexample.

5.8.8 Termination
We can prove that the procedure of Algorithm 9 terminates within a finite number of rule applications:

Lemma 5.8.16. The procedure of Algorithm 9 always terminates within a finite number of rule applications.

The proof of Lemma 5.8.16 can be found in Appendix C.9.5.

5.8.9 k-A-Completeness of the Procedure
As with our method for MM1Ts from Chapter 3, our approach to proving the k-A-completeness of our
procedure is inspired by Vaandrager et al. [2024]’s sufficient condition for the k-A-completeness of test suites
for Mealy machines. We will use the following theorem to prove that for any natural number k and any
minimal and prefix-closed state cover C for the specification, Algorithm 9 is a valid and k-C-complete
conformance testing procedure for MMTs:

Theorem 5.8.1. Let k ∈ N. Let S be a minimal, s-learnable, t-observable gMMT, and let C ⊆ AS be a
minimal and prefix-closed state cover for S. LetM be an s-learnable, t-observable MMT from UC

k ∪UC that
has the same set of inputs I as S. Let T be an observation tree for both M and S, and let B, F 0, F 1, . . .
be the stratification of QT induced by C. Suppose that B and F <k are complete, the states in B and F ≤k

are all identified, B ∪ F ≤k ⊆ AT
S , B ∪ F ≤k ⊆ AT

M, and the following condition holds:

∀t′ ∈ F k, t′′ ∈ F <k : C(t′) = C(t′′) ∨ t′ # t′′. (5.1)

Then M≈sym S.
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The proof of Theorem 5.8.1 can be found in Appendix C.6.1.
As in the MM1T setting from Chapter 3, Algorithm 9 does not directly guarantee that the condition

of Equation (5.1) will hold. Its ExtendCoTransitivity rule instead guarantees that once the procedure is
done, the following condition will hold:

∀r ∈ B, t′ ∈ F k, t′′ ∈ F <k : r # t′ =⇒ r # t′′ ∨ t′ # t′′. (5.2)

We use the following property to prove that Equation (5.2) implies Equation (5.1):

Lemma 5.8.17. Let S be an s-learnable gMMT, and let T be an observation tree for S. Let B be the basis
of a stratification of QT . Suppose that q, q′ ∈ QT and q is identified. Then:

C(q) = C(q′) ∨ q # q′ ⇐⇒ (∀r ∈ B : r # q =⇒ r # q′ ∨ q # q′).

The proof of Lemma 5.8.17 can be found in Appendix C.6.2.
Let k be a natural number, and let A be a prefix-closed state cover of the specification. The validity

of Algorithm 9 as a k-A-complete testing procedure for MMTs is a corollary of Theorem 5.8.1:

Corollary 5.8.3. Let S be a minimal, s-learnable, t-observable gMMT. Let C be a minimal and prefix-
closed state cover for S. Let k be a natural number, and let M be an s-learnable MMT from UC

k ∪ UC .
The procedure of Algorithm 9 returns yes iffM≈sym S, and it returns a counterexample in the form of an
action sequence iff M ̸≈sym S.

Proof. We know from Lemma 5.8.16 that Algorithm 9 always terminates within a finite number of rule
applications. We see on line Line 37 that the algorithm returns yes once none of its rules can be applied
anymore. When that happens:

• Lemma C.6.8 tells us that fs is bijective when restricted to B. We thus know that for all dis-
tinct r, r′ ∈ B, fs(r) ̸= fs(r′). The fact that S is minimal now implies that fs(r) # fs(r′). Thus, since
the IdentifyBasisStates rule performs makeObsTreeStatesApartS(r, r′) without this yielding a coun-
terexample, Corollary 5.8.2 tells us that r # r′. Therefore, all distinct basis states are pairwise apart,
which means that all basis states are identified.

• Algorithm 1’s initial loop extends for each w ∈ C the observation tree T with a new state q = δT ∗(w)
that it then adds to B. It uses the ExtendActiveExplored rule to make every basis state enabled
explored, per Lemma 5.8.2. The ExtendFrontiersWithInputs rule adds outgoing transitions for all
inputs from I to all basis states. The basis is therefore complete.
The ExtendFrontiersWithInputs rule uses addTransitionS

M to add from each state q ∈ F <k an outgoing
transition for each input from I. The ExtendActiveExplored rule makes every state that this adds
to T enabled explored, per Lemma 5.8.2. Making observation tree states enabled explored extends the
observation tree with new states. Each of these new states that falls within F <k is also made enabled
explored through the use of the ExtendActiveExplored rule. We thus know that all states from F <k

are complete.

• Let t ∈ F ≤k. By Lemma C.6.9, there is a basis state rt ∈ B for which rt ∈ C(t) and fs(rt) = fs(t).
Let r ∈ B be a basis state for which r ̸= rt. Lemma C.6.8 tells us that since r ̸= rt, fs(r) ̸= fs(rt),
which then implies that fs(r) ̸= fs(t). The fact that S is minimal now implies that fs(r) # fs(t).
Thus, since the IdentifyFrontiers rule performs makeObsTreeStatesApartS(t, r) without this yielding a
counterexample, Corollary 5.8.2 tells us that t # r. Therefore, r ̸∈ C(t). This implies that C(t) = {rt},
which means that t is identified. We thus know that all states from F ≤k are identified.

• by Lemma 5.8.11, B ∪ F ≤k ⊆ A. This means that B ∪ F ≤k ⊆ AT
S and B ∪ F ≤k ⊆ AT

M, as required.

• Let r ∈ B, t′ ∈ F k and t′′ ∈ F <k. We show that Equation (5.2) holds. If r # t′′ or t′ # t′′ holds, then
the condition from Equation (5.2) already holds as well. So suppose that ¬(r # t′′) and ¬(t′ # t′′).
We know from the previous item that t′′ is identified. Therefore, since ¬(r # t′′), C(t′′) = {r}. Thus,
by Lemma C.6.9, fs(t′′) = fs(r). By Lemma C.3.2, r # t′ implies that fs(r) ̸= fs(t′). Therefore,
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fs(t′′) ̸= fs(t′). The fact that S is minimal now implies that fs(t′′) # fs(t′). Thus, since the Extend-
CoTransitivity rule performs makeObsTreeStatesApartS(t′, t′′) without this yielding a counterexample,
Corollary 5.8.2 tells us that t′ # t′′. Equation (5.2) therefore holds. Since Equation (5.2) holds in all
cases, Lemma 5.8.17 tells us that the following condition holds in all cases:

∀t′ ∈ F k, t′′ ∈ F <k : C(t′) = C(t′′) ∨ t′ # t′′.

Theorem 5.8.1 thus tells us that if Algorithm 9 terminates because none of its rules can be applied anymore,
then M≈sym S.
The only circumstance under which Algorithm 9 terminates before all eight of its rules are exhausted is if it
finds a conflict between the outputs, timer updates, number of active and/or enabled timers and the timers
that are enabled between M and S, in which case the algorithm returns a counterexample symbolic word.
The presence of such a conflict would then indeed imply that M ̸≈sym S.

We can now prove that Algorithm 9 is k-C-complete, where k is an arbitrary natural number, and C is
a minimal and prefix-closed state cover for the specification:

Corollary 5.8.4. Let S be a minimal, s-learnable, t-observable gMMT, and let C be a minimal and prefix-
closed state cover for S. Let k be a natural number. Then Algorithm 1 is k-C-complete.

Proof. LetM be an MMT in UC
k ∪UC . Then Corollary 5.8.3 tells us that Algorithm 9 returns yes iffM≈sym

S, as required.



Chapter 6

Conclusions and Future Work

In this thesis, we developed k-A-complete conformance testing procedures for both the MM1Ts of Vaan-
drager et al. [2023], and the MMTs of Bruyère et al. [2024]. We developed these procedures to provide the
basis for approximate equivalence oracles with proven correctness guarantees for the active MM1T learning
method from Vaandrager et al. [2023], and the active MMT learning method from Bruyère et al. [2024].
We additionally provide a way to minimize MM1Ts, the existence of which ensures that any MM1T can be
used as a specification for our MM1T testing procedure. The procedure also returns a counterexample input
sequence iff the specification and the SUT are not untimed equivalent, granted that the SUT is in UC

k ∪ UC

(with k a natural number and C a minimal and prefix-closed state cover for the specification). Our work has
thus resulted in the first approximate MM1T equivalence oracle with proven correctness guarantees. The
MM1T learning method can use our approximate oracle to inherit these correctness guarantees.

Our proofs for the validity and k-A-completeness of our MMT testing procedure rely on our notion
of t-observability. This notion allows us to distinguish observation tree states based on additional behavior,
compared to the MMT learning method’s apartness for MMT states. We provide an algorithm that makes
any s-learnable MMT t-observable. In doing so, we remove one of the two remaining barriers that could
make the hypotheses of the MMT learning procedure unsuitable as specifications for our testing procedure.
The sole remaining barrier is that of minimality: there is currently no proven method for minimizing MMTs,
and finding one would allow our MMT conformance testing procedure to function as the first approximation
of an MMT equivalence oracle with proven correctness guarantees. Our decision to use gMMTs, rather than
MMTs for the specifications makes our procedure more flexible in use, since MMTs can easily be converted
into symbolically equivalent gMMTs. Bruyère et al. [2024] also provides a way to convert gMMTs into
symbolically equivalent MMTs, but this generally leads to a factorial blowup in the size of the state space.
We also argue that minimal MMTs should be easier to obtain than minimal gMMTs.

Future Work Our first suggestion for future enhancements is to find an algorithm that can minimize
MMTs into symbolically equivalent and minimal (g)MMTs.

It would also be interesting to analyze the efficiency of our testing procedures. We would like to determine
an upper bound on the number of time units that it may take our two procedures to determine whether
a given specification and SUT are equivalent. We think it would also be worthwhile to implement these
procedures. Doing so would allow us to benchmark their efficiency.

We can further increase the efficiency of at least our MMT conformance testing procedure. For example,
our MMT testing procedure may at times make states of the observation tree active explored by extending
the observation tree, in order to ensure that two given observation tree states are apart. It even does so
when the condition for this apartness does not in any way rely on states being active explored, such as for
an apartness based on differences in output symbols. We can modify our MMT testing procedure such that
it will no longer extend the observation tree, just to make states active explored in situations in which we
know this not to be necessary.

Vaandrager et al. [2022] use adaptive distinguishing sequences (ADs) [Lee and Yannakakis, 1994] to op-
timize two of the non-deterministic rules of their active learning method. They note that although their
method’s asymptotic complexity is unaffected by this change, its running time on actual benchmarks re-
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ceives “an effective boost”. It would be interesting to incorporate ADs into our testing procedures, and to
evaluate whether this leads to notable performance improvements.

Vaandrager et al. [2024] prove that for Mealy machines, k-A-completeness subsumes k-completeness,
which means that any testing method that is k-A-complete is also k-complete. A natural question to answer
is whether this is also the case for MM1Ts and MMTs which, if true, would prove that our testing procedures
are k-complete in addition to being k-A-complete.
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Appendix A

MM1T Material from the Literature

This appendix provides some MM1T-related material from the literature that our results from Chapter 3
rely on. We included this material for the reader’s convenience. All of this material is taken from Vaandrager
et al. [2023].

A.1 Expressing MM1Ts and Mealy Machines in Terms of One
Another

There is a mapping that expresses MM1Ts in terms of Mealy machines, as well as a mapping that can express
certain Mealy machines in terms of MM1Ts. The first mapping takes an MM1T M and returns a Mealy
machine Mealy(M) that uses the same states, inputs and transitions as M. We add self-loop transitions to
all states in Qoff to make the Mealy machine input complete. We assign a special output nil to each of these
self-loops. The remaining transitions receive an output given by a pair of the output fromM, together with
the timer update.
The inverse operation assigns a tuple MM1T(N ) to every Mealy machine N for which the input and output
sets meet certain requirements. This tuple is not generally guaranteed to be a valid MM1T. For example,
N may have a timeout transition from its initial state, which would mean that MM1T(N ) would have one
as well.

Definition A.1.1. Let M = (Q, qI , I, O, δ, λ, τ) be an MM1T. Then Mealy(M) is the Mealy machine
described by the tuple (Q, qI , I, O′, δ′, λ′), where:

O′ = (O × (N>0 ∪ {⊥})) ∪ {nil}

δ′(q, i) =

δ(q, i) if δ(q, i)↓

q otherwise

λ′(q, i) =

(λ(q, i), τ⊥(q, i)) if λ(q, i)↓

nil otherwise

Conversely, suppose N = (P, pI , I, O, δ, λ) is a Mealy machine with timeout ∈ I and O ⊆ (Ω×(N>0∪{⊥}))∪
{nil}, for some set Ω. Then the above construction can be reversed to obtain the MM1T MM1T(N ) =
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(Poff ∪ Pon, pI , I, O′, δ′, λ′, τ), where:

O′ = {o ∈ Ω | ∃n ∈ N>0 ∪ {⊥} : (o, n) ∈ O}
Poff = {p ∈ P | λ(p, timeout) = nil}
Pon = P \ Poff

δ′(p, i) =

δ(p, i) if p ∈ Pon ∨ i ̸= timeout

undefined otherwise

λ′(p, i) =

π1(λ(p, i)) if λ(p, i) ̸= nil

undefined otherwise

τ (p, i) =

π2(λ(p, i)) if λ(p, i) ∈ O′ × N>0

undefined otherwise

A.2 Bisimulations Between MM1Ts
Bisimulations for MM1Ts can be defined as follows:

Definition A.2.1. LetM1 andM2 be MM1Ts with the same inputs, whereMj = (Qj , qj
I , I, Oj , δj , λj , τj),

for j = 1, 2. A bisimulation between M1 and M2 is a relation R ⊆ Q1 × Q2 satisfying, for every
q1 ∈ Q1, q2 ∈ Q2 and i ∈ I:

q1
I R q2

I (A.1)
q1 R q2 ∧ δ1(q1, i)↓ =⇒ δ2(q2, i)↓ ∧ δ1(q1, i) R δ2(q2, i) ∧

λ1(q1, i) = λ2(q2, i) ∧ τ1(q1, i) = τ2(q2, i)
(A.2)

q1 R q2 ∧ δ2(q2, i)↓ =⇒ δ1(q1, i)↓ (A.3)

We write M1 ≃M2 iff there is a bisimulation R between M1 and M2.

The following property holds:

Lemma A.2.1. Let M and N be two MM1Ts with the same inputs. Then M≃ N iff M≈untimed N .



Appendix B

Proofs Related to MM1Ts

This appendix contains some proofs related to MM1Ts that we omitted from the main text to increase the
documents’s readability.

B.1 Properties and Proofs Related to the k-A-Completeness of the
MM1T Testing Procedure

The properties and proofs used in Vaandrager et al. [2024] to prove a sufficient condition for the k-A-
completeness of Mealy machine test suites form the basis of our proofs for the k-A-completeness of our MM1T
conformance testing procedure. We highlight the additions we made compared to the work from Vaandrager
et al. [2024] in green, and the remaining differences between our results and theirs in blue. We first provide
the auxiliary lemmas, before we conclude with our proofs of Theorem 3.3.1 and Lemma 3.3.2.

Lemma B.1.1. Let M and N be MM1Ts, and let f : M→N be a functional simulation. Let q, q′ ∈ QM

and σ ∈ I∗. Then:

q
σ−→ q′ =⇒ f(q) σ−→ f(q′).

Proof. Suppose that q
σ−→ q′. Then q′ = δM∗(q, σ). We need to prove that δN ∗(f(q), σ) = f(q′). We prove

the property by an induction on the length of σ:

• Base case: σ = ϵ. Then q′ = q. We can see that:

δN ∗(f(q), σ) = δN ∗(f(q), ϵ) = f(q) = f(q′),

as required.

• Inductive step case: σ = ρ · i with ρ ∈ I∗ and i ∈ I. We use the induction hypothesis:

q
ρ−→ q′ =⇒ f(q) ρ−→ f(q′).

The induction hypothesis tells us that δN ∗(f(q), ρ) = f(q′). Let q′′ = δM(q′, i). The definition of func-
tional MM1T simulations tells us that therefore, δN (f(q′), i) = f(q′′). We thus know that δN ∗(f(q), ρ ·
i) = f(q′′). We can also see that δM∗(q, ρ · i) = q′′. Therefore:

q
ρ·i−−→ q′′ =⇒ f(q) ρ·i−−→ f(q′′),

as required.

The following auxiliary lemma is the only lemma in this appendix that we didn’t adapt from a lemma
from Vaandrager et al. [2024]:
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Lemma B.1.2. Let M be an MM1T, and let T be an observation tree for M. Let f : T → M be a
functional simulation. Let q0, qn ∈ QT . Let σ = i1 . . . in ∈ I∗. Let π = q0

σ−→ qn. Suppose that the basis of
a stratification of QT is complete, and that for all l ∈ {0, . . . , n}, if ql ∈ F j , then F j is complete. Then:

f(q0) σ−→ f(qn) =⇒ q0
σ−→ .

Proof. Suppose that f(q0) σ−→ f(qn). Then f(qn) = δM∗(f(q0), σ). We need to prove that δT ∗(q0, σ)↓. We
prove the property by an induction on the length of σ:

• Base case: σ = ϵ. We trivially get that:

q0
σ−→ = q0

ϵ−→ = q0,

as required.

• Inductive step case: σ = i1 . . . ik+1 and k + 1 ≤ n, for some k ∈ N. Let ρ = i1 . . . ik. We use the
induction hypothesis:

f(q0) ρ−→ f(qk) =⇒ q0
ρ−→ .

The induction hypothesis tells us that q0
ρ−→. Let qk = δT ∗(q0, ρ). We know from our final assumption

that whether qk is in the basis or in a frontier, this basis or frontier is complete. This implies in either
case that:

– if ik+1 = timeout, then we know that f(qk) ∈ QM
on . Then since f is a functional simulation,

qk ∈ QT
on. Thus, since qk is in a basis or frontier that is complete, qk has an outgoing timeout

transition. This implies that qk
ik+1−−−→, which implies that qk

σ−→, as required.

– if ik+1 ̸= timeout, then since qk is in a basis or frontier that is complete, qk
ik+1−−−→. This implies

that qk
σ−→, as required.

Lemma B.1.3. Let M be an MM1T, and let T be an observation tree for M. Let f : T → M be a
functional simulation. Let B be the basis of a stratification of QT . If all states of B are pairwise apart,
then f restricted to B is injective.

Proof. Let q, q′ be two distinct states of B. Since q # q′, Lemma 3.2.4 tells us that f(q) ̸≈untimed f(q′).
This implies that f(q) ̸= f(q′), which tells us that f restricted to B is injective when all of B’s states are
pairwise apart.

Lemma B.1.4. Let M be an MM1T, and let T be an observation tree for M. Let f : T → M be a
functional simulation. Let B be the basis of a stratification of QT , such that |B| = |QM|. If all states of B
are pairwise apart, then f restricted to B is a bijection.

Proof. Lemma B.1.3 tells us that f restricted to B is injective. Since |B| = |QM|, we may conclude that f
is a bijection between B and QM.

Lemma B.1.5. Let M be an MM1T, and let T be an observation tree for M. Let f : T → M be a
functional simulation. Let B be the basis of a stratification of QT , such that |B| = |QM|, and such that all
states of B are pairwise apart. Let q ∈ QT . Then:

∃r ∈ B : r ∈ C(q) ∧ f(q) = f(r).
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Proof. Let f(q) = u. Lemma B.1.4 tells us that f restricted to B is a bijection. Let r ∈ B be the unique
state with f(r) = u. Since f(q) = f(r), Lemma 3.2.4 implies that q and r are not apart. Hence r ∈ C(q).

Lemma B.1.6. Let S andM be MM1Ts, and let T be an observation tree for both S andM. Let C be a
prefix-closed state cover for S, and let B be the basis of a stratification of QT induced by C. Suppose that
all states of B are identified. Then M ̸∈ UC .

Proof. Let f : T → M. Suppose that σ, ρ ∈ C with σ ̸= ρ. Since B is the basis of a stratification induced
by C, q = δT ∗(qT

I , σ) ∈ B and q′ = δT ∗(qT
I , ρ) ∈ B. The fact that T is a tree thus implies that q ̸= q′. Since

all states of B are identified, they are all pairwise apart. We thus know that q # q′. Lemma 3.2.4 now tells
us that f(q) ̸≈untimed f(q′). By Lemma B.1.1, f(q) = δM∗(qM

I , σ) and f(q′) = δM∗(qM
I , ρ). This implies

that δM∗(qM
I , σ) ̸≈untimed δM∗(qM

I , ρ), which implies that M ̸∈ UC .

B.1.1 The proof of Theorem 3.3.1
This proof of Theorem 3.3.1 is obtained by slightly modifying Vaandrager et al. [2024]’s proof for its Theorem
4.5. Every difference between the two proofs is needed to either account for the difference between the notions
of state equivalence that we use for Mealy machines and for MM1Ts, or between the differences in the
notions of bisimulation or stratification for these two model types. Remember that we use trace equivalence
for equivalences between Mealy machine states, and untimed equivalence for equivalences between MM1T
states. We use the standard notion of bisimulation for Mealy machines. For MM1Ts, we use the bisimulation
introduced in Vaandrager et al. [2023]. We also include this bisimulation in Appendix A.2.

We performed four small additions, and one further change to the proof for Theorem 4.5. The four
additions are all needed to account for differences between the notions of bisimulation, of stratification, and
of completeness of the model. The remaining difference is needed because unlike bisimulations for complete
Mealy machines, bisimulations for complete MM1Ts still have to account for transitions that are undefined.

Proof. Lemma B.1.6 tells us that M ̸∈ UC . Therefore, M ∈ UC
k . The fact that B is a basis induced by a

minimal prefix-closed state cover C implies that access(B) = C. We thus know that since M ∈ UC
k , there

are:

∀q ∈ QM : ∃σ ∈ (access(B) = C),∃ρ ∈ I≤k : δM∗(qM
I , σ · ρ) = q. (B.1)

Let f : T → S and g : T →M be functional simulations. We define a relation R ⊆ QS ×QM as:

(s, q) ∈ R ⇐⇒ ∃t ∈ B ∪ F <k : f(t) = s ∧ g(t) = q.

We claim that R is a bisimulation between S and M.

1. Since f is a functional simulation from T to S, f(qT
I ) = sS

I , and since g is a functional simulation
from T to M, g(qT

I ) = qM
I . Using qT

I ∈ B, this implies that (sS
I , qM

I ) ∈ R.

2. Suppose that (s, q) ∈ R and i ∈ I. We need to show that if either λS(s, i)↓ or λM(q, i)↓, then: λS(s, i) =
λM(q, i), τS(s, i) = τM(q, i) and (δS(s, i), δM(q, i)) ∈ R.
Since (s, q) ∈ R, there exists a state t ∈ B ∪F <k such that f(t) = s and g(t) = q. Since B, F <k are all
complete and T is an observation tree for both M and S, δS(s, i)↓ iff δT (t, i)↓ iff δM(q, i)↓.
We thus know that if either of δS(s, i) or δM(q, i) is undefined, then so is the other. In that case,
there are no properties that need to hold for (s, q) and i in order for R to be a bisimulation. We will
thus assume that δS(s, i) and δM(q, i) are both defined in the remainder of item 2. Let s′ = δS(s, i)
and q′ = δM(q, i).

• Since f and g are functional simulations, λT (t, i) = λS(s, i) and λT (t, i) = λM(q, i). This tells us
that λS(s, i) = λM(q, i), as required.

• Since f and g are functional simulations, τT (t, i) = τS(s, i) and τT (t, i) = τM(q, i). This tells us
that τS(s, i) = τM(q, i), as required.
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• Let t′ = δT (t, i). Since f and g are functional simulations, f(t′) = s′ and g(t′) = q′. In order to
prove (s′, q′) ∈ R, we consider two cases:
(a) if t′ ∈ B ∪ F <k, then, since f(t′) = s′ and g(t′) = q′, (s′, q′) ∈ R follows directly from the

definition of R.
(b) t′ ∈ F k. Equation (B.1) tells us that there are sequences σ ∈ access(B) and ρ ∈ I≤k

such that δM∗(qM
I , σ · ρ) = q′. By the assumption that B, F <k are all complete, the

fact that δM∗(qM
I , σ · ρ)↓ implies by Lemma B.1.2 that t′′ = δT ∗(qT

I , σ · ρ) is defined.
By Lemma B.1.1, g(t′′) = q′. Then, by Lemma 3.2.4, t′ and t′′ are not apart. We claim
that t′ and t′′ have the same candidate set:

i. t′′ ∈ B. Then since B is a basis and all basis states are identified, C(t′′) = {t′′}.
Since ¬(t′ # t′′) and t′ is identified, C(t′) = {t′′}. Hence, C(t′) = C(t′′).

ii. t′′ ∈ F <k. Then by Equation (3.1) and since ¬(t′ # t′′), C(t′) = C(t′′).
Since t′ is identified, C(t′) = {r}, for some r ∈ B. By Lemma B.1.5, f(t′) = f(r). Since C(t′) =
C(t′′), C(t′′) = C(t′) = {r}, which also implies that t′′ is identified. Applying Lemma B.1.5
now tells us that f(t′′) = f(r). Hence f(t′′) = f(t′) = s′. This in turn implies that (s′, q′) ∈ R,
which completes the proof that R is a bisimulation.

We have thus proven that S ≃M. The theorem now follows by application of Lemma A.2.1.

B.1.2 Proof of Lemma 3.3.2
Proof. We prove both directions of the bi-implication:

• Assume that C(q) = C(q′)∨q # q′. Suppose that r ∈ B with r # q. We need to show that r # q′∨q # q′.
If the q # q′ from the assumption holds, then we are already done. So suppose that ¬(q # q′)
and C(q) = C(q′). Then, since r # q, r ̸∈ C(q). Therefore, r ̸∈ C(q′). This implies that r # q′, as
required.

• Assume that (∀r ∈ B : r # q =⇒ r # q′∨q # q′). Suppose that ¬(q # q′). We need to show that C(q) =
C(q′). Since q is identified, all basis states except one are apart from q. Let r be the unique basis state
that is not apart from q. By our assumption, q′ is apart from all states in B \ {r}. Thus C(q′) ⊆ {r}.
By Lemma B.1.5, C(q′) contains at least one state. Therefore, we conclude that C(q′) = {r}. This
implies that C(q) = C(q′), as required.

B.2 Proof of Lemma 3.1.1
Lemma 3.1.1 imposes three conditions on MM1T MM1T(M). We split this lemma into three properties
which we prove in the next three subsections.

Before we do so however, we first prove the auxiliary lemma that two MM1T states cannot be untimed
equivalent if there is an input sequence for which one of them reaches a state in which the timer is on, and
the other reaches a state in which the timer is off:

Lemma B.2.1. Let q and p be states of possibly two different MM1Ts with the same set of inputs I, and
let σ ∈ I∗ be an input sequence such that δ∗(q, σ)↓ and δ∗(p, σ)↓. Let q′ = δ∗(q, σ) and p′ = δ∗(p, σ). If the
timer is either on in q′ and off in p′, or off in q′ and on in p′, then q ̸≈untimed p.

Proof. We can see from the definition of the uWord function that uWordq′(timeout)↓ iff the timer is on
in q′. We can also see that uWordq′(timeout)↓ iff δ(q′, timeout)↓. Since δ(q′, timeout) = δ∗(q, σ timeout),
we know that δ(q′, timeout)↓ iff δ∗(q, σ timeout)↓. We know from the definition of the uWord function
that δ∗(q, σ timeout)↓ iff uWordq(σ timeout)↓. Therefore, uWordq(σ timeout)↓ iff the timer is on in q′.
We can use a similar argument to show that uWordp(σ timeout)↓ iff the timer is on in p′. Therefore:

• if the timer is on in q′ and off in p′, then uWordq(σ timeout)↓ and uWordp(σ timeout)↑, and
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• if the timer is off in q′ and on in p′, then uWordq(σ timeout)↑ and uWordp(σ timeout)↓.

In either case, uWordq ̸= uWordp, which means that q ̸≈untimed p.

The first of the three properties induced by Lemma 3.1.1 is:

Lemma B.2.2. Let M be an MM1T. Let M be a Mealy machine obtained by minimizing Mealy ma-
chine Mealy(M). Then, MM1T(M) is a valid MM1T.

We prove Lemma B.2.2 in Appendix B.2.1.
The second property is:

Lemma B.2.3. Let M be an MM1T. Let M be a Mealy machine obtained by minimizing Mealy ma-
chine Mealy(M). Then, MM1T(M) is minimal.

We prove Lemma B.2.3 in Appendix B.2.2.
The final property is:

Lemma B.2.4. Let M be an MM1T. Let M be a Mealy machine obtained by minimizing Mealy ma-
chine Mealy(M). Then, MM1T(M) ≈untimed M.

We prove Lemma B.2.4 in Appendix B.2.3.
The fact that Lemma 3.1.1 holds follows directly from the fact that lemmas B.2.2, B.2.3 and B.2.4 hold.

B.2.1 Proof of Lemma B.2.2
Proof. Methods for minimizing Mealy machines often partition the Mealy machine’s set of states into a set
of blocks, where all states in the same block are equivalent to one another. Each of the original Mealy
machines’s states occurs in exactly one of the partition’s blocks. The minimal Mealy machine obtained from
the method then represents each of these blocks with exactly one state, and the transitions between its states
are transitions that can exist between the states of the blocks represented by its states.

We prove that MM1T(M) is a valid MM1T:

1. The definition of MM1T(M) tells us that Q
MM1T(M)
on and Q

MM1T(M)
off are disjoint.

2. The initial state of Mealy(M) is defined to be the initial state of M, which is qI . We thus know that
in M , qI is in a block B0 that is represented by a state qM

0 for which λM (qM
0 , timeout) = nil. We thus

get:

qI ∈ QM
off (since qI is an initial state)

⇔ δM(qI , timeout)↑ (Rule 2.1 applies to M)
⇔ λM(qI , timeout)↑ (Rule 2.2 applies to M)
⇔ λMealy(M)(qI , timeout) = nil (by definition of λMealy(M))
⇔ ∀b ∈ BqM

0
: λMealy(M)(b, timeout) = nil (BqM

0
is a partition’s block with qI ∈ BqM

0
)

⇔ λM (qM
0 , timeout) = nil (BqM

0
is a partition’s block for qM

0 )

⇔ qM
0 ∈ Q

MM1T(M)
off (by definition of Q

MM1T(M)
off )

3. Model MM1T(M) is defined to have the same set of inputs as M . Since M is a Mealy machine, it must
have a finite set of inputs, which thus implies that MM1T(M) has a finite set of inputs as well.
Since Mealy(M) is input complete, we know that Mealy(M) has for every state of M an outgoing
transition for each ofM’s inputs, including timeout. Thus, since M is a minimal version of Mealy(M),
it must also have an outgoing transition for timeout for all of from all of its states. We thus know
that timeout ∈ IM . Then, since IMM1T(M) := IM , we know that timeout ∈ IMM1T(M).

4. We can see from the definition of MM1T(M)’s transition function that MM1T(M) satisfies Rule 2.1.
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5. We use the following auxiliary property in some of the next items:

∀b ∈ BqM : b ∈ QM
on

⇔ ∀b ∈ BqM : λM(b, timeout)↓ (Rule 2.1 applies to M)
⇔ ∀b ∈ BqM : λMealy(M)(b, timeout) ̸= nil (by definition of λMealy(M))
⇔ λM (qM , timeout) ̸= nil (BqM is a partition’s block for qM )
⇔ qM ∈ QMM1T(M)

on (by definition of Q
MM1T(M)
on )

6. We use the following auxiliary property in some of the next items:

∀b ∈ BqM : b ∈ QM
off

⇔ ∀b ∈ BqM : λM(b, timeout)↑ (Rule 2.1 applies to M)
⇔ ∀b ∈ BqM : λMealy(M)(b, timeout) = nil (by definition of λMealy(M))
⇔ λM (qM , timeout) = nil (BqM is a partition’s block for qM )

⇔ qM ∈ Q
MM1T(M)
off (by definition of Q

MM1T(M)
off )

7. The fact that Rule 2.2 holds for MM1T(M) follows from:

λMM1T(M)(qM , i)↓
⇔ λM (qM , i) ̸= nil (by definition of MM1T(M))
⇔ ∀b ∈ BqM : λMealy(M)(b, i) ̸= nil (BqM is a partition’s block for qM )
⇔ ∀b ∈ BqM : λM(b, i)↓ (by definition of Mealy(M))
⇔ ∀b ∈ BqM :

(
b ∈ QM

on ∨ i ̸= timeout
)

(Rule 2.1 applies to M)
⇔
(
∀b ∈ BqM : b ∈ QM

on
)
∨ i ̸= timeout

⇔ qM ∈ QMM1T(M)
on ∨ i ̸= timeout (by Item 5)

⇔ δMM1T(M)(qM , i)↓ (by definition of δMM1T(M))

8. The fact that Rule 2.3 holds for MM1T(M) follows from:

τMM1T(M)(qM , i)↓
⇔ λM (qM , i) ∈ OMM1T(M) × N>0 (by definition of MM1T(M))
⇔ ∀b ∈ BqM : λMealy(M)(b, i) ∈ OMM1T(M) × N>0 (BqM is a partition’s block for qM )

⇒ ∀b ∈ BqM : λMealy(M)(b, i) ∈ OM × N>0


by definition of λMealy(M)

since λMealy(M)(b, i) ̸= nil
since λM(b, i) =

π1(λMealy(M)(b, i))


⇔ ∀b ∈ BqM : τM(b, i)↓ (by definition of Mealy(M))
⇒ ∀b ∈ BqM : δM(b, i) ∈ QM

on (Rule 2.3 applies to M)
⇔ ∀b ∈ BqM : λM(δM(b, i), timeout)↓ (Rule 2.1 applies to M)
⇔ ∀b ∈ BqM : λMealy(M)(δM(b, i), timeout) ̸= nil (by definition of Mealy(M))

⇔ ∀b ∈ BqM : λMealy(M)(δMealy(M)(b, i), timeout) ̸= nil
(

by definition of Mealy(M), and
because δM(b, i) ∈ QM

on ⇒ δM(b, i)↓

)
⇔ λM (δM (qM , i), timeout) ̸= nil (BqM is a partition’s block for qM )
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We had established that:

∀b ∈ BqM : δM(b, i) ∈ QM
on

This implies that:

∀b ∈ BqM : δM(b, i) ∈ QM
on

⇒ ∀b ∈ BqM : δM(b, i)↓
⇔ ∀b ∈ BqM : (b ∈ QM

on ∨ i ̸= timeout) (Rule 2.1 applies to M)
⇔ (∀b ∈ BqM : b ∈ QM

on) ∨ i ̸= timeout
⇔ qM ∈ QMM1T(M)

on ∨ i ̸= timeout (by Item 5)

We can now finish the proof for this rule:

λM (δM (qM , i), timeout) ̸= nil
⇔ λM (δMM1T(M)(qM , i), timeout) ̸= nil (since (qM ∈ Q

MM1T(M)
on ) ∨ (i ̸= timeout))

⇔ δMM1T(M)(qM , i) ∈ QMM1T(M)
on (by definition of Q

MM1T(M)
on )

9. For MM1T(M), Rule 2.4 starts from the position that:

qM ∈ Q
MM1T(M)
off ∧ δMM1T(M)(qM , i) ∈ QMM1T(M)

on

⇒ qM ∈ Q
MM1T(M)
off ∧ δMM1T(M)(qM , i)↓ (δMM1T(M)(qM , i) ∈ QMM1T(M))

⇔ δMM1T(M)(qM , timeout)↑ ∧ δMM1T(M)(qM , i)↓ (Rule 2.1 applies to MM1T(M))
⇔ i ̸= timeout

We discuss the right-hand-side of the conjunction of Rule 2.4’s initial position separately:

δMM1T(M)(qM , i) ∈ QMM1T(M)
on

⇔ λM (δMM1T(M)(qM , i), timeout) ̸= nil (by definition of Q
MM1T(M)
on )

⇔ λM (δM (qM , i), timeout) ̸= nil
(

by definition of δMM1T(M)

since δMM1T(M)(qM , i)↓

)
⇔ ∀b ∈ BqM : λMealy(M)(δMealy(M)(b, i), timeout) ̸= nil (BqM is a partition’s block for qM )
⇔ ∀b ∈ BqM : λM(δMealy(M)(b, i), timeout)↓ (by definition of λMealy(M))

⇔ ∀b ∈ BqM : λM(δM(b, i), timeout)↓

by definition of δMealy(M)

rule 2.3 applies to M
i ̸= timeout


⇔ ∀b ∈ BqM : δM(δM(b, i), timeout)↓ (Rule 2.2 applies to M)
⇔ ∀b ∈ BqM : δM(b, i) ∈ QM

on (Rule 2.1 applies to M)
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The fact that Rule 2.4 holds for MM1T(M) follows from:

qM ∈ Q
MM1T(M)
off ∧ δMM1T(M)(qM , i) ∈ QMM1T(M)

on

⇔ qM ∈ Q
MM1T(M)
off ∧

(
∀b ∈ BqM : δM(b, i) ∈ QM

on
)

(the previous discussion)
⇔
(
∀b ∈ BqM : b ∈ QoffM

)
∧
(
∀b ∈ BqM : δM(b, i) ∈ QM

on
)

(by Item 6)
⇔ ∀b ∈ BqM : (b ∈ QM

off ∧ δM(b, i) ∈ QM
on)

⇒ ∀b ∈ BqM : τM(b, i)↓ (Rule 2.4 applies to M)
⇔ ∀b ∈ BqM : λMealy(M)(b, i) ∈ OM × N>0 (by definition of λMealy(M))
⇔ λM (qM , i) ∈ OM × N>0 (BqM is a partition’s block for qM )

⇒ λM (qM , i) ∈ OMM1T(M) × N>0


by definition of λMM1T(M)

since λM (qM , i) ̸= nil
since λMM1T(M)(qM , i) =

π1(λM (qM , i))


⇔ τMM1T(M)(qM , i)↓ (by definition of τMM1T(M))

10. For MM1T(M), Rule 2.5 starts from the position that:

δMM1T(M)(qM , timeout) ∈ QMM1T(M)
on

⇒ δMM1T(M)(qM , timeout)↓ (δMM1T(M)(qM , timeout) ∈ QMM1T(M))
⇔ qM ∈ QMM1T(M)

on (Rule 2.1 applies to MM1T(M))
⇔ ∀b ∈ BqM : b ∈ QM

on (by Item 5)
⇔ ∀b ∈ BqM : δM(b, timeout)↓ (Rule 2.1 applies to M)

The fact that Rule 2.5 holds for MM1T(M) now follows from:

δMM1T(M)(qM , timeout) ∈ QMM1T(M)
on

⇔ λM (δMM1T(M)(qM , timeout), timeout) ̸= nil (by definition of Q
MM1T(M)
on )

⇔ λM (δM (qM , timeout), timeout) ̸= nil
(

by definition of δMM1T(M)

since δMM1T(M)(qM , timeout)↓

)
⇔ ∀b ∈ BqM : λMealy(M)(δMealy(M)(b, timeout), timeout) ̸= nil (BqM is a partition’s block for qM )

⇔ ∀b ∈ BqM : λMealy(M)(δM(b, timeout), timeout) ̸= nil
(

by definition of δMealy(M)

the previous discussion

)
⇔ ∀b ∈ BqM : λM(δM(b, timeout), timeout)↓ (by definition of λMealy(M))
⇔ ∀b ∈ BqM : δM(δM(b, timeout), timeout)↓ (Rule 2.2 applies to M)
⇔ ∀b ∈ BqM : δM(b, timeout) ∈ QM

on (Rule 2.1 applies to M)
⇒ ∀b ∈ BqM : τM(b, timeout)↓ (Rule 2.5 applies to M)
⇔ ∀b ∈ BqM : λMealy(M)(b, timeout) ∈ OM × N>0 (by definition of λMealy(M))
⇔ λM (qM , timeout) ∈ OM × N>0 (BqM is a partition’s block for qM )

⇒ λM (qM , timeout) ∈ OMM1T(M) × N>0


by definition of λMM1T(M)

since λM (qM , timeout) ̸= nil
since λMM1T(M)(qM , timeout) =

π1(λM (qM , timeout))


⇔ τMM1T(M)(qM , timeout)↓ (by definition of τMM1T(M))
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Model MM1T(M) thus meets every requirement for being a valid MM1T.

B.2.2 Proof of Lemma B.2.3
Proof. MM1T MM1T(M) with set of states QM is minimal iff, for all qM

1 , qM
2 ∈ QM for which qM

1 ̸= qM
2 ,

qM
1 ̸≈untimed qM

2 . Let qM
1 and qM

2 be any two states of MM1T(M) for which qM
1 ̸= qM

2 .
We know that Mealy machine M is minimal, and that M has the same set of states as MM1T(M). This
tells us that there exists an input sequence σ ∈ I∗ for which:

λM ∗(qM
1 , σ) ̸= λM ∗(qM

2 , σ).

We thus know that there is at least one input i ∈ I and one input sequence ρ ∈ I∗ such that σ = ρ i, and:

λM (q′
1, i) ̸= λM (q′

2, i), (B.2)

where q′
1 = δM ∗(qM

1 , ρ) and q′
2 = δM ∗(qM

2 , ρ). Since M is a minimized version of Mealy(M), M ≈trace

Mealy(M). This implies that we can compare the outputs of M and Mealy(M), which tells us that there is
a set Ω such that:

OM ⊆ (Ω× (N>0 ∪ {⊥})) ∪ {nil}.

This tells us that the inequality from Equation (B.2) must be caused by one of the following cases:

1. Either λM (q′
1, i) = nil and λM (q′

2, i) ̸= nil, or λM (q′
1, i) ̸= nil and λM (q′

2, i) = nil.
If λM (q′

1, i) = nil and λM (q′
2, i) ̸= nil, then λMM1T(M)(q′

1, i)↑, per the definition of MM1T(M). Rule 2.1
tells us that q′

1 ∈ Q
MM1T(M)
off and i = timeout. The fact that λM (q′

2, i) ̸= nil tells us that λMM1T(M)(q′
2, i)↓.

Since i = timeout, we know from Rule 2.1 that q′
2 ∈ Q

MM1T(M)
on . Lemma B.2.1 now tells us that,

since q′
1 = δM ∗(qM

1 , ρ), q′
2 = δM ∗(qM

2 , ρ), q′
1 ∈ Q

MM1T(M)
off and q′

2 ∈ Q
MM1T(M)
on , q1 ̸≈untimed q2.

We can use a similar argument to show that, if λM (q′
1, i) ̸= nil and λM (q′

2, i) = nil, then q1 ̸≈untimed q2.

2. If λM (q′
1, i) ̸= nil, λM (q′

2, i) ̸= nil and π1(λM (q′
1, i)) ̸= π1(λM (q′

2, i)), then:

λM (q′
1, i) ̸= nil ∧ λM (q′

2, i) ̸= nil ∧ π1(λM (q′
1, i)) ̸= π1(λM (q′

2, i))
⇒ λMM1T(M)(q′

1, i) ̸= λMM1T(M)(q′
2, i) (by definition of λMM1T(M))

⇒ uWordMM1T(M)
q′

1
(i) ̸= uWordMM1T(M)

q′
2

(i) (by definition of uWord )

⇒ uWordMM1T(M)
q1

(ρ i) ̸= uWordMM1T(M)
q2

(ρ i) (by definition of q′
1, q′

2 and uWord )
⇒ q1 ̸≈untimed q2 (by definition of untimed equivalence)

3. If λM (q′
1, i) ̸= nil, λM (q′

2, i) ̸= nil and π2(λM (q′
1, i)) ̸= π2(λM (q′

2, i)), then we get a second case
distinction:

• Either π2(λM (q′
1, i)) ∈ N>0 and π2(λM (q′

2, i)) = ⊥, or π2(λM (q′
1, i)) = ⊥ and π2(λM (q′

2, i)) ∈ N>0.
If π2(λM (q′

1, i)) ∈ N>0 and π2(λM (q′
2, i)) = ⊥, then:

τMM1T(M)(q′
1, i) = π2(λM (q′

1, i)), (by definition of τMM1T(M))

and:

τMM1T(M)(q′
2, i)↑, (by definition of τMM1T(M))

which implies that τMM1T(M)(q′
1, i) ̸= τMM1T(M)(q′

2, i). We can now see that:

τMM1T(M)(q′
1, i) ̸= τMM1T(M)(q′

2, i)

⇒ uWordMM1T(M)
q′

1
(i) ̸= uWordMM1T(M)

q′
2

(i) (by definition of uWord )

⇒ uWordMM1T(M)
q1

(ρ i) ̸= uWordMM1T(M)
q2

(ρ i) (by definition of q′
1, q′

2 and uWord )
⇒ q1 ̸≈untimed q2 (by definition of untimed equivalence)
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We can use a similar argument to show that, if π2(λM (q′
1, i)) = ⊥ and π2(λM (q′

2, i)) ∈ N>0,
then q1 ̸≈untimed q2.

• If π2(λM (q′
1, i)) ∈ N>0, π2(λM (q′

2, i)) ∈ N>0 and π2(λM (q′
1, i)) ̸= π2(λM (q′

2, i)), then:

π2(λM (q′
1, i)) ̸= π2(λM (q′

2, i))
⇒ τMM1T(M)(q′

1, i) ̸= τMM1T(M)(q′
2, i) (by definition of τMM1T(M))

⇒ uWordMM1T(M)
q′

1
(i) ̸= uWordMM1T(M)

q′
2

(i) (by definition of uWord )

⇒ uWordMM1T(M)
q1

(ρ i) ̸= uWordMM1T(M)
q2

(ρ i) (by definition of q′
1, q′

2 and uWord )
⇒ q1 ̸≈untimed q2 (by definition of untimed equivalence)

We thus see that in all cases, if λM (q′
1, i) ̸= nil, λM (q′

2, i) ̸= nil and π2(λM (q′
1, i)) ̸= π2(λM (q′

2, i)),
then q1 ̸≈untimed q2.

4. λM (q′
1, i) ̸= nil, λM (q′

2, i) ̸= nil, π1(λM (q′
1, i)) ̸= π1(λM (q′

2, i)) and π2(λM (q′
1, i)) ̸= π2(λM (q′

2, i)), then
the conditions of items 2 and 3 both hold. This then implies that q1 ̸≈untimed q2.

Therefore, MM1T(M) is minimal.

B.2.3 Proof of Lemma B.2.4
Proof. We know from the definition of MM1T(M) that MM1T(M) has the same set of states QM as M ,
that M and MM1T(M) have the same initial state qM

0 , and that M and MM1T(M) have the same set of
inputs IM . We similarly see from the definition of Mealy(M) that Mealy(M) and M have the same set of
states QM, the same initial state qM

I , and the same set of inputs IM.
We prove the lemma by showing by induction on the input sequence that for all input sequences σ:

1. uWordMM1T(M)
qM

0
(σ) = uWordM

qM
I

(σ),

2. δMM1T(M)∗(qM
0 , σ)↓ ⇒ δM ∗(qM

0 , σ) = δMM1T(M)∗(qM
0 , σ), and

3. δM∗(qM
I , σ)↓ ⇒ δMealy(M)∗(qM

I , σ) = δM∗(qM
I , σ).

The inductive proof is as follows:

• Base case: For input sequence ϵ:

1. uWordMM1T(M)
qM

0
(ϵ) = ϵ = uWordM

qM
I

(ϵ), (by definition of uWord )

2. δM ∗(qM
0 , ϵ) = qM

0 = δMM1T(M)∗(qM
0 , ϵ), and (by definition of δ∗)

3. δMealy(M)∗(qM
I , ϵ) = qM

I = δM∗(qM
I , ϵ). (by definition of δ∗)

• Inductive step case: Let σ = ρ i for some ρ ∈ I∗M ∪ I∗Mealy(M) and i ∈ IM ∪ IM. We use the induction
hypothesis (IH):

1. uWordMM1T(M)
qM

0
(ρ) = uWordM

qM
I

(ρ),

2. δMM1T(M)∗(qM
0 , ρ)↓ ⇒ δM ∗(qM

0 , ρ) = δMM1T(M)∗(qM
0 , ρ), and

3. δM∗(qM
I , ρ)↓ ⇒ δMealy(M)∗(qM

I , ρ) = δM∗(qM
I , ρ).

We perform a case distinction on whether uWordMM1T(M)
qM

0
(ρ i)↓ ∨ uWordM

qM
I

(ρ i)↓:
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– if uWordMM1T(M)
qM

0
(ρ i)↓ ∨ uWordM

qM
I

(ρ i)↓, then:

uWordMM1T(M)
qM

0
(ρ i)↓ ∨ uWordM

qM
I

(ρ i)↓

⇒ uWordMM1T(M)
qM

0
(ρ)↓ ∨ uWordM

qM
I

(ρ)↓ (by definition of uWord )

⇒ uWordMM1T(M)
qM

0
(ρ)↓ ∧ uWordM

qM
I

(ρ)↓ (IH.1⇒ (uWordMM1T(M)
qM

0
(ρ)↓ ⇔ uWordM

qM
I

(ρ)↓))

⇒ δMM1T(M)∗(qM
0 , ρ)↓ ∧ δM∗(qM

I , ρ)↓ (by definition of uWord )

Let qM = δMM1T(M)∗(qM
0 , ρ) IH.2= δM ∗(qM

0 , ρ), and let qM = δM∗(qM
I , ρ) IH.3= δMealy(M)∗(qM

I , ρ).
Minimization algorithms always yield minimal versions of their input models that are equivalent
to the model that they were given. We may thus assume that M ≈trace Mealy(M). For M
and Mealy(M) to be trace equivalent implies that:

λM ∗(qM
0 , ρ i) = λMealy(M)∗(qM

I , ρ i)

⇔ λM ∗(qM
0 , ρ) = λMealy(M)∗(qM

I , ρ) ∧ λM (δM ∗(qM
0 , ρ), i) = λMealy(M)(δMealy(M)∗(qM

I , ρ), i)

⇔ λM ∗(qM
0 , ρ) = λMealy(M)∗(qM

I , ρ) ∧ λM (qM , i) = λMealy(M)(qM, i) (IH)

We now use λM (qM , i) = λMealy(M)(qM, i) to show that λMM1T(M)(qM , i) = λM(qM, i):

λMM1T(M)(qM , i)

=

π1(λM (qM , i)) if λM (qM , i) ̸= nil

undefined otherwise
(by definition of λMM1T(M))

=

π1(λMealy(M)(qM, i)) if λMealy(M)(qM, i) ̸= nil

undefined otherwise
(the previous discussion)

=

π1(λMealy(M)(qM, i)) if λM(qM, i)↓

undefined otherwise
(by definition of λMealy(M))

=

λM(qM, i) if λM(qM, i)↓

undefined otherwise
(by definition of λMealy(M))

= λM(qM, i)

Before we can show that τMM1T(M)(qM , i) = τM(qM, i), we first need to show that:

λM (qM , i) ∈ OMM1T(M) × N>0 ⇔ λMealy(M)(qM, i) ∈ OM × N>0

We get the first direction of this biconditional from:

λM (qM , i) ∈ OMM1T(M) × N>0

⇔ λMealy(M)(qM, i) ∈ OMM1T(M) × N>0 (since λM (qM , i) = λMealy(M)(qM, i))
⇔ λM(qM, i) ∈ OMM1T(M) ∧ τM

⊥ (qM, i) ∈ N>0 (by definition of λMealy(M))
⇒ λM(qM, i) ∈ OM ∧ τM

⊥ (qM, i) ∈ N>0 (λM is M’s output function)

⇔ λMealy(M)(qM, i) ∈ OM × N>0

(
by definition of λMealy(M)

since λM(qM, i)↓

)
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We get the second direction of this biconditional from:

λMealy(M)(qM, i) ∈ OM × N>0

⇔ λM (qM , i) ∈ OM × N>0 (since λM (qM , i) = λMealy(M)(qM, i))

⇔ π1(λM (qM , i)) ∈ OM ∧ π2(λM (qM , i)) ∈ N>0

(
by definition of π1

by definition of π2

)

⇔ λMM1T(M)(qM , i) ∈ OM ∧ π2(λM (qM , i)) ∈ N>0

(
by definition of λMM1T(M)

since λM (qM , i) ̸= nil

)
⇒ λMM1T(M)(qM , i) ∈ OMM1T(M) ∧ π2(λM (qM , i)) ∈ N>0 (λMM1T(M) is MM1T(M)’s output function)

⇔ π1(λM (qM , i)) ∈ OMM1T(M) ∧ π2(λM (qM , i)) ∈ N>0

(
by definition of λMM1T(M)

since λM (qM , i) ̸= nil

)

⇔ λM (qM , i) ∈ OMM1T(M) × N>0

(
by definition of π1

by definition of π2

)

We can now show that τMM1T(M)(qM , i) = τM(qM, i):

τMM1T(M)(qM , i)

=

π2(λM (qM , i)) if λM (qM , i) ∈ OMM1T(M) × N>0

undefined otherwise
(by definition of τMM1T(M))

=

π2(λM (qM , i)) if λMealy(M)(qM, i) ∈ OM × N>0

undefined otherwise
(the previous discussion)

=

π2(λMealy(M)(qM, i)) if λMealy(M)(qM, i) ∈ OM × N>0

undefined otherwise
(an earlier discussion)

=

π2(λMealy(M)(qM, i)) if τM(qM, i)↓

undefined otherwise
(by definition of λMealy(M))

=

τM(qM, i) if τM(qM, i)↓

undefined otherwise

(
by definition of λMealy(M)

since τM(qM, i)↓

)
= τM(qM, i)

We can now show that:

uWordMM1T(M)
qM

0
(ρ i)

= uWordMM1T(M)
qM

0
(ρ) (i, λMM1T(M)(qM , i), τ

MM1T(M)
⊥ (qM , i)) (by definition of uWord )

= uWordM
qM

I
(ρ) (i, λMM1T(M)(qM , i), τ

MM1T(M)
⊥ (qM , i)) (IH)

= uWordM
qM

I
(ρ) (i, λM(qM, i), τM

⊥ (qM, i)) (the previous discussions)

= uWordM
qM

I
(ρ i) (by definition of uWord )
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Since δMM1T(M)∗(qM
0 , ρ i)↓, we need to show that:

δMM1T(M)∗(qM
0 , ρ i)

= δMM1T(M)(δMM1T(M)∗(qM
0 , ρ), i) (by definition of δMM1T(M)∗)

= δMM1T(M)(qM , i) (by definition of qM )

=

δM (qM , i) if qM ∈ Q
MM1T(M)
on ∨ i ̸= timeout

undefined otherwise
(by definition of δMM1T(M))

= δM (qM , i)
(

δMM1T(M)(qM , i)↓
Rule 2.1 applies to MM1T(M)

)
= δM (δM ∗(qM

0 , ρ), i) (by definition of qM )
= δM ∗(qM

0 , ρ i) (by definition of δM∗)

Since δM∗(qM
I , ρ i)↓, we need to show that:

δM∗(qM
I , ρ i)

= δM(δM∗(qM
I , ρ), i) (by definition of δM∗)

= δM(qM, i) (by definition of qM)

= δMealy(M)(qM, i)
(

by definition of δMealy(M)

δM(qM, i)↓

)
= δMealy(M)(δMealy(M)∗(qM

I , ρ), i) (by definition of qM)
= δMealy(M)∗(qM

I , ρ i) (by definition of δMealy(M)∗)

– if uWordMM1T(M)
qM

0
(ρ i)↑ ∧ uWordM

qM
I

(ρ i)↑, then uWordMM1T(M)
qM

0
(ρ i) = uWordM

qM
I

(ρ i) trivially
holds. We also get that:

uWordMM1T(M)
qM

0
(ρ i)↑ ∧ uWordM

qM
I

(ρ i)↑

⇔ δMM1T(M)∗(qM
0 , ρ i)↑ ∧ δM∗(qM

I , ρ i)↑ (by definition of uWord )

So we are done.



Appendix C

Definitions, Properties and Proofs
Related to (g)MMTs

This appendix contains a collection of definitions, properties and proofs that we cut from Chapter 5 because
we didn’t need them to explain the testing procedure. We included them here, because we use them to prove
the validity of our method.

C.1 Proofs Related to Functional Simulations
Proofs for (g)MMT properties related to functional simulations.

C.1.1 Proof of Lemma 5.3.1
Proof. Let π = qk−1

ik−→
uk

qk
ik+1...ij−−−−−→ qj be any x-spanning sub-run of any run ρ = q0

i1...in−−−−→ qn ∈ runs(T ).
Then:

1. ij = to[x], and

2. lastStartedAtT

q0
i1...ij−1−−−−−→qj−1

(x) = k.

We can infer the following:

• We know that since π is x-spanning, ik+1 . . . ij−1 are not to[x]. Therefore, we get from (FMS2)
that ft(ik+1) . . . ft(ij−1) are not to[ft(x)].

• We get from (FMS1) that since x is active in states qk . . . qj−1, ft(x) is active in states fs(qk) . . . fs(qj−1).

• We get from (FMS3) that since x is (re)started in uk, ft(x) is (re)started in fu(qk−1, ik).

These three conditions tell us that lastStartedAtM

fs(q0)
ft(i1)...ft(ij−1)
−−−−−−−−−−→fs(qj−1)

(ft(x)) = k. Since ft(ij) =

ft(to[x]) = to[ft(x)], we thus get that ⟨fs, ft, fu⟩(π) is ft(x)-spanning.

C.1.2 Proof of Lemma 5.3.2
Proof. Let π = qk−1

ik−→
uk

qk
ik+1...ij−−−−−→ qj be any x-spanning sub-run of any run ρ = q0

i1...in−−−−→ qn ∈ runs(T ).
Then:

1. ij = to[x], and

2. lastStartedAtT

q0
i1...ij−1−−−−−→qj−1

(x) = k.

90
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We can infer the following:

• We know that since π is x-spanning, ik+1 . . . ij−1 are not to[x]. Therefore, we get from (FGS2):

∀l ∈ {k + 1, . . . , j − 1} : (ft(ql−1, il) ̸= ft(ql−1, to[x]) = to[ft(ql−1, x)]).

• We get from (FGS1) that since x is active in states qk . . . qj−1:

∀l ∈ {k, . . . , j − 1} : (ft(ql, x) ∈ XM(fs(ql))).

• We get from (FGS3) that since x is (re)started in uk, ft(qk, x) is (re)started in fu(qk−1, ik).

These three conditions tell us that lastStartedAtM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)) = k. Since:

ft(qj−1, ij) = ft(qj−1, to[x]) = to[ft(qj−1, x)],

we thus get that ⟨fs, ft, fu⟩(π) is spanning.

C.1.3 Proof of Lemma 5.3.3
Proof. We use a proof by induction on j:

• Base case: j = k, then:

renameToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qk, x)) = renameToM
fs(qk)(ft(qk, x))

= ft(qk, x) = ft(qj , x),

as required.

• Inductive step case: j > k. We use the induction hypothesis (IH):

renameToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qk, x)) = ft(qj , x).

We get:

renameToM

fs(qk)
ft(qk,ik+1)...ft(qj ,ij+1)
−−−−−−−−−−−−−−−→fs(qj+1)

(ft(qk, x))

= renameToM

fs(qj)
ft(qj ,ij+1)
−−−−−−−→fs(qj+1)

(renameToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qk, x)))

= renameToM

fs(qj)
ft(qj ,ij+1)
−−−−−−−→fs(qj+1)

(ft(qj , x)) (IH)

= ft(qj+1, x),
(

(FGS3) ∧
(FGS4)

)
as required.

C.1.4 Proof of Lemma 5.3.4
Proof. We use a proof by induction on j:

• Base case: j = k, then:

renamesToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x)) = renamesToM
fs(qj)(ft(qj , x))

= ft(qj , x) = ft(qk, x),

as required.
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• Inductive step case: j > k. We use the induction hypothesis (IH):

renamesToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x)) = ft(qk, x).

We get:

renamesToM

fs(qk−1)
ft(qk−1,ik)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x))

= renamesToM

fs(qk−1)
ft(qk−1,ik)
−−−−−−−→fs(qk)

(renamesToM

fs(qk)
ft(qk,ik+1)...ft(qj−1,ij )
−−−−−−−−−−−−−−−→fs(qj)

(ft(qj , x)))

= renamesToM

fs(qk−1)
ft(qk−1,ik)
−−−−−−−→fs(qk)

(ft(qk, x)) (IH)

= ft(qk−1, x),
(

(FGS3) ∧
(FGS4)

)

as required.

C.2 Properties and Proofs Related to Observation Tree Runs
This section contains some of the lemmas and proofs concerning runs for the observation tree MMTs
from Chapter 5.

Lemma C.2.1. Let T be an observation tree MMT, and let x ∈ X be a timer of T . If the runs π =
q0

i1...in−−−−→ qn and π′ = q′
0

i′
1...i′

n−−−−→ q′
n of T are matching with mπ

π′ : π ↔ π′ and qk−1
ik...ij−−−−→ qj is an x-spanning

sub-run of π, then q′
k−1

i′
k...i′

j−−−−→ q′
j is an mπ

π′(x)-spanning sub-run of π′.

Proof. Since qk−1
ik...ij−−−−→ qj is an x-spanning sub-run of π:

1. π has action ij = to[x] for the timer x ∈ X, and

2. lastStartedAt
q0

i1...ij−1−−−−−→qj−1

(x) = k.

The fact that π and π′ are matching tells us that i′
j = to[mπ

π′(x)]. For all actions within π′’s sub-

run q′
k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1, we know that:

• if they are input actions, then if they (re)start a timer y, the fact that T is an observation tree implies
that this is the first transition in which y was started.
We now show by contradiction that such a timer y cannot be the timer mπ

π′(x). The timer x was either
already active in π’s initial state, or it was started somewhere along π. We perform a case distinction:

– if x was already active in π’s initial state, then mπ
π′(x) = m(x) was active in π′’s initial state. The

idea that y = mπ
π′(x) would thus conflict with the fact that y is first started in this later action

within q′
k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1. Therefore, in the first case, y ̸= mπ

π′(x).
– if x first becomes active in action il of π, then we know from the fact that x is (re)started in ik

that l ≤ k. We know from the fact that T is an observation tree that x = xql
. The definition

of mπ
π′ now gives us that mπ

π′(x) = mπ
π′(xql

) = xq′
l
. Therefore, mπ

π′(x) could not have first become
active due to any action other than i′

l. Since l ≤ k, we know that mπ
π′(x) could not have first

become active due to an input action within q′
k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1. The idea that y = mπ

π′(x) would

thus conflict with the fact that y is started within q′
k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1. Therefore, in the second

case, y ̸= mπ
π′(x).
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• if they are timeout actions, then:

– if they are for mπ
π′(x), then π must have a timeout for x at the same index. This cannot be the

case, since this timeout for x would be within qk
ik+1...ij+1−−−−−−−→ qj+1, and thus within an x-spanning

run.
– if they are timeout actions for a timer other than mπ

π′(x), then they cannot (re)start mπ
π′(x), since

MMT timeout actions can only restart the timer for which the timeout occurs.

We thus know that mπ
π′(x) is not (re)started within q′

k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1.

We need to show that action i′
k (re)starts mπ

π′(x). We know that i′
k must either be an input action, in which

case T being an observation tree implies that timer mπ
π′(x) is first started in this action, or it is a timeout

for timer mπ
π′(x). We perform a case distinction:

• In the first case, we know from the fact that π and π′ are matching that ik must be an input action
as well. Since T is an observation tree, this would imply that x = xqk

. We then know from the fact
that π and π′ are matching that mπ

π′(x) = mπ
π′(xqk

) = xq′
k
. This then implies that mπ

π′(x) has to be
started at index k of π′, as T is an observation tree and q′

k is the target state of the transition for that
action.

• In the second case, the fact that π and π′ are matching implies that ik = to[x]. Therefore, if
timer mπ

π′(x) isn’t started in action k of π′, then the fact that i′
k = to[mπ

π′(x)] implies that mπ
π′(x)

would have to be started at some point within q′
k

i′
k+1...i′

j−1−−−−−−−→ q′
j−1. But since T is an observation

tree and mπ
π′(x) first became active along π, that could only be done by actions that are timeouts

for mπ
π′(x). The fact that π and π′ are matching means that there would then have to be a timeout

action for x within qk
ik+1...ij−1−−−−−−−→ qj−1, which cannot be the case as qk−1

ik...ij−−−−→ qj is x-spanning. We
thus know that in the second case, timer mπ

π′(x) must be (re)started in index k of π′.

We already knew that i′
j = to[mπ

π′(x)], and we now also know that lastStartedAt
q′

0

i′
1...i′

j−1−−−−−→q′
j−1

(mπ
π′(x)) = k.

The sub-run q′
k−1

i′
k...i′

j−−−−→ q′
j of π′ is therefore mπ

π′(x)-spanning.

Lemma C.2.2. Let T be an observation tree MMT, and let x ∈ X be a timer of T . If the runs π =
q0

i1...in−−−−→ qn and π′ = q′
0

i′
1...i′

n−−−−→ q′
n of T are matching with mπ

π′ : π ↔ π′. Then:

∀j ∈ {1, . . . , n} : ij ∈ TO(X) ⇐⇒ i′
j ∈ TO(X).

Proof. Let j ∈ {1, . . . , n}. We cover both directions of the bi-implication:

• If ij ∈ TO(X), then mπ
π′ : π ↔ π′ tells us that i′

j ∈ TO(X), as required.

• If i′
j ∈ TO(X), then we use a proof by contradiction to show that ij ∈ TO(X):

Suppose that ij ̸∈ TO(X). Then ij ∈ I. The fact that mπ
π′ : π ↔ π′ then tells us that i′

j ∈ I, which
contradicts i′

j ∈ TO(X). Therefore, ij ∈ TO(X), as required.

Lemma C.2.3 (Run matchings for (g)MMT observation trees are injective). Let T be an ob-
servation tree with states q0, q′

0 ∈ Q, and with a matching m : q0 ↔ q′
0. Let π = q0

i1...in−−−−→ qn ∈ runs(T )
and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ) be matching runs, with mπ
π′ : π ↔ π′. Then mπ

π′ is injective.

Proof. The run matching mπ
π′ is defined as:

mπ
π′ := m ∪ {(xqk

, xq′
k
) | 0 < k ≤ n}.
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Let f = {(xqk
, xq′

k
) | 0 < k ≤ n}. Then mπ

π′ = m ∪ f . Clearly, dom(mπ
π′) = dom(m) ∪ dom(f),

where dom(m) ⊆ X (q0) and dom(f) = {xqk
| 0 < k ≤ n}. This implies that dom(m) ∩ dom(f) = ∅.

Since timer matchings are always injective, m is injective. We can also see that:

∀x, y ∈ dom(f) : x ̸= y =⇒ f(x) ̸= f(y),

which means that f is injective.
Finally, the fact that m : X (q0) ⇀ X (q′

0) implies that m(dom(m)) ⊆ X (q′
0), while f(dom(f)) = {xq′

k
| 0 <

k ≤ n}. Thus, m(dom(m)) ∩ f(dom(f)) = ∅. This implies that for all x, y ∈ dom(mπ
π′), if x ∈ dom(m)

and y ∈ dom(f), then mπ
π′(x) ̸= mπ

π′(y).
We have shown that mπ

π′ is injective, as required.

Lemma C.2.4. Let T be an observation tree MMT, and let x ∈ X be a timer of T . If the runs π = q0
i1...in−−−−→

qn and π′ = q′
0

i′
1...i′

n−−−−→ q′
n of T are matching with mπ

π′ : π ↔ π′ and q′
k−1

i′
k...i′

j−−−−→ q′
j is an mπ

π′(x)-spanning
sub-run of π′, then qk−1

ik...ij−−−−→ qj is an x-spanning sub-run of π.

Proof. Let q′
k−1

i′
k...i′

j−−−−→ q′
j be an mπ

π′(x)-spanning sub-run of π′. Lemma C.2.2 tells us that since i′
j ∈ TO(X),

ij ∈ TO(X). Let ij = to[y]. Since observation trees are MMTs, we know that a timeout for a timer y must
always terminate a y-spanning run. The fact that T is tree-shaped implies that for each timeout action
in T , there is precisely one spanning terminated by that timeout. Let qk′−1

ik′ ...ij−−−−→ qj be the y-spanning

that terminates in our action ij of π. Then Lemma C.2.1 tells us that since mπ
π′ : π ↔ π′, q′

k′−1
i′

k′ ...i′
j−−−−→ q′

j

is mπ
π′(y)-spanning. Since mπ

π′(y) = i′
j = mπ

π′(x), mπ
π′(y) = mπ

π′(x). Lemma C.2.3 now tells us that y = x,

which tells us that k′ = k. This implies that since qk′−1
i′

k...ij−−−−→ qj is y-spanning, qk−1
ik...ij−−−−→ qj is x-spanning.

Furthermore, since q′
k−1

i′
k...i′

j−−−−→ q′
j is a sub-run of π′, index k falls within π′. Index k thus falls within π,

which implies that qk−1
ik...ij−−−−→ qj is an x-spanning sub-run of π, as required.

C.3 Properties and Proofs Related to Apartness
This section contains some of the lemmas and proofs that are centered around the notions of apartness
that Chapter 5 introduced for (observation tree) (g)MMTs.

We also use the following two lemmas:

Lemma C.3.1. Let T be an observation tree MMT, letM be an s-learnable MMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional MMT simulation. Let q0, q′

0 ∈ QT . If q0, q′
0 ∈ AT

M, then q0 # q′
0 ⇒ fs(q0) ̸= fs(q′

0).

The proof of Lemma C.3.1 can be found in Appendix C.3.1.

Lemma C.3.2. Let T be an observation tree MMT, letM be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional gMMT simulation. Let q0, q′

0 ∈ QT . If q0, q′
0 ∈ AT

M, then q0 # q′
0 ⇒ fs(q0) ̸= fs(q′

0).

The proof of Lemma C.3.2 can be found in Appendix C.3.2.
We use these lemmas in our proof of Theorem 5.8.1, which can be found in Appendix C.6.1.
We use the following lemma in two proofs: one in the current appendix, and one in Appendix C.8.

Lemma C.3.3. Let T be an observation tree MMT, and let M be an s-learnable gMMT. Let q0, q′
0 ∈ QT ,

with q0, q′
0 ∈ AT

M. Let ⟨fs, ft, fu⟩ : T → M be a functional gMMT simulation, for which |XM(fs(q0))| =
|XM(fs(q′

0))|. Let π = q0,
i1...in−−−−→ qn ∈ runs(T ) and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ). Let ρ = ⟨fs, ft, fu⟩(π),
ρ′ = ⟨fs, ft, fu⟩(π′), and maximal matching m′ : fs(q0)↔ fs(q′

0) with m′ρ
ρ′ : ρ↔ ρ′. Let:

m = {(x, y) ∈ X T (q0)×X T (q′
0) | (ft(q0, x), ft(q′

0, y)) ∈ m′}.
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be a maximal matching m : q0 ↔ q′
0 such that mπ

π′ : π ↔ π′. Then:

m′ρ
ρ′(ft(ql, x), l) =

ft(q′
l, mπ

π′(x)) if k ≥ 0

undefined if k = ⊥

with k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(ft(ql, x)) = lastStartedAtT

q0
i1...il−−−→ql

(x).

Proof. For all x ∈ X T (q0), condition (FGS1) implies that ft(q0, x) ∈ XM(fs(q0)). Now, m′ being maxi-
mal implies that since |XM(fs(q0))| = |XM(fs(q′

0))|, there is a timer z ∈ XM(fs(q′
0)): m′(ft(q0, x)) = z.

Since z ∈ XM(fs(q′
0)), q′

0 ∈ AT
M and (FGS1), we know that there is a timer y ∈ X T (q′

0) such that ft(q′
0, y) =

z = m′(ft(q0, x)). So m′(ft(q0, x)) = ft(q′
0, y) = ft(q′

0, m(x)), for all x ∈ X T (q0).
Partial function m needs to be injective to be a valid matching. We get from (FGS2) that if x ̸= x′,
then ft(q0, x) ̸= ft(q0, x′). We know from the fact that m′ is a matching that m′ is injective, which
tells us that m′(ft(q0, x)) ̸= m′(ft(q0, x′)). This tells us that ft(q′

0, m(x)) ̸= ft(q′
0, m(x′)), which tells us

that m(x) ̸= m(x′). Partial function m is therefore injective, which makes it a valid matching.

Since ρ and ρ′ are matching under m′, matching m′ is extended to ρ and ρ′ as:

m′ρ
ρ′(x, l) =

m′(x) if l = 0

renameTo
fs(q′

0)
ft(q′

0,i′
1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−→fs(q′
l
)
(m′(renamesTo

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(x))) if l > 0 ∧ k = 0

renameTo
fs(q′

k
)

ft(q′
k

,i′
k+1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−−−→fs(q′
l
)
(timerStartedAt (fs(q′

0)
ft(q′

0,i′
1)...ft(q′

k−1,i′
k)

−−−−−−−−−−−−−−→)) if l > 0 ∧ k > 0

undefined if k = ⊥

where k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(x), and ft(qj−1, ij)′ = m′ρ
ρ′(ft(qj−1, ij), j−1) for every j.

We simplify m′ρ
ρ′ for timers that are explicitly obtained by applying the timer map ft to timers from XT .
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We can now show that:

m′ρ
ρ′(ft(ql, x), l) =

m′(ft(q0, x)) if l = 0

renameTo
fs(q′

0)
ft(q′

0,i′
1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−→fs(q′
l
)
(m′(renamesTo

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(ft(ql, x)))) if l > 0 ∧ k = 0

renameTo
fs(q′

k
)

ft(q′
k

,i′
k+1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−−−→fs(q′
l
)
(timerStartedAt (fs(q′

0)
ft(q′

0,i′
1)...ft(q′

k−1,i′
k)

−−−−−−−−−−−−−−→)) if l > 0 ∧ k > 0

undefined if k = ⊥

m′(ft(q0, x)) if l = 0

renameTo
fs(q′

0)
ft(q′

0,i′
1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−→fs(q′
l
)
(m′(ft(q0, x))) if l > 0 ∧ k = 0

renameTo
fs(q′

k
)

ft(q′
k

,i′
k+1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−−−→fs(q′
l
)
(ft(q′

k, timerStartedAt (q′
0

i′
1...i′

k−−−−→))) if l > 0 ∧ k > 0

undefined if k = ⊥

(
(FS3) ∧
(FS4)

)



ft(q′
0, m(x)) if l = 0

renameTo
fs(q′

0)
ft(q′

0,i′
1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−→fs(q′
l
)
(ft(q′

0, m(x))) if l > 0 ∧ k = 0

renameTo
fs(q′

k
)

ft(q′
k

,i′
k+1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−−−→fs(q′
l
)
(ft(q′

k, timerStartedAt (q′
0

i′
1...i′

k−−−−→))) if l > 0 ∧ k > 0

undefined if k = ⊥

m′(ft(q0, x))
=

ft(q′
0, m(x))




ft(q′
0, m(x)) if l = 0

ft(q′
l, m(x)) if l > 0 ∧ k = 0

ft(q′
l, timerStartedAt (q′

0
i′

1...i′
k−−−−→)) if l > 0 ∧ k > 0

undefined if k = ⊥

(
(FS3) ∧
(FS4)

)



ft(q′
0, m(x)) if l = 0

ft(q′
l, m(x)) if l > 0 ∧ k = 0

ft(q′
l, mπ

π′(timerStartedAt (q0
i1...ik−−−−→))) if l > 0 ∧ k > 0

undefined if k = ⊥

(
The timer x was either already
active in q0, or it was started in π

)



ft(q′
0, m(x)) if l = 0

ft(q′
l, m(x)) if l > 0 ∧ k = 0

ft(q′
l, mπ

π′(x)) if l > 0 ∧ k > 0

undefined if k = ⊥

(
The timer x was either already
active in q0, or it was started in π

)


ft(q′

l, m(x)) if l = 0 ∨ k = 0

ft(q′
l, mπ

π′(x)) if l > 0 ∧ k > 0

undefined if k = ⊥

(l = 0⇒ k = 0)

ft(q′
l, mπ

π′(x)) if k ≥ 0

undefined if k = ⊥
(m ⊆ mπ

π′)
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where ft(qj−1, ij)′ = m′ρ
ρ′(ft(qj−1, ij), j − 1) for every j; and:

k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(ft(ql, x)) = lastStartedAtT

q0
i1...il−−−→ql

(x),

per (FGS5).

C.3.1 Proof of Lemma C.3.1
Proof. We can conclude that fs(q0) ̸= fs(q′

0) if fs(q0) # fs(q′
0). For fs(q0) # fs(q′

0) to be the case would mean
that for all maximal matchings m′ : fs(q0) ↔ fs(q′

0) : (fs(q0) #m′
fs(q′

0)). For all maximal m′ : fs(q0) ↔
fs(q′

0), there would have to exist an action sequence σ′ ∈ (AM)∗ such that σ′ ⊢ fs(q0) #m′
fs(q′

0). We will
show that q0 # q′

0 implies that for all maximal m′ : fs(q0)↔ fs(q′
0), there either exists an action sequence that

shows that fs(q0) #m′
fs(q′

0), or that fs(q0) ̸= fs(q′
0) follows directly from a structural apartness between q0

and q′
0.

The apartness q0 # q′
0 may hold as a consequence of either of the following two cases:

• (active sizes): then q0, q′
0 ∈ AT

M and |X T (q0)| ≠ |X T (q′
0)|. Then q0 ∈ AT

M implies that |X T (q0)| =
|XM(fs(q0))|, and q′

0 ∈ AT
M implies that |X T (q′

0)| = |XM(fs(q′
0))|. Therefore:

|XM(fs(q0))| = |X T (q0)| ≠ |X T (q′
0)| = |XM(fs(q′

0))|.

This then means that fs(q0) # fs(q′
0).

• (enabled sizes): then q0, q′
0 ∈ ET

M and |X T
0 (q0)| ≠ |X T

0 (q′
0)|. Then q0 ∈ ET

M implies that |X T
0 (q0)| =

|XM
0 (fs(q0))|, and q′

0 ∈ ET
M implies that |X T

0 (q′
0)| = |XM

0 (fs(q′
0))|. Therefore:

|XM
0 (fs(q0))| = |X T

0 (q0)| ≠ |X T
0 (q′

0)| = |XM
0 (fs(q′

0))|.

This then means that fs(q0) # fs(q′
0).

For the remainder of this proof, we will assume that neither of these conditions for apartness holds, since
otherwise there would be nothing more for us to show.
We know from q0, q′

0 ∈ AT
M that, since q0 # q′

0 is not a consequence of (active sizes): |X T (q0)| = |X T (q′
0)|.

Since q0, q′
0 ∈ AT

M, we know that |XM(fs(q0))| = |X T (q0)| = |X T (q′
0)| = |XM(fs(q′

0))|.
Let m′ : fs(q0) ↔ fs(q′

0) be an arbitrary maximal matching between fs(q0) and fs(q′
0). We define the

matching m : q0 ↔ q′
0:

m = {(x, y) ∈ X T (q0)×X T (q′
0) | (ft(x), ft(y)) ∈ m′}.

For all x ∈ X T (q0), condition (FMS1) implies that ft(x) ∈ XM(fs(q0)). Now, m′ being maximal implies that
since |XM(fs(q0))| = |XM(fs(q′

0))|, there is a timer z ∈ XM(fs(q′
0)): m′(ft(x)) = z. Since z ∈ XM(fs(q′

0)),
q′

0 ∈ AT
M and (FMS1), we know that there is a timer y ∈ X T (q′

0) such that ft(y) = z = m′(ft(x)).
So m′(ft(x)) = ft(y) = ft(m(x)), for all x ∈ X T (q0).
Partial function m needs to be injective to be a valid matching. We get from (FMS2) that if x ̸= x′,
then ft(x) ̸= ft(x′). We know from the fact that m′ is a matching that m′ is injective, which tells us
that m′(ft(x)) ̸= m′(ft(x′)). This tells us that ft(m(x)) ̸= ft(m(x′)), which tells us that m(x) ̸= m(x′).
Partial function m is therefore injective, which makes it a valid matching.

The apartness q0 # q′
0 implies that there exists an action sequence σ = i1 . . . in that is a witness

of q0 #m q′
0. Lemma 5.5.2 tells us that n never needs to exceed |QM|. We therefore assume that n ≤ |QM|.

We get the runs:

π = q0
i1−→ . . .

in/o−−−→
u

qn ∈ runs(T )

and:

π′ = q′
0

i′
1−→ . . .

i′
n/o′

−−−→
u′

q′
n ∈ runs(T )
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with mπ
π′ : π ↔ π′. We use ft to lift σ to M, which yields the action sequence σ′ = ft(i1) . . . ft(in). This

gives us the runs:

ρ = fs(q0) ft(i1)−−−→ . . .
ft(in)/o−−−−−→

ft(u)
fs(qn) ∈ runs(M),

and:

ρ′ = fs(q′
0) ft(i′

1)−−−→ . . .
ft(i′

n)/o′

−−−−−−→
ft(u′)

fs(q′
n) ∈ runs(M).

The runs ρ and ρ′ are matching under m′, since for all j ∈ {1, . . . , n}:

• If ft(ij) ∈ I, then ft(ij) = ij ∈ I. We then know from the definition of mπ
π′ that i′

j = mπ
π′(ij) = ij ∈ I.

Therefore:

ft(i′
j) = i′

j = ij = ft(ij),

as required.

• If ft(ij) = ft(to[x]) = to[ft(x)] for some ft(x) ∈ XM, then ij = to[x]. There are two possibilities
related to k = lastStartedAtM

fs(q0)
ft(i1)...ft(ij−1)
−−−−−−−−−−→fs(qj−1)

(ft(x)):

1. If k = 0, then ft(x) ∈ XM(fs(q0)). Therefore, since |X T (q0)| = |XM(fs(q0))|, we know that ∃y ∈
X T (q0) : ft(y) = ft(x). Condition (FMS2) tells us that y = x, which thus implies that x ∈ X T (q0).
The fact that π and π′ are matching for m now tells us that i′

j = to[m(x)]. Therefore:

ft(i′
j) = ft(to[m(x)]) = to[ft(m(x))] = to[m′(ft(x))].

Let k′ = lastStartedAtM

fs(q′
0)

ft(i′
1)...ft(i′

j−1)

−−−−−−−−−−→fs(q′
j−1)

(m′(ft(x))). The fact that k′ = 0 follows by

contradiction:
Suppose that k′ > 0. Then fs(q′

k′−1)
ft(i′

k′ )...(ft(i′
j)=ft(m(x)))

−−−−−−−−−−−−−−−−−→ fs(q′
j) is a spanning run. Then

(FMS5) tells us that since π′ ∈ runs(T ), q′
k′−1

i′
k′ ...i′

j−−−−→ q′
j is m(x)-spanning. We therefore know

from Lemma C.2.4 that qk′−1
ik′ ...ij−−−−→ qj is x-spanning. Lemma 5.3.1 now tells us that:

fs(qk′−1) ft(ik′ )...ft(ij)−−−−−−−−−→ fs(qj)

is spanning, where ij = to[x] tells us that ft(x) ∈ XM(fs(qj−1)). Therefore:

k = lastStartedAtM

fs(q0)
ft(i1)...ft(ij−1)
−−−−−−−−−−→fs(qj−1)

(ft(x)) = k′ > 0.

This contradicts k = 0. Hence, k′ = 0, as required.

2. If k > 0, then fs(qk−1) ft(ik)...ft(ij)−−−−−−−−→ fs(qj) is an ft(x)-spanning sub-run of ρ. Condition (FMS5)
then tells us that qk−1

ik...ij−−−−→ qj is an x-spanning sub-run of π. We know from Lemma C.2.1

that since π and π′ are matching under mπ
π′ , q′

k−1
i′

k...i′
j−−−−→ q′

j is an mπ
π′(x)-spanning sub-run of π′.

Lemma 5.3.1 tells us that therefore, fs(q′
k−1)

ft(i′
k)...ft(i′

j)
−−−−−−−−→ fs(q′

j) is a spanning sub-run of ρ′, as
required.

Since ρ and ρ′ are matching under m′, we can extend matching m′ to ρ and ρ′:

m′ρ
ρ′(x, l) =


m′(x) if l = 0 ∨ k = 0

π1(τM(fs(q′
k−1), ft(ik)′)) if l > 0 ∧ k > 0

undefined if k = ⊥
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where k = lastStartedAtM

fs(q0)
ft(i1)...ft(il)−−−−−−−−→fs(ql)

(x) and ft(ij)′ = m′ρ
ρ′(ft(ij), j−1) for every j. We simplify m′ρ

ρ′

for timers that are explicitly obtained by applying the timer map ft to timers from XT . The resulting
equation will help us in the proof’s final stage. We get:

m′ρ
ρ′(ft(x), l) =


m′(ft(x)) if l = 0 ∨ k = 0

π1(τM(fs(q′
k−1), ft(ik)′)) if l > 0 ∧ k > 0

undefined if k = ⊥

=


ft(m(x)) if l = 0 ∨ k = 0

ft(π1(τT (q′
k−1, i′

k))) if l > 0 ∧ k > 0

undefined if k = ⊥

(
m′(ft(x)) = ft(m(x))
∧ (FMS3)

)

=


ft(m(x)) if l = 0 ∨ k = 0

ft(mπ
π′(x)) if l > 0 ∧ k > 0

undefined if k = ⊥

(
The timer x was either already
active in q0, or it was started in π

)

=

ft(mπ
π′(x)) if k ∈ N

undefined if k = ⊥
(m ⊆ mπ

π′)

where ft(ij)′ = m′ρ
ρ′(ft(ij), j − 1) for every j; and:

k = lastStartedAtM

fs(q0)
ft(i1)...ft(il)−−−−−−−−→fs(ql)

(ft(x)) = lastStartedAtT

q0
i1...il−−−→ql

(x),

per (FMS5).
We now look into the conditions(s) that make σ ⊢ q0 #m q′

0. We show that either σ′ is a witness
of fs(q) #m′

fs(q′), or that mπ
π′ is invalid and can therefore not be relied upon to say that fs(q0) and fs(q′

0)
may be the same state of M:

• The apartness is structural, then we know that mπ
π′ is invalid in the sense that it matches observation

tree timers x and mπ
π′ that are started in different points along the same run, and that can therefore

not represent the same timer ofM. Matching m is therefore not a candidate for a matching for which
its existence shows that fs(q0) and fs(q′

0) may be the same state of M.

• (outputs): then o ̸= o′. Then (FMS3) and (FMS4) tell us that:

fs(qn−1) ft(in)/o−−−−−→ ∧ fs(q′
n−1) ft(i′

n)/o′

−−−−−−→ .

Since o ̸= o′, we have that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (constants): then u = (x, c), u′ = (x′, c′) and c ̸= c′. Then (FMS3) tells us that ft(u) = (ft(x), c)
and ft(u′) = (ft(x′), c′). Since c ̸= c′, we have that σ′ ⊢ fs(q0) #m′

fs(q′
0).

• (updating): then qn, q′
n ∈ AT

M and u = ⊥ ⇔ u′ ̸= ⊥. We perform a case distinction:

1. u = ⊥ ∧ u′ = (x′, c′), then (FMS3) tells us that ft(u′) = (ft(x′), c′) ̸= ⊥. The fact that qn ∈ AT
M

tells us that u = ⊥ implies that ft(u) = ⊥.
2. u = (x, c) ∧ u′ = ⊥, then (FMS3) tells us that ft(u) = (ft(x), c) ̸= ⊥. The fact that q′

n ∈ AT
M

tells us that u′ = ⊥ implies that ft(u′) = ⊥.

In both cases, σ′ ⊢ fs(q0) #m′
fs(q′

0).
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• (active sizes): then qn, q′
n ∈ AT

M and |X T (qn)| ̸= |X T (q′
n)|. Then qn ∈ AT

M implies that |X T (qn)| =
|XM(fs(qn))|, and q′

n ∈ AT
M implies that |X T (q′

n)| = |XM(fs(q′
n))|. Therefore:

|XM(fs(qn))| = |X T (qn)| ≠ |X T (q′
n)| = |XM(fs(q′

n))|.

This then means that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (enabled sizes): then qn, q′
n ∈ ET

M and |X T
0 (qn)| ̸= |X T

0 (q′
n)|. Then qn ∈ ET

M implies that |X T
0 (qn)| =

|XM
0 (fs(qn))|, and q′

n ∈ ET
M implies that |X T

0 (q′
n)| = |XM

0 (fs(q′
n))|. Therefore:

|XM
0 (fs(qn))| = |X T

0 (qn)| ≠ |X T
0 (q′

n)| = |XM
0 (fs(q′

n))|.

This then means that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (enabled): then, qn, q′
n ∈ ET

M and ∃x ∈ dom(mπ
π′) : (x ∈ X0(qn) ⇔ mπ

π′(x) ̸∈ X0(q′
n)). We thus know

that for such a timer x, either:

1. x ∈ X T
0 (qn) ∧mπ

π′(x) ̸∈ X0(q′
n), or

2. mπ
π′(x) ∈ X0(q′

n) ∧ x ̸∈ X T
0 (qn)

We perform a case distinction:

1. in the first case, (FMS3) and (FMS4) give us that x ∈ X T
0 (qn) implies that ft(x) ∈ XM

0 (fs(qn)).
Conditions (FMS3) and (FMS4) also imply that, since q′

n ∈ ET
M, mπ

π′(x) ̸∈ X0(q′
n) implies

that ft(mπ
π′(x)) ̸∈ X0(fs(q′

n)). Thus, since ft(mπ
π′(x)) = m′ρ

ρ′(ft(x), n), we get that m′ρ
ρ′(ft(x), n) ̸∈

X0(fs(q′
n)). This then implies that m′ρ

ρ′(ft(x), n)↓. We may thus conclude that in the first case,
∃ft(x) ∈ XM : (m′ρ

ρ′(ft(x), n)↓ ∧ (ft(x) ∈ XM
0 (fs(qn)) ∧m′ρ

ρ′(ft(x), n) ̸∈ X0(fs(q′
n)))).

2. in the second case, x ̸∈ X T
0 (qn) implies that ft(x) ̸∈ XM

0 (fs(qn)) due to qn ∈ ET
M, (FMS3) and

(FMS4). We have that mπ
π′(x) ∈ X0(q′

n) implies that ft(mπ
π′(x)) ∈ X0(fs(q′

n)), per (FMS3) and
(FMS4). Therefore, since ft(mπ

π′(x)) = m′ρ
ρ′(ft(x), n), we get that m′ρ

ρ′(ft(x), n) ∈ X0(fs(q′
n)).

This then implies that m′ρ
ρ′(ft(x), n)↓. We may thus conclude that in the second case, ∃ft(x) ∈

XM : (m′ρ
ρ′(ft(x), n)↓ ∧ (ft(x) ̸∈ XM

0 (fs(qn)) ∧m′ρ
ρ′(ft(x), n) ∈ X0(fs(q′

n)))).

Therefore, in all cases, ∃ft(x) ∈ XM : (m′ρ
ρ′(ft(x), n)↓ ∧ (ft(x) ∈ XM

0 (fs(qn)) ⇔ m′ρ
ρ′(ft(x), n) ̸∈

X0(fs(q′
n)))), which tells us that σ′ ⊢ fs(q0) #m′

fs(q′
0).

We may thus conclude that for all maximal matchings m′ : fs(q0) ↔ fs(q′
0), fs(q0) ̸= fs(q′

0) either follows
directly, or fs(q0) #m′

fs(q′
0). Therefore, fs(q0) ̸= fs(q′

0), as required.

C.3.2 Proof of Lemma C.3.2
Proof. We can conclude that fs(q0) ̸= fs(q′

0) if fs(q0) # fs(q′
0). For fs(q0) # fs(q′

0) to be the case would mean
that for all maximal matchings m′ : fs(q0) ↔ fs(q′

0) : (fs(q0) #m′
fs(q′

0)). For all maximal m′ : fs(q0) ↔
fs(q′

0), there would have to exist an action sequence σ′ ∈ (AM)∗ such that σ′ ⊢ fs(q0) #m′
fs(q′

0). We will
show that q0 # q′

0 implies that for all maximal m′ : fs(q0)↔ fs(q′
0), there either exists an action sequence that

shows that fs(q0) #m′
fs(q′

0), or that fs(q0) ̸= fs(q′
0) follows directly from a structural apartness between q0

and q′
0.

The apartness q0 # q′
0 may hold as a consequence of either of the following two cases:

• (active sizes): then q0, q′
0 ∈ AT

M and |X T (q0)| ≠ |X T (q′
0)|. Then q0 ∈ AT

M implies that |X T (q0)| =
|XM(fs(q0))|, and q′

0 ∈ AT
M implies that |X T (q′

0)| = |XM(fs(q′
0))|. Therefore:

|XM(fs(q0))| = |X T (q0)| ≠ |X T (q′
0)| = |XM(fs(q′

0))|.

This then means that fs(q0) # fs(q′
0).
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• (enabled sizes): then q0, q′
0 ∈ ET

M and |X T
0 (q0)| ≠ |X T

0 (q′
0)|. Then q0 ∈ ET

M implies that |X T
0 (q0)| =

|XM
0 (fs(q0))|, and q′

0 ∈ ET
M implies that |X T

0 (q′
0)| = |XM

0 (fs(q′
0))|. Therefore:

|XM
0 (fs(q0))| = |X T

0 (q0)| ≠ |X T
0 (q′

0)| = |XM
0 (fs(q′

0))|.

This then means that fs(q0) # fs(q′
0).

For the remainder of this proof, we will assume that neither of these conditions for apartness holds, since
otherwise there would be nothing more for us to show.
We know from q0, q′

0 ∈ AT
M that, since q0 # q′

0 is not a consequence of (active sizes): |X T (q0)| = |X T (q′
0)|.

Since q0, q′
0 ∈ AT

M, we know that |XM(fs(q0))| = |X T (q0)| = |X T (q′
0)| = |XM(fs(q′

0))|.
Let m′ : fs(q0) ↔ fs(q′

0) be an arbitrary maximal matching between fs(q0) and fs(q′
0). We define the

matching: m : q0 ↔ q′
0:

m = {(x, y) ∈ X T (q0)×X T (q′
0) | (ft(q0, x), ft(q′

0, y)) ∈ m′}.

For all x ∈ X T (q0), condition (FGS1) implies that ft(q0, x) ∈ XM(fs(q0)). Now, m′ being maximal implies
that since |XM(fs(q0))| = |XM(fs(q′

0))|, there is a timer z ∈ XM(fs(q′
0)): m′(ft(q0, x)) = z. Since z ∈

XM(fs(q′
0)), q′

0 ∈ AT
M and (FGS1), we know that there is a timer y ∈ X T (q′

0) such that ft(q′
0, y) = z =

m′(ft(q0, x)). So m′(ft(q0, x)) = ft(q′
0, y) = ft(q′

0, m(x)), for all x ∈ X T (q0).
Partial function m needs to be injective to be a valid matching. We get from (FGS2) that if x ̸= x′,
then ft(q0, x) ̸= ft(q0, x′). We know from the fact that m′ is a matching that m′ is injective, which
tells us that m′(ft(q0, x)) ̸= m′(ft(q0, x′)). This tells us that ft(q′

0, m(x)) ̸= ft(q′
0, m(x′)), which tells us

that m(x) ̸= m(x′). Partial function m is therefore injective, which makes it a valid matching.
The apartness q0 # q′

0 implies that there exists an action sequence σ = i1 . . . in ∈ (AT )∗ that is a witness
of q0 #m q′

0. Lemma 5.5.2 tells us that n never needs to exceed |QM|. We therefore assume that n ≤ |QM|.
We get the runs:

π = q0
i1−→ . . .

in/o−−−→
u

qn ∈ runs(T )

and:

π′ = q′
0

i′
1−→ . . .

i′
n/o′

−−−→
u′

q′
n ∈ runs(T ),

with mπ
π′ : π ↔ π′. We use ft to lift σ to M, which yields the action sequence σ′ = ft(q0, i1) . . . ft(qn−1, in).

This gives us the runs:

ρ = fs(q0) ft(q0,i1)−−−−−→ . . .
ft(qn−1,in)/o−−−−−−−−−→
ft(qn−1,qn,u)

fs(qn) ∈ runs(M),

and:

ρ′ = fs(q′
0) ft(q′

0,i′
1)−−−−−→ . . .

ft(q′
n−1,i′

n)/o′

−−−−−−−−−→
ft(q′

n−1,q′
n,u′)

fs(q′
n) ∈ runs(M).

The runs ρ and ρ′ are matching under m′, since for all j ∈ {1, . . . , n}:

• If ft(qj−1, ij) ∈ I, then ft(qj−1, ij) = ij ∈ I. We then know from the definition of mπ
π′ that i′

j =
mπ

π′(ij) = ij ∈ I. Therefore:

ft(q′
j−1, i′

j) = i′
j = ij = ft(qj−1, ij),

as required.

• If ft(qj−1, ij) = ft(qj−1, to[x]) = to[ft(qj−1, x)] for some ft(qj−1, x) ∈ XM, then ij = to[x]. There are
two possibilities related to k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)):
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1. If k = 0, then renamesToM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)) ∈ XM(fs(q0)). Therefore,

since |X T (q0)| = |XM(fs(q0))|, we know that:

∃y ∈ X T (q0) : ft(q0, y) = renamesToM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)) ∈ XM(fs(q0)).

Condition (FGS2) tells us that y = x, which thus implies that x ∈ X T (q0). The fact that π and π′

are matching for m now tells us that i′
j = to[m(x)]. Therefore:

ft(q′
j−1, i′

j) = ft(q′
j−1, to[m(x)])

= to[ft(q′
j−1, m(x))]

= to[renameToM

fs(q′
0)

ft(q′
0,i′

1)...ft(qj−2,i′
j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(ft(q′
0, m(x)))] (Lemma 5.3.3)

= to[renameToM

fs(q′
0)

ft(q′
0,i′

1)...ft(qj−2,i′
j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(m′(ft(q0, x)))]
(

m′(ft(q0, x)) =
ft(q′

0, m(x))

)
= to[renameToM

fs(q′
0)

ft(q′
0,i′

1)...ft(qj−2,i′
j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

( . . .

. . . m′(renamesToM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x))))]. (Lemma 5.3.4) ;

Let k′ = lastStartedAtM

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
j−2,i′

j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(m′(ft(q′
j−1, x))). The fact that k′ = 0

follows by contradiction:

Suppose that k′ > 0. Then fs(q′
k′−1)

ft(q′
k′−1,i′

k′ )...(ft(q′
j−1,i′

j)=ft(q′
j−1,m(x)))

−−−−−−−−−−−−−−−−−−−−−−−−−−−→ fs(q′
j) is a spanning

run. Then (FGS5) tells us that since π′ ∈ runs(T ), q′
k′−1

i′
k′ ...i′

j−−−−→ q′
j is m(x)-spanning. We

therefore know from Lemma C.2.4 that qk′−1
ik′ ...ij−−−−→ qj is x-spanning. Lemma 5.3.2 now tells us

that fs(qk′−1)
ft(qk′−1,ik′ )...ft(qj−1,ij)
−−−−−−−−−−−−−−−−→ fs(qj) is spanning, where ij = to[x] tells us that ft(qj−1, x) ∈

XM(fs(qj−1)). Therefore:

k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)) = k′ > 0.

This contradicts k = 0. Hence, k′ = 0, as required.

2. If k > 0, then fs(qk−1) ft(qk−1,ik)...ft(qj−1,ij)−−−−−−−−−−−−−−−→ fs(qj) is a spanning sub-run of ρ. Condition (FGS5)
then tells us that qk−1

ik...ij−−−−→ qj is an x-spanning sub-run of π. We know from Lemma C.2.1

that since π and π′ are matching under mπ
π′ , q′

k−1
i′

k...i′
j−−−−→ q′

j is an mπ
π′(x)-spanning sub-run of π′.

Lemma 5.3.2 tells us that therefore, fs(q′
k−1)

ft(i′
k)...ft(i′

j)
−−−−−−−−→ fs(q′

j) is a spanning sub-run of ρ′, as
required.

Since ρ and ρ′ are matching under m′, we can extend matching m′ to ρ and ρ′:

m′ρ
ρ′(x, l) =

m′(x) if l = 0

renameTo
fs(q′

0)
ft(q′

0,i′
1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−→fs(q′
l
)
(m′(renamesTo

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(x))) if l > 0 ∧ k = 0

renameTo
fs(q′

k
)

ft(q′
k

,i′
k+1)...ft(q′

l−1,i′
l

)

−−−−−−−−−−−−−−−→fs(q′
l
)
(timerStartedAt (fs(q′

0)
ft(q′

0,i′
1)...ft(q′

k−1,i′
k)

−−−−−−−−−−−−−−→)) if l > 0 ∧ k > 0

undefined if k = ⊥
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where k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(x), and ft(qj−1, ij)′ = m′ρ
ρ′(ft(qj−1, ij), j−1) for every j.

We simplify m′ρ
ρ′ for timers that are explicitly obtained by applying the timer map ft to timers from XT .

The resulting equation will help us in the proof’s final stage. We get from Lemma C.3.3 that since |fs(q0)| =
|fs(q′

0)|:

m′ρ
ρ′(ft(ql, x), l) =

ft(q′
l, mπ

π′(x)) if k ≥ 0

undefined if k = ⊥

where ft(qj−1, ij)′ = m′ρ
ρ′(ft(qj−1, ij), j − 1) for every j; and:

k = lastStartedAtM

fs(q0)
ft(q0,i1)...ft(ql−1,il)
−−−−−−−−−−−−−→fs(ql)

(ft(ql, x)) = lastStartedAtT

q0
i1...il−−−→ql

(x),

per (FGS5).
We now look into the conditions(s) that make σ ⊢ q0 #m q′

0. We show that either σ′ is a witness
of fs(q) #m′

fs(q′), or that mπ
π′ is invalid and can therefore not be relied upon to say that fs(q0) and fs(q′

0)
may be the same state of M:

• The apartness is structural, then we know that mπ
π′ is invalid in the sense that it matches observation

tree timers x and mπ
π′ that are started in different points along the same run, and that can therefore

not represent the same timer ofM. Matching m is therefore not a candidate for a matching for which
its existence shows that fs(q0) and fs(q′

0) may be the same state of M.

• (outputs): then o ̸= o′. Then (FGS3) and (FGS4) tell us that:

fs(qn−1) ft(qn−1,in)/o−−−−−−−−−→ ∧ fs(q′
n−1)

ft(q′
n−1,i′

n)/o′

−−−−−−−−−→ .

Since o ̸= o′, we have that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (constants): then u = (x, c), u′ = (x′, c′) and c ̸= c′. Then (FGS3) implies ft(qn−1, qn, u)(ft(qn, x)) = c
and ft(q′

n−1, q′
n, u′)(ft(q′

n, x′)) = c′. Since c ̸= c′, we have that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (updating): then qn, q′
n ∈ AT

M and u = ⊥ ⇔ u′ ̸= ⊥. We perform a case distinction:

1. u = ⊥ ∧ u′ = (x′, c′), then (FGS3) tells us that ft(q′
n−1, q′

n, u′)(ft(q′
n, x′)) = c′ ∈ N>0. The fact

that qn ∈ AT
M tells us that u = ⊥ implies that ¬∃x ∈ XM(qn) : ft(qn−1, qn, u)(ft(qn, x)) ∈ N>0.

2. u = (x, c) ∧ u′ = ⊥, then (FGS3) tells us that ft(qn−1, qn, u)(ft(qn, x)) = c ∈ N>0. The fact
that q′

n ∈ AT
M tells us that u′ = ⊥ implies that ¬∃x′ ∈ XM(q′

n) : ft(q′
n−1, q′

n, u′)(ft(q′
n, x′)) ∈ N>0.

In both cases, σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (active sizes): then qn, q′
n ∈ AT

M and |X T (qn)| ̸= |X T (q′
n)|. Then qn ∈ AT

M implies that |X T (qn)| =
|XM(fs(qn))|, and q′

n ∈ AT
M implies that |X T (q′

n)| = |XM(fs(q′
n))|. Therefore:

|XM(fs(qn))| = |X T (qn)| ≠ |X T (q′
n)| = |XM(fs(q′

n))|.

This then means that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (enabled sizes): then qn, q′
n ∈ ET

M and |X T
0 (qn)| ̸= |X T

0 (q′
n)|. Then qn ∈ ET

M implies that |X T
0 (qn)| =

|XM
0 (fs(qn))|, and q′

n ∈ ET
M implies that |X T

0 (q′
n)| = |XM

0 (fs(q′
n))|. Therefore:

|XM
0 (fs(qn))| = |X T

0 (qn)| ≠ |X T
0 (q′

n)| = |XM
0 (fs(q′

n))|.

This then means that σ′ ⊢ fs(q0) #m′
fs(q′

0).

• (enabled) then qn, q′
n ∈ ET

M and ∃x ∈ dom(mπ
π′) : (x ∈ X0(qn) ⇔ mπ

π′(x) ̸∈ X0(q′
n)). We thus know

that for such a timer x, either:
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1. x ∈ X T
0 (qn) ∧mπ

π′(x) ̸∈ X0(q′
n), or

2. mπ
π′(x) ∈ X0(q′

n) ∧ x ̸∈ X T
0 (qn)

We perform a case distinction:

1. in the first case, (FGS3) and (FGS4) give us that x ∈ X T
0 (qn) implies that ft(qn, x) ∈ XM

0 (fs(qn)).
Conditions (FGS3) and (FGS4) also imply that, since q′

n ∈ ET
M, mπ

π′(x) ̸∈ X0(q′
n) implies

that ft(q′
n, mπ

π′(x)) ̸∈ X0(fs(q′
n)). Therefore, since ft(q′

n, mπ
π′(x)) = m′ρ

ρ′(ft(qn, x), n), we get
that m′ρ

ρ′(ft(qn, x), n) ̸∈ X0(fs(q′
n)). This then implies that m′ρ

ρ′(ft(qn, x), n)↓. We may thus con-
clude that in the first case, ∃ft(qn, x) ∈ XM : (m′ρ

ρ′(ft(qn, x), n)↓ ∧ (ft(qn, x) ∈ XM
0 (fs(qn)) ∧

m′ρ
ρ′(ft(qn, x), n) ̸∈ X0(fs(q′

n)))).
2. in the second case, x ̸∈ X T

0 (qn) implies that ft(qn, x) ̸∈ XM
0 (fs(qn)) due to qn ∈ ET

M, (FGS3) and
(FGS4). We have that mπ

π′(x) ∈ X0(q′
n) implies that ft(q′

n, mπ
π′(x)) ∈ X0(fs(q′

n)), per (FGS3)
and (FGS4). Therefore, since ft(q′

n, mπ
π′(x)) = m′ρ

ρ′(ft(qn, x), n), we get that m′ρ
ρ′(ft(qn, x), n) ∈

X0(fs(q′
n)). This then implies that m′ρ

ρ′(ft(qn, x), n)↓. We may thus conclude that in the sec-
ond case, ∃ft(qn, x) ∈ XM : (m′ρ

ρ′(ft(qn, x), n)↓ ∧ (ft(qn, x) ̸∈ XM
0 (fs(qn)) ∧m′ρ

ρ′(ft(qn, x), n) ∈
X0(fs(q′

n)))).

Therefore, in all cases:

∃ft(qn, x) ∈ XM : (m′ρ
ρ′(ft(qn, x), n)↓∧ (ft(qn, x) ∈ XM

0 (fs(qn))⇔ m′ρ
ρ′(ft(qn, x), n) ̸∈ X0(fs(q′

n)))),

which tells us that σ′ ⊢ fs(q0) #m′
fs(q′

0).

We may thus conclude that for all maximal matchings m′ : fs(q0) ↔ fs(q′
0), fs(q0) ̸= fs(q′

0) either follows
directly, or fs(q0) #m′

fs(q′
0). Therefore, fs(q0) ̸= fs(q′

0), as required.

C.4 Properties and Proofs for the Algorithm for Making MMTs
t-Observable

This appendix contains many of the properties and proofs for the properties of Section 5.2.
We use the following auxiliary lemmas:

Lemma C.4.1. Algorithm 8’s state map f : P N → QM is bijective.

Proof. On Line 9, Algorithm 8 mapsN ’s initial state pN
I toM’s initial state qI . On lines 10 through 14, every

state q ∈ QM is mapped to by a fresh state p that is added to N ’s state set P N . The state sets QM and P N

remain untouched after Line 14. State map f is therefore a bijection between QM and P N , from Line 14
onwards.

We can also see that state map f preserves initial states:

Lemma C.4.2. Let M be an MMT. Then Algorithm 8 yields for M an MMT N such that, for its state
map f : QM → P N :

f(pN
I ) = qI .

Proof. This follows directly from Line 9 of Algorithm 8.

Figure C.1 shows a diagram that illustrates the correspondence between the transitions of the MMTs
that are passed to Algorithm 8, and those from the MMTs that are returned by Algorithm 8 (apart from
the timer updates). We can prove that this diagram commutes:

Lemma C.4.3. The diagram of Figure C.1 is commutative. Formally, this means that for any MMT M,
Algorithm 8 yields an MMT N such that, for its state map f : P N → QM:

∀p, p′ ∈ P N , i ∈ AN , o ∈ ON : p
i/o−−→ p′ ⇐⇒ f(p) i/o−−→ f(p′).
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p p′

f(p) f(p′)

i/o

f f

i/o

Figure C.1: A commutative diagram for the state map f : P N → QM used by Algorithm 8. See Lemma C.4.3
for a proof of commutativity.

The proof of Lemma C.4.3 can be found in Appendix C.4.1. Intuitively, f preserves the transition
structure. Since f also preserves the initial states per Lemma C.4.2, we can prove that the MMTs passed
to and returned by Algorithm 8 accept the exact same action sequences. We also prove that, for all action
sequences, both MMTs yield the same outputs and their states are always matched by f :

Lemma C.4.4. Let M be an MMT. Then Algorithm 8 yields for M an MMT N such that, for its state
map f : QM → P N :

∀σ ∈ (AN )∗ :
δN ∗(pN

I , σ)↓ ⇔ δM∗(qI , σ)↓ ∧
λN ∗(pN

I , σ) = λM∗(qI , σ) ∧
(δN ∗(pN

I , σ)↓ ⇒ f(δN ∗(pN
I , σ)) = δM∗(qI , σ)).

The proof of Lemma C.4.4 can be found in Appendix C.4.2.

Lemma C.4.5. Let M be an MMT. Then Algorithm 8 yields for M an MMT N such that, for its state
map f : QM → P N :

∀p ∈ P N , x ∈ XN : x ∈ XN (p) =⇒ x ∈ XM(f(p)).

Proof. There are two locations in which Algorithm 8 marks timers x as active in states p of N :

• In the first, it adds timer x to XN (p) iff f(p) has a timeout for x. Therefore, Rule 4.5 and Rule 4.6
imply that x ∈ XM(f(p)).

• In the second, it performs a backwards breadth-first-search on N , in which it only marks timers x as
active in states p when x ∈ XM(f(p)).

The property therefore holds.

Lemma C.4.6. LetM be an MMT, and let S be the set of state-timer pairs used in Algorithm 8. If (p, x) ∈
S, then for all x-spanning runs ρ = f(pn) in−→

u′
f(pn−1) . . .

i1−→ f(p) i−→ f(p′) ∈ runs(M), the loop of lines 27

through 49 ensures that π = pn
in−−→
un

pn−1 . . .
i1−→
u1

p
i−→ p′ ∈ runs(N ) is x-spanning as well.

The proof of Lemma C.4.6 can be found in Appendix C.4.3.

Lemma C.4.7. LetM be an MMT. The loop of lines 27 through 49 of Algorithm 8 only marks x as active
in state p ∈ P N if there is an x-spanning run π ∈ runs(N ) that traverses p.

Proof. The loop of lines 27 through 49 only marks timers x as active in states p0 ∈ P N on Line 41. To
reach Line 41 for x and p0, there must be a (pn, x) ∈ S with the same timer x. The loop performs a
backwards breadth-first-search through N ’s transition structure. It would only reach p with a run π = p

i1−→
u1

q1 . . .
in−−→
un

pn ∈ runs(N ) if:

∀l ∈ {1, . . . , n} : u1 ̸= (x, c) ∧ x ∈ XM(f(ql)),
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and x ∈ XM(f(q)). The procedure then also marks x as active in all states along π. Let π′ = f(p) i1−→
f(p1) . . .

in−→ f(pn) ∈ runs(M). Timer x being active in f(ql) implies that there is a run ρ ∈ runs(M)
that (re)starts x, and which terminates in f(ql). Therefore, ρ · π′ ∈ runs(M) is an x-spanning run. Thus,
Lemma C.4.6 tells us that the run in T for which mapping all states with f results in the run ρ · π′ is x-
spanning. This run traverses p, as required.

Lemma C.4.8. Let M be a complete MMT. Then Algorithm 8 makes it so that:

∀x ∈ XN , k ∈ {1, . . . , n− 1}, j ∈ {2, n} :

pk−1
ik−−−→

(x,c)
qk

ik+1...ij−−−−−→ pj is x-spanning ⇐⇒ f(pk−1) ik−−−→
(x,c)

f(qk) ik+1...ij−−−−−→ f(pj) is x-spanning.

The proof of Lemma C.4.8 can be found in Appendix C.4.4.

Lemma C.4.9. Let M be a complete MMT. Then Algorithm 8 makes it so that:

∀p ∈ P N , x ∈ XN : x ∈ XN (p) =⇒ (∃π ∈ runs(N ) : π is x-spanning ∧ π traverses p).

Proof. Let p ∈ P N and x ∈ XN . Suppose that x ∈ XN (p). There are two locations in which Algorithm 8
could have made x active in p:

1. In the first location, on Line 22, Algorithm 8 would add x to XN (p) iff it previously added a timeout
transition for x from p on Line 18. The algorithm would only do so if f(p) to[x]−−−→ ∈ runs(M). Therefore,
we know that there is an x-spanning run f(qk−1) ik...ij−1−−−−−→ f(p) to[x]−−−→ f(pj) ∈ runs(M). Lemma C.4.8
now tells us that qk−1

ik...ij−1−−−−−→ p
to[x]−−−→ pj ∈ runs(N ) is an x-spanning run as well. This means that

in the first case, there is indeed a run π ∈ runs(N ) that is both x-spanning, and that traverses p as
required.

2. The second location is the loop of lines 27 through 49. Lemma C.4.7 tells us that here, timers x are
only ever marked as active in states p ∈ P N if N has an x-spanning run that traverses p, as required.

C.4.1 Proof of Lemma C.4.3
Proof. We know from Lemma C.4.1 that f is a bijection between P N and QM. We know from lines 16
through 26 that, for all p ∈ P N and all i ∈ I ∪ {to[x] ∈ TO(XM) | δM(f(p), to[x])↓}:

• p′ = δN (p, i) := f−1(δM(f(p), i)), and

• o = λN (p, i) := λM(f(p), i).

This implies that:

∀p, p′ ∈ P N , i ∈ AN , o ∈ ON : f(p) i/o−−→ f(p′) =⇒ p
i/o−−→ p′.

Since lines 16 through 26 is the only place where Algorithm 8 adds transitions to N , we know that:

∀p, p′ ∈ P N , i ∈ AN , o ∈ ON : p
i/o−−→ p′ =⇒ f(p) i/o−−→ f(p′).

Therefore:

∀p, p′ ∈ P N , i ∈ AN , o ∈ ON : p
i/o−−→ p′ ⇐⇒ f(p) i/o−−→ f(p′),

as required.
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C.4.2 Proof of Lemma C.4.4
Proof. We use an induction on σ ∈ (AN )∗ to obtain the property:

• Base case: if σ = ϵ, then δN ∗(pN
I , σ) = pN

I and δM∗(qI , σ) = qI . Therefore:

– δN ∗(pN
I , σ)↓ ⇔ δM∗(qI , σ)↓,

– λN ∗(pN
I , σ) = ϵ = λM∗(qI , σ), and

– Since δN ∗(pN
I , σ) = pN

I and δM∗(qI , σ) = qI , Lemma C.4.2 tells us that:

f(δN ∗(pN
I , σ)) = f(pN

I ) = qI = δM∗(qI , σ),

as required.

• Inductive step case: if σ = ρ i for some ρ ∈ (AN )∗ and i ∈ AN . We use the induction hypothesis:

δN ∗(pN
I , ρ)↓ ⇔ δM∗(qI , ρ)↓ ∧

λN ∗(pN
I , ρ) = λM∗(qI , ρ) ∧

(δN ∗(pN
I , ρ)↓ ⇒ f(δN ∗(pN

I , ρ)) = δM∗(qI , ρ)).

We perform a case distinction on whether δN ∗(pN
I , ρ)↓:

– If δN ∗(pN
I , ρ)↓, then the induction hypothesis tells us that δM∗(qI , ρ)↓. Let p = δN ∗(pN

I , ρ) and
let q = δM∗(qI , ρ). The induction hypothesis tells us that f(p) = q. Lemma C.4.3 tells us that
therefore:

δN ∗(pN
I , ρ i)↓ ⇐⇒ δN (p, i)↓ ⇐⇒ δM(f(p), i)↓ ⇐⇒ δM∗(qI , ρ i)↓,

as required.
– If δN ∗(pN

I , ρ)↑, then the induction hypothesis tells us that δM∗(qI , ρ)↑. Undefined transition
sequences cannot become defined when they are extended with additional transitions. We thus
know that:

δN ∗(pN
I , ρ)↑ =⇒ δN ∗(pN

I , ρ i)↑,

and that:

δM∗(qI , ρ)↑ =⇒ δM∗(qI , ρ i)↑.

We see that δN ∗(pN
I , ρ i)↓ ⇐⇒ δM∗(qI , ρ i)↓, as required. If δN ∗(pN

I , ρ i)↑ and δM∗(qI , ρ i)↑,
then there is nothing more for us to show for this inductive step case. We will therefore assume
that δN ∗(pN

I , ρ i)↓ and δM∗(qI , ρ i)↓ in the remainder of the step case. The induction hypothesis tells
us that therefore, f(δN ∗(pN

I , ρ)) = δM∗(qI , ρ). Let p = δN ∗(pN
I , ρ), and let q = δM∗(qI , ρ). We thus

know that f(p) = q. Therefore, we know from Lemma C.4.3 that:

– the outputs are equal:

λN ∗(pN
I , ρ i) = λN (p, i)

= λM(f(p), i) (Lemma C.4.3)
= λM(q, i) = λM∗(qI , ρ i),

as required.
– the f -mapping is preserved:

f(δN ∗(pN
I , ρ i)) = f(δN (p, i))

= δM(f(p), i) (Lemma C.4.3)
= δM(q, i) = δM∗(qI , ρ i),

as required.
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We thus see that:

δN ∗(pN
I , ρ i)↓ ⇔ δM∗(qI , ρ i)↓ ∧

λN ∗(pN
I , ρ i) = λM∗(qI , ρ i) ∧

(δN ∗(pN
I , ρ i)↓ ⇒ f(δN ∗(pN

I , ρ i)) = δM∗(qI , ρ i)).

as required.

We have thus shown by induction on the input sequence that the property indeed holds.

C.4.3 Proof of Lemma C.4.6
Proof. For each (p, x) ∈ S, lines 27 through 49 perform a backwards breadth-first-search through N ’s
transition structure that starts from p. Let ρ = f(pn) in−→

u
f(pn−1) . . .

i1−→ f(p) i−→ f(p′) ∈ runs(M) be an x-
spanning run, and let σ = i1 . . . ik be the inverse of a suffix of the action sequence in . . . i1 that labels the
transitions of ρ. Set E is initialized as {p}. We perform an induction on the content of the first-in-first-out
queue R, which is initialized as R = [p]:

• Base case: R = [p]. The search performs certain checks for all pa ∈ P , ia ∈ I ∪ TO(XN ) for
which δN (pa, ia) = p. This includes the case in which pa = p1 and ia = i1, which is the only rel-
evant case for this proof. So suppose that ia = i1 and pa = p1. Since ρ is x-spanning, τM(f(p1), i1) =
(y, c) ⇒ y ̸= x. Since ρ is x-spanning and ρ traverses f(p1), x ∈ XM(f(p1)). Since E = {p}, p1 ̸∈ E.
Therefore, x is marked as active in p1, p1 is appended to R, and p1 is added to E. Timer update u1
wasn’t changed from ⊥, as required.

• Inductive step case: pk+1 = R.dequeue() with k ∈ {1, . . . , n− 1}. We use the induction hypothesis:

– ∀l ∈ {1, . . . , k} : x ∈ XN (pl) ∧ x ∈ XM(f(pl)),

– ∀l ∈ {1, . . . , k} : ul = (y, c) =⇒ y ̸= x, and

– ∀l ∈ {1, . . . , k} : pl ∈ E.

– ∀l ∈ {1, . . . , k} : pl ∈ E =⇒ x ∈ XN (pl) ∧ x ∈ XM(f(pl)) ∧ ul = (y, c) =⇒ y ̸= x.

– ∀l ∈ {1, . . . , k} : pl ∈ R ∨ pl ∈ E.

Then the search performs certain checks for all pa ∈ P , ia ∈ I ∪ TO(XN ) for which δN (pa, ia) = pk.
Since pk is a state along π, this includes the case in which pa = pk+1 and ia = ik+1, which is the only
relevant case for this proof. So suppose that ia = ik+1 and pa = pk+1. Then:

– if k + 1 = n, then since ρ is x-spanning, τM(f(pk+1), ik+1) = (x, c), for some c ∈ N>0. The
procedure then marks u = τN (pn, in) = (x, c), which then makes π an x-spanning run per the
induction hypothesis.

– if k+1 < n, then since ρ is x-spanning, τM(f(pk+1), ik+1) = (y, c)⇒ y ̸= x. Since ρ is x-spanning
and ρ traverses f(pk+1), x ∈ XM(f(pk+1)). Therefore:

∗ if pk+1 ̸∈ E, then x is marked as active in pk+1. State pk+1 is appended to R, and added
to E. Timer update uk+1 wasn’t changed from ⊥, as required.

∗ if pk+1 ∈ E, then the induction hypothesis tells us that x ∈ X T (pk+1), uk+1 = (y, c)⇒ y ̸= x
and pk+1 ∈ E, as required.

We have shown by induction on R that u = (x, c), and that ∀l ∈ {1, . . . , n} : x ∈ X T (pl). The fact that π
is x-spanning now follows from the facts that i = to[x], and that since (p, x) ∈ S, x was added to X T (p)
on Line 22.
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C.4.4 Proof of Lemma C.4.8

Proof. We know from Lemma C.4.3 that pj−1
to[x]−−−→ ∈ runs(N ) iff f(pj−1) to[x]−−−→ ∈ runs(M). Therefore, if

either:

• π = pk−1
ik...ij−−−−→ pj ∈ runs(N ) is an x-spanning run, or:

• π′ = f(pk−1) ik...ij−−−−→ f(pj) is an x-spanning run,

then we know that pj−1
to[x]−−−→ ∈ runs(N ) and f(pj−1) to[x]−−−→ ∈ runs(M), and that:

∀l ∈ {k, . . . , j − 2} : pl
to[x]−−−→ ̸∈ runs(N ) ∧ f(pl)

to[x]−−−→ ̸∈ runs(M).

Algorithm 8 only adds timeout actions to N on Line 18. The fact that pj−1
to[x]−−−→ ∈ runs(N ) therefore

implies that this timeout was added on Line 18, which implies that (pj−1, x) was added to S on Line 23.
In order to prove the lemma, we will show that if either π or π′ is x-spanning, then:

pk−1
ik−−−→

(x,c)
pk, f(pk−1) ik−−−→

(x,c)
f(pk),

and:

∀l ∈ {k, . . . , j − 1} : x ∈ XN (ql) ∧ x ∈ XM(f(ql)),

which would mean that π and π′ are both x-spanning. We use the following case distinction:

• If π = pk−1
ik−→
u

qk
ik+1...ij−−−−−→ pj is an x-spanning run, then the update u = (x, c) that starts this spanning

must have been added on Line 37, as that is the only place where Algorithm 8 adds timer updates
to N . Algorithm 8 only adds timer updates when they also exist in the corresponding transitions
of M. We thus know that f(pk−1) ik−−−→

(x,c)
f(qk) ∈ runs(M).

The fact that π is an x-spanning run implies that:

∀l ∈ {k, . . . , j − 1} : x ∈ XN (ql).

Lemma C.4.5 now tells us that:

∀l ∈ {k, . . . , j − 1} : x ∈ XM(f(ql)).

We thus know that f(pk−1) ik...ij−−−−→ f(pj) is an x-spanning run, as required.

• In the second case, π′ = f(pk−1) ik−→
u

f(qk) ik+1...ij−−−−−→ f(pj) is an x-spanning run. We already established
that (pj−1, x) ∈ S. The loop of lines 27 through 49 is therefore run for (pj−1, x) ∈ S. Lemma C.4.6
now tells us that since π′ is an x-spanning run of M, the loop of lines 27 through 49 will ensure
that pk−1

ik−→
u

qk
ik+1...ij−−−−−→ pj is x-spanning as well, as required.

The property therefore holds.

C.4.5 Proof of Theorem 5.2.1
Proof. Algorithm 8 always returns a tuple with the structure of an MMT. It remains for us to show that
these MMTs are always valid. We discuss each of the six rules for valid MMTs:

• We use a proof by contradiction to show that Rule 4.1 holds for N : Assume that XN (pN
I ) ̸= ∅. This

then implies that ∃x ∈ XN : x ∈ XN (pN
I ). Lemma C.4.5 tells us that therefore, x ∈ XM(f(pN

I )).
Lemma C.4.2 now tells us that x ∈ XM(qI). Since M is valid, x ∈ XM(qI) contradicts Rule 4.1.
Therefore, XN (pN

I ) = ∅, as required.
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• Rule 4.2 holds for N , since in the only location in which outputs and transitions for states of N and
actions are set, they are both set for the same states and actions.

• Suppose that p
i−→
⊥

p′. Rule 4.3 then holds for N , since Lemma C.4.9 tells us that a timer x is only
active in a state p if N has an x-spanning run that traverses p. This implies that for x to be active
in p′, but not in p could only happen if the i-transition starts x. So in this case, in which no timers are
started in the transition, timer x is never active in p′ if it is not active in p, and so the property holds.

• Suppose that p
i−−−→

(x,c)
p′. Rule 4.4 then holds for N , since the only location at which Algorithm 8 adds

timer updates for timers x to transitions is in the final loop of lines 27 through 49, in which it performs
a backwards breadth-first-search that marks x as active in all states that it encounters, until it finds a
previous transition that (re)starts x. We thus know that x is active in p′.
Lemma C.4.9 tells us that timers y are only active in p′ if N has a y-spanning run that traverses p′.
The i-transition cannot (re)start timer y, since it already (re)starts x. Therefore, y can only be active
in p′ if the y-spanning traverses p as well, and y ∈ XN (p). Therefore, XN (p′) \ {x} ⊆ XN (p), as
required.

• Suppose that p
to[x]−−−→

⊥
p′. The:

– left-hand-side of the conjunction of Rule 4.5 holds, because in the first location in which Algo-
rithm 8 makes timers active, it makes timers x active in states p iff it adds a timeout transition
for x from p.

– right-hand-side of the conjunction of Rule 4.5 follows from an argument by contradiction: Assume
that x ∈ XN (p′). There are two locations in which Algorithm 8 could have marked x as active
in p′:

∗ In the first, it would only mark x as active in p′ if it also adds a timeout transition for x

from p′. The algorithm only adds such a transition if f(p′) to[x]−−−→ ∈ runs(M). Since M is
valid, f(p′) to[x]−−−→ ∈ runs(M) would only hold if x ∈ XM(f(p′)), per Rule 4.5 and Rule 4.6.
Lemma C.4.3 tells us that f(p) to[x]−−−→ f(p′). Therefore, Rule 4.5 and Rule 4.6 tell us that
since x ∈ XM(f(p′)), f(p) to[x]−−−→

(x,c)
f(p′). Algorithm 8 would add a timer update for x to

the p
to[x]−−−→ p′-transition. This leads to a contradiction, since p

to[x]−−−→
⊥

p′.

∗ In the second, it would mark x as active in p′ iffM has an x-spanning run that traverses f(p′).
Since M is valid, we know from Rule 4.5 and Rule 4.6 that this is only the case if the
transition’s counterpart in M starts timer x, i.e. if f(p) to[x]−−−→

(x,c)
f(p′). Algorithm 8 would add

a timer update for x to the p
to[x]−−−→ p′-transition. This leads to a contradiction, since p

to[x]−−−→
⊥

p′.

We can thus conclude that x ̸∈ XN (p′), as required.

We can thus conclude that Rule 4.5 holds for N .

• Suppose that p
to[x]−−−→
(y,c)

p′. The:

– left-hand-side of the conjunction of Rule 4.6 holds, because in the first location in which Algo-
rithm 8 makes timers active, it makes timers x active in states p iff it adds a timeout transition
for x from p.

– right-hand-side of the conjunction of Rule 4.6 holds, because Algorithm 8 only adds a timer update
for a timer y in this to[x]-transition if its counterpart transition f(p) to[x]−−−→

(x,y)
f(p′) in N has a timer

update for y as well. Since M is valid, we know from Rule 4.6 that y = x, as required.
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We can thus conclude that Rule 4.6 holds for N .

We can thus conclude that Algorithm 8 always returns valid MMTs when it is given valid MMTs.

C.4.6 Proof of Theorem 5.2.3
The proof of Theorem 5.2.3 relies on the following auxiliary lemmas:

Lemma C.4.10. Let M be an MMT, and let N be the MMT that Algorithm 8 returns when it is called
on M. Then:

AN = {i ∈ AM | ∃q ∈ QM : q
i−→ ∈ runs(M)}.

Proof. We can see on Line 5 of Algorithm 8 that IN = IM. All that remains for us to prove is that:

∀x ∈ XM : (∃q : q
to[x]−−−→ ∈ runs(M)) =⇒ x ∈ XN . (C.1)

The loop of lines 16 through 26 iterates over each of M’s state-action pairs. For each of them, it checks
whether the action is a timeout, upon which it adds the timeout’s timer to XN on Line 21. The condition
of Equation (C.1) therefore holds.

Lemma C.4.11. Let M be an MMT, and let N be the MMT that Algorithm 8 returns when it is called
on M. Then:

∀q ∈ QM, σ ∈ (AM)∗ : q
σ−→ ∈ runs(M) =⇒ σ ∈ (AN )∗.

Proof. Let q ∈ QM, and let σ = i1 . . . in ∈ (AM)∗. Suppose q
σ−→ ∈ runs(M). Then Lemma C.4.10 implies

that:

{i1, . . . , in} ⊆ AN .

This implies that σ ∈ (AN )∗, as required.

The proof of Theorem 5.2.3 is given by:

Proof. Since M is connected:

∀q ∈ QM : ∃σ ∈ (AM)∗ : qI
σ−→ q ∈ runs(M).

Thus, by Lemma C.4.11:

∀q ∈ QM : ∃σ ∈ (AN )∗ : qI
σ−→ q ∈ runs(M).

Since f is bijective per Lemma C.4.1:

∀p ∈ P N : ∃q ∈ QM : f(p) = q ∧ (∃σ ∈ (AN )∗ : qI
σ−→ q ∈ runs(M)).

By Lemma C.4.4:

∀p ∈ P N :
∃q ∈ QM : f(p) = q ∧ (∃σ ∈ (AN )∗ : qI

σ−→ q ∈ runs(M) ∧ (∃p′ : pN
I

σ−→ p′ ∈ runs(N ))).
(C.2)

In Equation (C.2), qI
σ−→ ∈ runs(M) implies that δM∗(qI , σ)↓. Thus, by Lemma C.4.4, f(p′) = q. Since f

is injective per Lemma C.4.1, p′ = p. We get:

∀p ∈ P N : ∃q ∈ QM : f(p) = q ∧ (∃σ ∈ (AN )∗ : qI
σ−→ q ∈ runs(M) ∧ pN

I
σ−→ p ∈ runs(N )).

Therefore:

∀p ∈ P N : ∃σ ∈ (AN )∗ : pN
I

σ−→ p ∈ runs(N ),

as required.
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C.4.7 Proof of Theorem 5.2.4
Proof. We prove that each of the three conditions holds:

1. The fact that M is s-learnable implies that all runs of M are feasible. Theorem 5.2.2 tells us
that N ≈sym M. Bruyère et al. [2024] has proven that therefore, N and M satisfy their notion
of timed equivalence. What exactly it means for N andM to be timed equivalent is irrelevant to this
proof. What does matter is that since N and M are timed equivalent, they accept the exact same
timed input words, which implies that thus that the same runs are feasible in both of them. Since N
has the same transition structure as M, including all timer updates that start spanning runs, this
implies that since all runs of M are feasible, all runs of N are feasible as well.

2. Lemma C.4.9 tells us that:

∀x ∈ XN , p ∈ P N : x ∈ XN (p) ⇐⇒ there is an x-spanning run that traverses p,

as required.

3. Let p ∈ P N , and let x ∈ XN . By Theorem 5.2.3, there exists an action sequence σ ∈ (AN )∗, such
that δN ∗(pN

I , σ) = p. Lemma C.4.4 tells us that δM(qI , σ)↓, and that δM(qI , σ) = f(δN ∗(pN
I , σ)).

Let q = δM(qI , σ). We can see that f(p) = q. Lemma C.4.3 tells us that therefore:

∀x ∈ XN : δN (p, to[x])↓ ⇐⇒ δM(q, to[x])↓.

Since M is s-learnable, it is complete, which implies that:

∀q ∈ QM, x ∈ XM : x ∈ XM
0 (q) ⇐⇒ δM(q, to[x])↓.

We thus know that:

∀p ∈ P N , x ∈ XN : x ∈ XM
0 (q) ⇐⇒ δN (p, to[x])↓. (C.3)

Lemma C.4.8 tells us that in the runs π = pN
I

σ−→ p ∈ runs(N ) and π′ = qI
σ−→ q ∈ runs(M), π

has timer update (x, c) at index i iff π′ has timer update (x, c) at index i. Since both runs also have
identical timeouts at the same indices, we know that:

∀q ∈ QM, x ∈ XM : x ̸∈ XM
0 (q) =⇒ x ̸∈ XN

0 (p),

and that:

∀x ∈ XM
0 (q) : x ∈ XN (p) =⇒ x ∈ XN

0 (p).

We can also see that:

∀q ∈ QM, x ∈ XM : x ∈ XM
0 (q)

=⇒ δM(q, to[x])↓
=⇒ δN (p, to[x])↓
=⇒ x ∈ XN (p). (Rule 4.5 and Rule 4.6) .

Therefore:

∀q ∈ QM, x ∈ XM : x ∈ XM
0 (q) =⇒ x ∈ XN

0 (p),

We can thus conclude that:

∀q ∈ QM, x ∈ XM : x ∈ XM
0 (q) ⇐⇒ x ∈ XN

0 (p).

Equation (C.3) now tells us that:

∀p ∈ P N , x ∈ XN : x ∈ XN
0 (p) ⇐⇒ δN (p, to[x])↓,

as required.
Since all three conditions hold, N is t-observable.
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C.4.8 Proof of Theorem 5.2.5
The proof of Theorem 5.2.5 is given by:

Proof. Theorem 5.2.4 tells us that since M is s-learnable, N is t-observable. This implies that:

∀p ∈ P N , x ∈ XN : x ∈ XN
0 (p) ⇐⇒ δN (p, to[x])↓.

All that remains for us to prove is that:

∀p ∈ P N , i ∈ IN : p
i−→ ∈ runs(N ). (C.4)

Since M is s-learnable, it is complete. Therefore:

∀q ∈ QM, i ∈ IM : q
i−→ ∈ runs(M).

Therefore, since f is bijective per Lemma C.4.1:

∀p ∈ P N , i ∈ IM : ∃q ∈ QM : q
i−→ ∈ runs(M) ∧ f(p) = q.

This implies that:

∀p ∈ P N , i ∈ IM : f(p) i−→ ∈ runs(M).

By Lemma C.4.10:

∀p ∈ P N , i ∈ IN : f(p) i−→ ∈ runs(M).

Lemma C.4.3 now tells us that:

∀p ∈ P N , i ∈ IN : p
i−→ ∈ runs(N ).

This was the property from Equation (C.4) that we needed to prove. So we are done.

C.5 (g)MMT Bisimulations
In this appendix, we introduce bisimulations between t-observablegMMTs and t-observable MMTs. We use
these bisimulations to prove the correctness of the MMT testing procedure that we introduce in Chapter 5.
The current section provides lemmas that we use for this proof, which can be found in Appendix C.6.1.

LetM be a t-observable gMMT, and let N be a t-observable MMT. This notion of bisimulation matches
states q ∈ QM with states p ∈ P N , along with a timer mapping µ : (XM(q)→ XN (p)) that relates q and p’s
active timers based on the points along the runs at which they were last (re)started.

Definition C.5.1 (Bisimulations between t-observable gMMTs and t-observable MMTs). LetM
be a t-observable gMMT, and let N be a t-observable MMT. A bisimulation between M and N is a
relation R ⊆ {(q, p, µ) | ∀q ∈ QM, p ∈ P N , µ : (XM(q)→ XN (p))}.
Let R be a bisimulation. We usually denote elements (q, p, µ) ∈ R by q Rµ p. We lift the timer map µ to
actions such that:

• µ(i) = i for every i ∈ I, and

• µ(to[x]) = to[µ(x)] for every x ∈ dom(µ).

We use the following two functions to update the timer map for a given timer update:

updateMapM,µ
N ,r (q′, p′) = {(y′, y) ∈ XM(q′)×XN (p′) | y = µ(r(y′))}

updateMapM,µ
N ,r,(x,x′)(q

′, p′) = {(y′, y) ∈ XM(q′)×XN (p′) | y′ ̸= x ∧ y = µ(r(y′))} ∪ {(x, x′)}
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We require that R satisfies the following conditions:

qI R∅ pN
I (B0)

q Rµ p =⇒ ∀x, y ∈ XM(q) : (x ̸= y =⇒ µ(x) ̸= µ(y)) (B1)
q Rµ p =⇒ ∀x′ ∈ XN (p) : (∃x ∈ XM(q) : µ(x) = x′) (B2)

q Rµ p ∧ q
i/o−−→
r

q′ ∧ (¬∃x ∈ XM(q′) : r(x) ∈ N>0) =⇒ p
µ(i)/o′

−−−−→
⊥

p′ (B3a)

∧ o = o′ (B3b)

∧ q′ RupdateMapM,µ
N ,r

(q′,p′) p′ (B3c)

q Rµ p ∧ q
i/o−−→
r

q′ ∧ (r(x) = c ∈ N>0) =⇒ p
µ(i)/o′

−−−−→
(x′,c′)

p′ (B4a)

∧ o = o′ (B4b)
∧ c = c′ (B4c)

∧ q′ R
updateMapM,µ

N ,r,(x,x′)(q′,p′)
p′ (B4d)

q Rµ p ∧ p
to[y′]−−−→ =⇒ q

to[µ−1(y′)]−−−−−−−→ (B5)

q Rµ p ∧ p
i−→
⊥

=⇒ q
µ−1(i)−−−−→

r
q′ ∧ (¬∃x ∈ XM(q′) : r(x) ∈ N>0) (B6)

q Rµ p ∧ p
i−−−−→

(x′,c′)
=⇒ q

µ−1(i)−−−−→
r

q′ ∧ (∃x ∈ XM(q′) : r(x) ∈ N>0) (B7)

We write M≃ N iff there is a bisimulation R between M and N .
The following partial function combines the two update functions:

updateMapFromM,µ
N ,i (q, p) =


updateMapM,µ

N ,r (q′, p′) if ¬∃x : r(x) ∈ N>0

updateMapM,µ
N ,r,(x,x′)(q′, p′) if r(x) ∈ N>0 ∧ u ∈ {x′} × N>0

undefined otherwise.

where r = τM(q, i), u = τN (p, µ(i)), q′ = δM(q, i), and p′ = δN (p, µ(i)).

Assume that a bisimulation relatesM and N . If a transition from q (re)starts a timer x ∈ XM, then we
know that the matching transition for p (re)starts a timer y ∈ XN . The bisimulation renames x’s timers as
needed in the timer mapping µ, so that ifM has a timeout for the timer that started as x and that has been
renamed to x′, then y must have a timeout for µ(x′) = y. This ensures that both models only have matching
timeouts for timers that were started at the same points along their runs. Two models can therefore only be
bisimilar if they accept the same symbolic words.

We use the following lemma to prove certain properties about these bisimulations:

Lemma C.5.1. Let M be a t-observable gMMT, and let N be a t-observable MMT such that M ≃ N .
If π = qI

i1/o1−−−→
r1

q1 . . .
in/on−−−−→
rn

qn is a feasible run in M and π′ = pN
I

i1/o′
1−−−→

u′
1

p1 . . .
in/o′

n−−−−→
u′

n

pn is a feasible run

in N , then, for every j ∈ {0, . . . , n}:

1. ∃µj : qj Rµj pj ,

2. Moreover:

(a) ∀x ∈ XM(qj) : lastStartedAtM

qI
i1...ij−−−−→qj

(x) = lastStartedAtN

pN
I

i1...ij−−−−→pj

(µj(x)), and

(b) if j < n, then µj(ij+1) = i′
j+1, where qI

σ=i1...ij+1−−−−−−−→ ∈ runs(M) is the run of M for which σ =

i1 . . . ij+1 and pN
I

σ′=i′
1...i′

j+1−−−−−−−−→ ∈ runs(N ) is the run of N for which σ′ = i1 . . . ij+1.



k-A-Complete Conformance Testing of Mealy Machines with Timers 115

The proof of Lemma C.5.1 can be found in Appendix C.5.1.
Bruyère et al. [2024] provided a version of symbolic equivalence that expresses when a gMMT exhibits

the same symbolic behavior as an MMT. We use Lemma C.5.1 to prove that when a t-observable gMMT is
bisimilar to a t-observable MMT, then they are also symbolically equivalent:

Lemma C.5.2. LetM be a t-observable gMMT, and let N be a t-observable MMT with the same actions,
A. Then M≃ N ⇒M≈sym N .

The proof of Lemma C.5.2 can be found in Appendix C.5.2.

C.5.1 Proof of Lemma C.5.1

Proof. Suppose that π = qI
i1/o1−−−→
r1

q1 . . .
in/on−−−−→
rn

qn is a feasible run inM and π′ = pN
I

i1/o′
1−−−→

u′
1

p1 . . .
in/o′

n−−−−→
u′

n

pn

is a feasible run in N . Then, for every j ∈ {0, . . . , n}:

• Base case: j = 0. We have that:

1. Lemma item 1 follows from (B0), as this gives us: qI R∅ pN
I .

2. Moreover:
(a) Lemma item 2a vacuously holds, since initial (g)MMT states never have active timers.
(b) Lemma item 2b follows from the fact that since XM(qI) = XN (pN

I ) = ∅, (i1 = i′
1) ∈ I, which

implies that µj(ij+1) = ij+1 = i′
j+1.

• Inductive step case: 0 < j < n. We use the induction hypothesis (IH):

1. ∃µj : qj Rµj pj,
2. Moreover:

(a) ∀x ∈ XM(qj) : lastStartedAtM

qI
i1...ij−−−−→qj

(x) = lastStartedAtN

pN
I

i1...ij−−−−→pj

(µj(x)), and

(b) µj(ij+1) = i′
j+1, where ρ = qI

σ=i1...ij+1−−−−−−−→ ∈ runs(M) is the run of M for which σ =

i1 . . . ij+1 and ρ′ = pN
I

σ′=i′
1...i′

j+1−−−−−−−−→ ∈ runs(N ) is the run of N for which σ′ = i1 . . . ij+1.

Let q = δM∗(qI , i1 . . . ij) = δM∗(qI , i1 . . . ij), and p = δN ∗(pN
I , i1 . . . ij) = δN ∗(pN

I , i′
1 . . . i′

j).
For the next step, j + 1, we get:

1. We perform a case distinction on ij+1:
– if ij+1 ∈ I, then ij+1 = i′

j+1 = ij+1. Let qj+1 = δM(q, ij+1), and let pj+1 = δN (p, i′
j+1). We

know from qj Rµj pj (IH item 1) that qj+1 Rµj+1 pj+1, where:

µj+1 = updateMapM,µj

N ,rj+1
(qj+1, pj+1).

– if ij+1 = to[k] for some k ≤ j, then let x = timerStartedAtM(qI
i1...ik−−−−→) be the timer started

at index k of ρ, and let x′ = timerStartedAtN (pN
I

i′
1...i′

k−−−−→) be the the timer started at index k
of ρ′. Let ij+1 = to[x], and let i′

j+1 = to[x′]. IH item 2b tells us that µj(ij+1) = i′
j+1.

Let qj+1 = δM(q, ij+1), and let pj+1 = δN (p, i′
j+1). We know from qj Rµj pj (IH item 1)

that qj+1 Rµj+1 pj+1, where µj+1 = updateMapM,µj

N ,rj+1,(x,x′)(qj+1, pj+1).
2. Moreover, having acquired qj+1 Rµj+1 pj+1 from Item 1:

(a) For all y ∈ XM(qj+1), either:
– rj+1(y) = c ∈ N>0. Then qj Rµj pj (IH item 1) tells us that ∃y′ : u′

j+1 = (y′, c′) ∧ c =
c′ ∧ µj+1(y) = y′. Then:

lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(µj+1(y)) = j + 1 = lastStartedAtM

qI
i1...ij+1−−−−−→qj+1

(y),

as required; or
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– rj+1(y) = x for some x ∈ XM(q). This implies that:
∗ if ¬∃z : rj+1(z) ∈ N>0, then qj Rµj pj (IH item 1) tells us that u′

j+1 = ⊥.
∗ if ∃z : rj+1(z) ∈ N>0, then qj Rµj pj (IH item 1) tells us that u′

j+1 ∈ {µj+1(z)} ×N>0.
The fact that z ̸= y implies that µj+1(z) ̸= µj+1(y), which tells us that u′

j+1 ̸∈
{µj+1(y)} × N>0.

We thus see that in both cases, u′
j+1 ̸∈ {µj+1(y)} × N>0, which implies that:

µj+1(y) = µj(rj+1(y)) (by definition of updateMap)
= µj(x). (rj+1(y) = x)

Therefore:

lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(µj+1(y))

= lastStartedAtN

pN
I

i1...ij−−−−→pj

(µj(x)) (µj+1(y) = µj(x))

= lastStartedAtM

qI
i1...ij−−−−→qj

(x) (IH item 2a)

= lastStartedAtM

qI
i1...ij+1−−−−−→qj+1

(y) (rj+1(y) = x) ,

as required.
(b) If j + 1 < n, then we perform a case distinction on ij+2:

– if ij+2 ∈ I, then ij+2 = i′
j+2 = ij+2. Then µj+1(ij+2) = ij+2 = i′

j+2,
– if ij+2 = to[x] for a timer x ∈ XM(q′) and i′

j+2 = to[x′] for a timer x′ ∈ XN (p′), then we
know that x and x′ must have been last started at the same indices of their respective
runs:

lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(x′) = lastStartedAtM

qI
i1...ij+1−−−−−→qj+1

(x). (C.5)

We can combine this information with that of Item 2a to see that:

lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(µj+1(x))

= lastStartedAtM

qI
i1...ij+1−−−−−→qj+1

(x) (Item 2a)

= lastStartedAtM

qI
i1...ij+1−−−−−→qj+1

(x)

= lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(x′) (Equation (C.5))

= lastStartedAtN

pN
I

i1...ij+1−−−−−→pj+1

(x′)

We thus know that µj+1(x) and x′ were last started at the same index of the same run.
Since at most one timer can be started in a single transition step, we know that µj+1(x) =
x′. Therefore:

µj+1(ij+2) = µj+1(to[x]) = to[µj+1(x)] = to[x′] = i′
j+2,

as required.
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C.5.2 Proof of Lemma C.5.2
Proof. We use a proof by induction on the lengths of the symbolic words to show thatM≃ N ⇒M≈sym N :

• Base case: w = ϵ. We get the runs qI
ϵ−→ = qI and pN

I
ϵ−→ = pN

I forM andN , respectively. Such “empty”
runs are feasible for any (g)MMT. The base case holds, since there are no outputs for w and w can’t
start any spannings.

• Inductive step case: Let w = i1 . . . in+1 be a symbolic word over A. We use the induction hypothesis
(IH):

1. π = qI
i1/o1−−−→
r1

q1 . . .
in/on−−−−→
rn

qn is a feasible run in M iff π′ = pN
I

i1/o′
1−−−→

u′
1

p1 . . .
in/o′

n−−−−→
u′

n

pn is a

feasible run in N .
2. If π is feasible for M and π′ is feasible for N , then the following conditions also hold:

(a) oj = o′
j for all j ∈ {1, . . . , n},

(b) qk−1
ik...ij−−−−→ qj is spanning and j ≤ n ⇒ ∃x : rk(x) = c ∧ u′

k = (x′, c′) ∧ c = c′.

We assume that the runs for i1 . . . in (IH item 1) are indeed feasible, as otherwise the runs for w
wouldn’t be feasible and there would be nothing for us to show in this step case. Lemma C.5.1 tells us
that therefore, qn Rµ pn. Let ρ = qI

σ=i1...in−−−−−−→ ∈ runs(M) be the run of M for which σ = i1 . . . in,
and let ρ′ = pN

I
σ′=i′

1...i′
n−−−−−−→ ∈ runs(N ) be the run of N for which σ′ = i1 . . . in. We are to determine

whether π+ = qI
i1/o1−−−→
r1

q1 . . .
in+1/on+1−−−−−−−→

rn+1
qn+1 is a feasible run inM iff π′

+ = pN
I

i1/o′
1−−−→

u′
1

p1 . . .
in+1/o′

n+1−−−−−−−→
u′

n+1

pn+1 is a feasible run in N . We perform a case distinction on in+1:

1. if in+1 ∈ I, then let in+1 = i′
n+1 = in+1. We can see that π+ is indeed feasible for M and π′

+ is
indeed feasible for N , since the actions are input actions. Therefore, µ(in+1) = in+1 = i′

n+1.
2. if in+1 = to[k] for some 0 < k ≤ n, then let

x⊥ =

timerStartedAtM(qI
i1...ik−−−−→) if timerStartedAtM(qI

i1...ik−−−−→)↓

⊥ otherwise,

and let:

x′
⊥ =

timerStartedAtN (pN
I

i′
1...i′

k−−−−→) if timerStartedAtN (pN
I

i′
1...i′

k−−−−→)↓

⊥ otherwise.

We know from Lemma C.5.1 that ∃µk−1 : qk−1 Rµk−1 pk−1, which implies that x⊥ = ⊥ ⇔ x′
⊥ = ⊥.

This means that π (re)sets a timer at index k iff π′ (re)sets a timer at index k. Therefore, if π+
is infeasible in M because x⊥ = ⊥, then x′

⊥ = ⊥, making π′
+ infeasible for N . The converse also

holds. There is nothing more for us to show in case π+ or π′
+ is infeasible, so we will assume

that x⊥ ∈ XM(qk) and x′
⊥ ∈ XN (pk) for the remainder of this item.

Let x = renameToM

qk

ik+1...in−−−−−→qn

(x⊥), and let x′ = x′
⊥. Even though x⊥ ∈ XM(qk), it is still

possible for π+ to be infeasible for M if δM(qn, to[x])↑. Likewise, δN (pn, to[x′])↑ would mean
that π′

+ is not feasible for N , even though x′
⊥ ∈ XN (pk). We now show that δM(qn, to[x])↑ ⇔

δN (pn, to[x′])↑:
– We first show by contradiction that if δM(qn, to[x])↑, then δN (pn, to[x′])↑:

Assume δM(qn, to[x])↑. If δN (pn, to[x′])↓, then qn Rµ pn implies that there exists a timer
obtained from δM(qn, to[y])↓ such that µ(y) = x′. We know from Lemma C.5.1 that y must
then have last been (re)started at the same index k of ρ at which x′ was last (re)started in ρ′.
But since (g)MMTs can (re)start at most one timer in a single transition, this implies that y =
x. The contradiction now follows from the fact that δM(qn, to[y])↓, while δM(qn, to[x])↑.
Hence, δM(qn, to[x])↑ ⇒ δN (pn, to[x′])↑.



118 Bram Pellen

– We use a similar argument to show that δN (pn, to[x′])↑ ⇒ δM(qn, to[x])↑:
Assume δN (pn, to[x′])↑. If δM(qn, to[x])↓, then qn Rµ pn implies that δN (pn, to[µ(x)])↓. We
know from Lemma C.5.1 that µ(x) must then have last been (re)started at the same index k
of ρ′ at which x was last (re)started in ρ. Since (g)MMTs can (re)start at most one timer in
a single transition, this implies that µ(x) = x′. The contradiction now follows from the fact
that δN (pn, to[µ(x)])↓, while δN (pn, to[x′])↑. Hence, δN (pn, to[x′])↑ ⇒ δM(qn, to[x])↑.

Therefore, we know that π+ is a feasible run in M iff π′
+ is a feasible run in N .

If π+ is feasible for M and π′
+ is feasible for N , then let in+1 = to[x] and i′

n+1 = to[x′].
Then qn Rµ pn implies that µ(in+1) = i′

n+1, per Lemma C.5.1.

We can see that regardless of in+1’s value, run π+ is feasible for M iff run π′
+ is feasible for N . This

tells us that IH item 1 holds for the next step.
From this point on, we assume that run π+ is feasible for M and that run π′

+ is feasible for N , since
otherwise there is nothing more for us to show for this step.
We use the fact that qn Rµ pn to show that the conditions of the induction hypothesis also hold for
the next step:

– qn Rµ pn tells us that λM(qn, in+1) = λN (pn, µ(in+1)). Therefore:

on+1 = λM(qn, in+1) = λN (pn, µ(in+1)) = λN (pn, i′
n+1) = o′

n+1,

as required (IH item 2a),
– Regarding the transition for in+1, there are some relevant cases with regard to spannings:

1. If the n + 1th transition for M’s run π+ potentially starts a spanning by (re)starting a
timer x ∈ XM(qn+1) to a constant c ∈ N>0, i.e. ∃x : rn+1(x) = c ∈ N>0, then qn Rµ pn tells
us that:

∃x′ ∈ XN (pn+1) : (u′
n+1 = (x′, c′) ∧ c = c′),

as required.
2. If qk−1

ik...in+1−−−−−−→ qn+1 is spanning, then ∃x : rk(x) = c ∈ N>0. Lemma C.5.1 tells us that
since π+ is a feasible run inM and π′

+ is a feasible run in N , ∃µk−1 : qk−1 Rµk−1 pk−1. This
tells us that:

∃x′ ∈ XN (pk) : (u′
k = (x′, c′) ∧ c = c′),

as required.
(IH item 2b).

We thus know that the conditions of the induction hypothesis also hold for the next step.
We have thus shown by an induction on the lengths of the symbolic words thatM≃ N ⇒M≈sym N .

C.6 Properties and Proofs Related to the k-A-Completeness of the
MMT Testing Procedure

The properties and proofs used in Vaandrager et al. [2024] to prove a sufficient condition for the k-A-
completeness of Mealy machine test suites form the basis of our proofs for the k-A-completeness of our MMT
conformance testing procedure. We highlight the additions we made compared to the work from Vaandrager
et al. [2024] in green, and the remaining differences between our results and theirs in blue. We first provide
the auxiliary lemmas, before we conclude with our proofs of Theorem 5.8.1 and Lemma 5.8.17.
Lemma C.6.1. Let T be an observation tree, let M be an s-learnable MMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional MMT simulation. Let q0, qn ∈ QT . Let σ = i1 . . . in ∈ (AT )∗, and let σ′ = ft(i1) . . . ft(in) ∈
(AM)∗. Then:

q0
σ−→ qn =⇒ fs(q0) σ′

−→ fs(qn).
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Proof. Suppose that q0
σ−→ qn ∈ runs(T ). Then qn = δT ∗(q0, σ). We need to prove that δM∗(fs(q0), σ′) =

fs(qn). We prove the property by an induction on the length of σ:

• Base case: σ = ϵ. Then qn = q0 and σ′ = ϵ. We can see that:

δM∗(fs(q0), σ′) = δM∗(fs(qn), ϵ) = fs(qn),

as required.

• Inductive step case: σ = i1 . . . in+1 ∈ (AT )∗. Let ρ = i1 . . . in, and let ρ′ = ft(i1) . . . ft(in) ∈ (AM)∗.
We use the induction hypothesis:

q0
ρ−→ qn =⇒ fs(q0) ρ′

−→ fs(qn).

The induction hypothesis tells us that δM∗(fs(q0), ρ′) = fs(qn). Let qn+1 = δM(qn, in+1). The
definition of functional MMT simulations tells us that therefore, δM(fs(qn), ft(in+1)) = fs(qn+1). We
thus know that δM∗(fs(q0), ρ′ · ft(in+1)) = fs(qn+1). We can also see that δM∗(q0, ρ · in+1) = qn+1.
Therefore:

q0
ρ·in+1−−−−→ qn+1 =⇒ fs(q0) ρ′·ft(in+1)−−−−−−−→ fs(qn+1),

as required.

Lemma C.6.2. Let T be an observation tree, let M be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional gMMT simulation. Let q0, qn ∈ QT . Let σ = i1 . . . in ∈ (AT )∗, and let σ′ =
ft(q0, i1) . . . ft(qn−1, in) ∈ (AM)∗. Then:

q0
σ−→ qn =⇒ fs(q0) σ′

−→ fs(qn).

Proof. Suppose that q0
σ−→ qn. Then qn = δM∗(q0, σ). We need to prove that δM∗(fs(q0), σ′) = fs(qn). We

prove the property by an induction on the length of σ:

• Base case: σ = ϵ. Then qn = q0 and σ′ = ϵ. We can see that:

δM∗(fs(q0), σ′) = δM∗(fs(qn), ϵ) = fs(qn),

as required.

• Inductive step case: σ = i1 . . . in+1 ∈ (AT )∗. Let ρ = i1 . . . in, and let ρ′ = ft(q0, i1) . . . ft(qn−1, in) ∈
(AM)∗. We use the induction hypothesis:

q0
ρ−→ qn =⇒ fs(q0) ρ′

−→ fs(qn).

The induction hypothesis tells us that δM∗(fs(q0), ρ′) = fs(qn). Let qn+1 = δM(qn, in+1). The
definition of functional gMMT simulations tells us that therefore, δM(fs(qn), ft(qn, in+1)) = fs(qn+1).
We thus know that δM∗(fs(q0), ρ′ ·ft(in+1)) = fs(qn+1). We can also see that δM∗(q0, ρ · in+1) = qn+1.
Therefore:

q0
ρ·in+1−−−−→ qn+1 =⇒ fs(q0) ρ′·ft(qn,in+1)−−−−−−−−−→ fs(qn+1),

as required.
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Lemma C.6.3. Let T be an observation tree MMT with a state q ∈ QT , let M be an s-learnable MMT,
and let ⟨fs, ft, fu⟩ : T →M be a functional MMT simulation. Then:

q ∈ ET
M ∧ q ∈ AT

M =⇒

(∀x ∈ XM(fs(q)) : ∃(y ∈ X T (q) : ft(y) = x ∧ (fs(q) to[ft(y)]−−−−−→ ∈ runs(M) ⇔ q
to[y]−−−→ ∈ runs(T )))).

Proof. We know from q ∈ AT
M that |X T (q)| = |XM(fs(q))|. Taken with (FMS1) and (FMS2), this tells

us that ∀x ∈ XM(fs(q)), there is a unique y ∈ X T (q) : ft(y) = x. Let y ∈ X T (q), and let x = ft(y) ∈
XM(fs(q)). We know from (FMS3) and (FMS4) that if q

to[y]−−−→ ∈ runs(T ), then fs(q) to[ft(y)]−−−−−→ ∈ runs(M),
as required. Therefore, since M is s-learnable and thus complete, q

to[y]−−−→ ∈ runs(T ) ⇒ fs(q) to[ft(y)]−−−−−→ ∈
runs(M)⇒ ft(y) ∈ XM

0 (fs(q)). Since T is an observation tree, q
to[y]−−−→ ∈ runs(T )⇔ y ∈ X T

0 (q). We thus
know that y ∈ X T

0 (q)⇒ ft(y) ∈ XM
0 (fs(q)).

The fact that q ∈ ET
M implies that |X T

0 (q)| = |XM
0 (fs(q))|. Taken with y ∈ X T

0 (q) ⇒ ft(y) ∈ XM
0 (fs(q))

and (FMS2), this implies that y ∈ X T
0 (q) ⇔ ft(y) ∈ XM

0 (fs(q)). Suppose fs(q) to[ft(y)]−−−−−→ ∈ runs(M).
Then ft(y) ∈ XM

0 (fs(q)), as we showed earlier. Then y ∈ X T
0 (q) ⇔ ft(y) ∈ XM

0 (fs(q)) implies that y ∈
X T

0 (q). Since T is an observation tree and thus t-observable, y ∈ X T
0 (q) ⇒ q

y−→ ∈ runs(T ). Therefore,
fs(q) to[ft(y)]−−−−−→ ∈ runs(M) implies q

to[y]−−−→ ∈ runs(T ), as required.
We have thus shown that fs(q) to[ft(y)]−−−−−→ ∈ runs(M)⇔ q

to[y]−−−→ ∈ runs(T ), as required.

Lemma C.6.4. Let T be an observation tree, let M be an s-learnable MMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional MMT simulation. Let q0, qn ∈ QT . Let σ = i1 . . . in ∈ (AT )∗, and let σ′ = ft(i1) . . . ft(in) ∈
(AM)∗. Let π = q0

σ−→ qn ∈ runs(T ). Suppose that the basis of a stratification of QT is complete, and that
for all l ∈ {0, . . . , n}:

• ql ∈ AT
M, and

• if ql ∈ F j , then F j is complete.

Then:

fs(q0) σ′

−→ fs(qn) =⇒ q0
σ−→ ∈ runs(T ).

Proof. Suppose that fs(q0) σ′

−→ fs(qn) ∈ runs(M). Then fs(qn) = δM∗(fs(q0), σ′). We need to prove
that δT ∗(q0, σ)↓. We prove the property by an induction on the length of σ′:

• Base case: σ′ = ϵ. Then σ = ϵ. We trivially get that:

q0
σ−→ = q0

ϵ−→ = q0 ∈ runs(T ),

as required.

• Inductive step case: σ′ = ft(i1) . . . ft(ik+1) ∈ (AM)∗ and k + 1 ≤ n, for some k ∈ N. Let ρ′ =
ft(i1) . . . ft(ik) ∈ (AM)∗. Condition (FMS2) tells us that action sequence ρ = i1 . . . ik ∈ (AT )∗ is
unique. We use the induction hypothesis:

fs(q0) ρ′

−→ fs(qk) =⇒ q0
ρ−→ ∈ runs(T ).

The induction hypothesis tells us that q0
ρ−→ ∈ runs(T ). Let qk = δT ∗(q0, ρ). We know from our final

assumption that whether qk is in the basis or in a frontier, this basis or frontier is complete. This
implies in either case that qk ∈ ET

M, and that:

– if ft(ik+1) ∈ I, then ik+1 ∈ I. The fact that qk is in a complete basis or frontier now implies
that qk

ik+1−−−→ ∈ runs(T ). Therefore, q0
i0...ik+1−−−−−→ ∈ runs(T ), as required.
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– if ft(ik+1) ∈ TO(XM(fs(qk))), then let ft(ik+1) = to[x]. Since qk ∈ ET
M and qk ∈ AT

M,
Lemma C.6.3 tells us that ∃y : ft(y) = x ∧ qk

to[y]−−−→ ∈ runs(T ). This tells us that ik+1 = to[y],
and that qk

ik+1−−−→ ∈ runs(T ). Therefore, q0
i0...ik+1−−−−−→ ∈ runs(T ), as required.

Lemma C.6.5. Let T be an observation tree, let M be an s-learnable MMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional MMT simulation. Let qI , qn ∈ QT . Let w = i1 . . . in ∈ I ∪ TO(N>0). Then:

qI
w−→ qn =⇒ fs(qI) w−→ fs(qn).

Proof. Let σ = i1 . . . in such that σ = w, and let σ′ = ft(i1) . . . ft(in) ∈ (AM)∗. Suppose qI
w−→ qn. This

implies that qI
w−→ is feasible in T . We thus know that π = qI

σ−→ qn ∈ runs(T ). Thus, by Lemma C.6.1,
π′ = fs(qI) σ′

−→ fs(qn) ∈ runs(M). We know from Lemma 5.3.1 that any spanning sub-runs of π are
matched in π′, and from (FMS5) that any spanning sub-runs of π′ are matched in π. Therefore, since π

and π′ are runs from the initial states qT
I and fs(qT

I ) = qI of respectively T and M, fs(qI) w−→ fs(qn).

Lemma C.6.6. Let T be an observation tree, letM be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional gMMT simulation. Let qI , qn ∈ QT . Let w = i1 . . . in ∈ I ∪ TO(N>0). Then:

qI
w−→ qn =⇒ fs(qI) w−→ fs(qn).

Proof. Let σ = i1 . . . in such that σ = w, and let σ′ = ft(q0, i1) . . . ft(qn−1, in) ∈ (AM)∗. Suppose qI
w−→ qn.

This implies that qI
w−→ is feasible in T . We thus know that π = qI

σ−→ qn ∈ runs(T ). Thus, by Lemma C.6.2,
π′ = fs(qI) σ′

−→ fs(qn) ∈ runs(M). We know from Lemma 5.3.2 that any spanning sub-runs of π are matched
in π′, and from (FGS5) that any spanning sub-runs of π′ are matched in π. Therefore, since π and π′ are
runs from the initial states qT

I and fs(qT
I ) = qI of respectively T and M, fs(qI) w−→ fs(qn).

Lemma C.6.7. Let T be an observation tree, letM be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional gMMT simulation. Let C be a prefix-closed state cover for M, and let B be the basis of a
stratification of QT induced by C. Then fs restricted to B is injective.

Proof. Let r, r′ ∈ B, such that r ̸= r′. Let σ = access(r) and ρ = access(r′). Then by r ̸= r′, σ ̸= ρ.
Since σ, ρ ∈ access(B), σ, ρ ∈ C. The fact that C is a minimal prefix-closed state cover for M implies
that since σ ̸= ρ, δM∗(σ) ̸= δM∗(ρ). Thus, by Lemma C.6.6, fs(r) = fs(δT ∗(σ)) = δM∗(σ) and fs(r′) =
fs(δT ∗(ρ)) = δM∗(ρ). Therefore, since δM∗(σ) ̸= δM∗(ρ), fs(r) ̸= fs(r′), as required.

Lemma C.6.8. Let T be an observation tree, letM be a minimal s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →
M be a functional gMMT simulation. Let C be a minimal and prefix-closed state cover for M, and let B
be the basis of a stratification of QT induced by C. Then fs restricted to B is a bijection.

Proof. Lemma C.6.7 tells us that fs restricted to B is injective. Since C is minimal, |B| = |QM|. We may
thus conclude that fs is a bijection between B and QM.

Lemma C.6.9. Let T be an observation tree, letM be an s-learnable gMMT, and let ⟨fs, ft, fu⟩ : T →M
be a functional gMMT simulation. Let C be a minimal and prefix-closed state cover for M, and let B be
the basis of a stratification of QT induced by C. Let q ∈ QT . Then:

∃r ∈ B : r ∈ C(q) ∧ fs(q) = fs(r).
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Proof. Let fs(q) = u. Lemma C.6.8 tells us that fs restricted to B is a bijection. Let r ∈ B be the unique
state with fs(r) = u. Since fs(q) = fs(r), Lemma C.3.2 implies that q and r are not apart for all maximal
matchings. Hence r ∈ C(q).

C.6.1 The proof of Theorem 5.8.1

Proof. Lemma 5.8.1 tells us that M ̸∈ UC . Therefore, M ∈ UC
k . The fact that B is a basis induced by a

minimal prefix-closed state cover C implies that access(B) = C. We thus know that since M ∈ UC
k , there

are:

∀q ∈ QM : ∃w ∈ (access(B) = C),∃σ ∈ (AM)≤k : δM∗(w) · σ. (C.6)

Let ⟨fs, ft, fu⟩ : T → S be a functional gMMT simulation, and let ⟨gs, gt, gu⟩ : T → M be a functional
MMT simulation. We define a relation R ⊆ {(s, q, µ) | ∀s ∈ QS , q ∈ QM, µ : (XS(s)→ XM(q))}:

(s, q, µ) ∈ R⇔ ∃t ∈ B ∪ F <k : fs(t) = s ∧ gs(t) = q,

where µ = {(x, x′) ∈ XS(s)×XM(q) | ∃y ∈ X T (t) : ft(t, y) = x ∧ gt(y) = x′}.
We claim that R is a bisimulation between S and M.

1. Condition (FGS0) tells us that fs(qT
I ) = sS

I , and condition (FMS0) tells us that gs(qT
I ) = qM

I .
Since qT

I ∈ B, this implies that sS
I R∅ qM

I (B0), as required.

2. Suppose that s Rµ q. Then there exists a state t ∈ B ∪ F <k such that fs(t) = s and gs(t) = q.

• Let x, y ∈ XS(s) : x ̸= y. Then t ∈ AT
S implies that there exist timers x0, y0 ∈ X T (t) : ft(t, x0) =

x∧ft(t, y0) = y. The fact that x ̸= y now implies that x0 ̸= y0, which implies that gt(x0) ̸= gt(y0)
per (FMS2). The definition of µ tells us that since µ(x) = gt(x0) and µ(y) = gt(y0), µ(x) ̸= µ(y)
(B1).

• Let x′ ∈ XM(q). Then t ∈ AT
M tells us that ∃y ∈ X T (t) : gt(y) = x′. Condition (FGS1) tells us

that ft(t, y) ∈ XS(s). The definition of µ tells us that therefore, µ(ft(t, y)) = gt(y) = x′ (B2).
• Let i ∈ I∪TO(X T

0 (t)), let iS = ft(t, i), and let iM = gt(i). Let t′ = δT (t, i), let s′ = δS(s, iS)
when δS(s, iS)↓, and let q′ = δM(q, iM) when δM(q, iM)↓.

– Since t ∈ B ∪ F <k and the first k frontiers are complete, we know that t ∈ ET
S and t ∈ ET

M.
This implies that |XS

0 (s)| = |X T
0 (t)| = |XM

0 (q)|.
For all timers x ∈ XS(s), t ∈ AT

S and conditions (FGS1) and (FGS2) tell us that there
exists exactly one timer y ∈ X T (t) : ft(t, y) = x. The fact that S and T are t-observable
therefore implies that, if δS(s, to[x])↓, then (FGS2), (FGS3), (FGS4) and |XS

0 (s)| = |X T
0 (t)|

additionally tell us that δT (t, to[y])↓. Conditions (FMS3) and (FMS4) now tell us that
since δT (t, to[y])↓, δM(q, to[gt(y)])↓. We thus know that δS(s, iS)↓ ⇒ δM(q, iM)↓.
For all timers x ∈ XM(q), t ∈ AT

M and conditions (FMS1) and (FMS2) tells us that there
exists exactly one timer y ∈ X T (t) : gt(y) = x. The fact thatM and T are t-observable there-
fore implies that, if δM(q, to[x])↓, then (FMS2), (FMS3), (FMS4) and |XM

0 (q)| = |X T
0 (t)|

additionally tell us that δT (t, to[y])↓. Conditions (FGS3) and (FGS4) now tell us that
since δT (t, to[y])↓, δS(s, to[ft(t, y)])↓. We thus know that δM(q, iM)↓ ⇒ δS(s, iS)↓.
Therefore, δS(s, iS)↓ ⇔ δM(q, iM)↓ (B5), as required.

– Then µ(iS) = iM, since:
∗ if i ∈ I, then ft(t, i) = i and gt(i) = i. Then iS = ft(t, i) = i ∈ I. Since iS ∈ I:

µ(iS) = iS = i = gt(i) = iM.

∗ if i ∈ TO(X T
0 (t)), then i = to[x] for some timer x ∈ X T

0 (t). We get:

iS = ft(t, i) = ft(t, to[x]) = to[ft(t, x)],
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and:

iM = gt(i) = gt(to[x]) = to[gt(x)].

Therefore:

µ(iS) = µ(to[ft(t, x)]) = to[µ(ft(t, x))] = to[gt(x)] = iM.

– Conditions (FGS3) and (FGS4) tell us that λT (t, i) = λS(s, iS), and conditions (FMS3) and
(FMS4) tell us that λT (t, i) = λM(q, iM). Therefore:

λS(s, iS) = λT (t, i) = λM(q, iM) = λM(q, µ(iS)),

as required for (B3b) and (B4b).
– We know from the fact that t ∈ B ∪ F <k that t′ ∈ AT

S and t′ ∈ AT
M. We know from t′ ∈ AT

S
that t (re)sets a timer x for action i iff s (re)sets the timer ft(t′, x) for action iS . Similarly,
we know from the fact that t′ ∈ AT

M that t (re)sets a timer x for action i iff q (re)sets the
timer gt(x) for action iM. We thus know that s (re)sets the timer ft(t′, x) for iS iff q (re)sets
the timer gt(x) for iM ((B3a), (B4a), (B6) and (B7)), as required.

– We know from the previous item that s (re)sets the timer ft(t′, x) for iS iff t (re)sets the
timer x for i iff q (re)sets the timer gt(x) for iM. Condition (FGS3) specifies that if t
(re)sets x to c for i, then s (re)sets ft(t′, x) to c for iS . Similarly, condition (FMS3) tells
us that when t (re)sets x to c for i, then q (re)sets gt(x) to c for iM. We thus know that s
(re)sets ft(t′, x) to c for iS iff q (re)sets gt(x) to c for iM (B4c), as required.

– Conditions (FGS3) and (FGS4) tell us that:

fs(t′) = δS(fs(t), ft(t, i)) = δS(s, iS) = s′,

and conditions (FMS3) and (FMS4) tell us that:

gs(t′) = δM(gs(t), gt(i)) = δM(q, iM) = q′.

In order to prove that there is a mapping µ′ such that s′ Rµ′
q′, we first show that there

exists a state t1 ∈ B ∪ F <k such that fs(t1) = s′ and gs(t1) = q′, as required. We consider
two cases:
(a) if t′ ∈ B ∪ F <k, then we already know that fs(t′) = s′ and gs(t′) = q′.
(b) t′ ∈ F k. Equation (C.6) tells us that there are w ∈ access(B) and σ ∈ (AM)≤k

such that δM∗(δM∗(w), σ) = q′. Since δM∗(w)↓, qM
I

w−→ is feasible in M, which im-
plies that symWordToAcSeqM(w)↓. Let ρ = i1 . . . in ∈ (AT )∗ be the unique action se-
quence of T for which gt(i1) . . . gt(in) = symWordToAcSeqM(w) · σ. By the assumption
that B, F <k are all complete and B ∪ F <k ⊆ AT

M, Lemma C.6.4 tells us that t′′ =
δT ∗(qT

I , ρ) is defined. By Lemma C.6.1, gs(t′′) = q′. Then, by Lemma C.3.1, t′ and t′′

are not apart. We claim that t′ and t′′ have the same candidate set:
i. t′′ ∈ B. Then since B is a basis and all basis states are identified, C(t′′) = {t′′}.

Since ¬(t′ # t′′) and t′ is identified, C(t′) = {t′′}. Hence, C(t′) = C(t′′).
ii. t′′ ∈ F <k. Then by Equation (5.1) and since ¬(t′ # t′′), C(t′) = C(t′′).
Since t′ is identified, C(t′) = {r}, for some r ∈ B. By Lemma C.6.9, fs(t′) = fs(r).
Since C(t′) = C(t′′), C(t′′) = C(t′) = {r}. Applying Lemma C.6.9 now tells us that f(t′′) =
f(r). Hence f(t′′) = f(t′) = s′.

In both cases, we know that there exists a state t1 ∈ B ∪ F <k such that fs(t1) = s′ = fs(t′)
and gs(t1) = q′ = gs(t′).
For all x ∈ X T (t′), (FMS1) tells us that gt(x) ∈ XM(gs(t′)). We know from gs(t1) = gs(t′)
that XM(gs(t1)) = XM(gs(t′)). Since t1 ∈ AT

M, we know that |X T (t1)| = |XM(gs(t1))|. This
implies that ∀y′ ∈ XM(gs(t1)) : ∃y ∈ X T (t1) : gt(y) = y′, per (FMS1) and (FMS2). Condition
(FMS2) further adds that for all y′ ∈ XM(gs(t1)), there is exactly one timer y ∈ X (t1) such
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that gt(y) = y′. Since XM(gs(t1)) = XM(gs(t′)), we know that gt(x) ∈ XM(gs(t1)). This
thus implies that there exists a timer y ∈ X T (t1) such that gt(y) = gt(x). Condition (FMS2)
tells us that y = x, which implies that x ∈ X T (t1). We thus know that X T (t′) ⊆ X T (t1).
This property also holds in the other direction, since t′ ∈ AT

M. We therefore know that X T (t1) ⊆
X T (t′). These two facts combine to tell us that:

X T (t1) = X T (t′). (C.7)

Equation (C.7), (FGS6) and fs(t1) = fs(t′) tell us that:

∀x ∈ X T (t′) : ft(t1, x) = ft(t′, x). (C.8)

We already established that s (re)starts a timer for iS iff q (re)starts a timer for iM. We
now perform a case distinction on whether timers are (re)started in these transitions, in order
to show that in both cases, the timer map µ′ = updateMapFromS,µ

M,iS (s, q) is a timer map for
which (s′, q′, µ′) ∈ R:

∗ If no timers are (re)started in the transitions for iS and iM, then:

µ′

= updateMapS,µ
M,r(s′, q′) ∈ (XS(s′)×XM(q′)) (since no timers are started)

= {(y′, y) ∈ (XS(s′)×XM(q′)) | y = µ(r(y′))} (by definition of updateMap)
= {(y′, y) | ∃z ∈ X T (t) : ft(t, z) = r(y′) ∧ gt(z) = y}. (by definition of µ)

Since dom(r) = XS(fs(t′)) per Rule 4.10 and fs(t1) = fs(t′), we know that dom(r) =
XS(fs(t1)). We thus get from (FGS4) and Equation (C.8) that ∀z ∈ X T (t′) : ft(t, z) =
r(ft(t′, z)) = r(ft(t1, z)). We thus know that:

{(y′, y) | ∃z ∈ X T (t) : ft(t, z) = r(y′) ∧ gt(z) = y}
= {(y′, y) | ∃z ∈ X T (t) : ft(t, z) = r(y′) = r(ft(t1, z)) ∧ gt(z) = y}.

Rule 4.10 requires that r is injective, which tells us that in the above, y′ = ft(t1, z). The
fact that r(ft(t1, z))↓ implies that ft(t1, z) ∈ XS(fs(t1)). The facts that t1 ∈ AT

S and
(FGS1) now imply that ∃z′ ∈ X T (t1) : ft(t1, z′) = ft(t1, z). If z ̸= z′, then (FGS2) tells
us that ft(t1, z′) ̸= ft(t1, z). Therefore, z′ = z, which implies that z ∈ X T (t1). This fact,
together with the fact that y′ = ft(t1, z), implies that:

{(y′, y) | ∃z ∈ X T (t) : ft(t, z) = r(y′) = r(ft(t1, z)) ∧ gt(z) = y}
= {(y′, y) ∈ XS(s′)×XM(q′) | ∃z ∈ X T (t1) : ft(t1, z) = y′ ∧ gt(z) = y}.

Since fs(t1) = s′ and gs(t1) = q′, we know that (s′, q′, µ′) ∈ R. This means that s′ Rµ′
q′,

as required for (B3c).
∗ If s (re)sets the timer ft(t′, x) for iS and q (re)sets the timer gt(x) for iM, then:

µ′

= updateMapS,µ
M,r,(ft(t′,x),gt(x))(s

′, q′) ∈ (XS(s′)×XM(q′))
= {(y′, y) | y′ ̸= ft(t′, x) ∧ y = µ(r(y′))} ∪ {(ft(t′, x), gt(x))}
= {(y′, y) | ∃z ∈ X (t) : y′ ̸= ft(t′, x) ∧ ft(t, z) = r(y′) ∧ gt(z) = y} ∪

{(ft(t′, x), gt(x))}.
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The first steps are the same as the ones in the case in which no timers were (re)set:

{(y′, y) | ∃z ∈ X (t) : y′ ̸= ft(t′, x) ∧ ft(t, z) = r(y′) ∧ gt(z) = y} ∪
{(ft(t′, x), gt(x))}

= {(y′, y) | ∃z ∈ X (t) : y′ ̸= ft(t′, x) ∧ ft(t, z) = r(y′) = r(ft(t1, z)) ∧ gt(z) = y} ∪
{(ft(t′, x), gt(x))}

= {(y′, y) | ∃z′ ∈ X T (t1) : y′ ̸= ft(t′, x) ∧ ft(t1, z′) = y′ ∧ gt(z′) = y} ∪
{(ft(t′, x), gt(x))}.

We now integrate {(ft(t′, x), gt(x))} into the rest of the expression:

{(y′, y) | ∃z′ ∈ X T (t1) : y′ ̸= ft(t′, x) ∧ ft(t1, z′) = y′ ∧ gt(z′) = y} ∪
{(ft(t′, x), gt(x))}

= {(y′, y) | ∃z′ ∈ X T (t1) : y′ ̸= ft(t′, x) ∧ ft(t1, z′) = y′ ∧ gt(z′) = y} ∪
{(y′, y) | ft(t′, x) = y′ ∧ gt(x) = y}

= {(y′, y) | ∃z′ ∈ X T (t1) : y′ ̸= ft(t1, x) ∧ ft(t1, z′) = y′ ∧ gt(z′) = y} ∪
{(y′, y) | ft(t1, x) = y′ ∧ gt(x) = y}

(Equation (C.8))

= {(y′, y) | ∃z′ ∈ (X T (t1) \ {x}) : ft(t1, z′) = y′ ∧ gt(z′) = y} ∪
{(y′, y) | ∃z′ ∈ {x} ∧ ft(t1, z′) = y′ ∧ gt(z′) = y}

= {(y′, y) ∈ XS(s′)×XM(q′) | ∃z′ ∈ X T (t1) : ft(t1, z′) = y′ ∧ gt(z′) = y}.

Since fs(t1) = s′ and gs(t1) = q′, we know that (s′, q′, µ′) ∈ R. This means that s′ Rµ′
q′,

as required for (B4d).

We have thus proven that S ≃M. The theorem now follows by application of Lemma C.5.2.

C.6.2 Proof of Lemma 5.8.17
Proof. We prove both directions of the bi-implication:

• Assume that C(q) = C(q′)∨q # q′. Suppose that r ∈ B with r # q. We need to show that r # q′∨q # q′.
If the q # q′ from the assumption holds, then we are already done. So suppose that ¬(q # q′)
and C(q) = C(q′). Then, since r # q, r ̸∈ C(q). Therefore, r ̸∈ C(q′). This implies that r # q′, as
required.

• Assume that (∀r ∈ B : r # q =⇒ r # q′∨q # q′). Suppose that ¬(q # q′). We need to show that C(q) =
C(q′). Since q is identified, all basis states except one are apart from q. Let r be the unique basis state
that is not apart from q. By our assumption, q′ is apart from all states in B \ {r}. Thus C(q′) ⊆ {r}.
By Lemma C.6.9, C(q′) contains at least one state. Therefore, we conclude that C(q′) = {r}. This
implies that C(q) = C(q′), as required.

C.7 Auxiliary Properties Concerning Observation Tree MMTs and
Functional (g)MMT Simulations

The fact that observation tree MMTs are trees implies that:

Proposition C.7.1. Let T be an observation tree MMT with a run π ∈ runs(T ). Then π can traverse any
state of Q at most once.
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Proposition C.7.2. Let M be a (partial) MMT with a run π = q0
i1...in−−−−→ qn ∈ runs(M). Let x ∈ X (qn)

for some x ∈ X, and let l = firstStartedAtπ(x). Then:

∀j ∈ {1, . . . , l − 1} : x ̸∈ X (qj).

Lemma C.7.1. Let M be a (partial) MMT with a run π = q0
i1...in−−−−→ qn ∈ runs(M). Let x ∈ X (qn) for

some x ∈ X, and let l = firstStartedAtπ(x). Then:

l > 0 =⇒ il ∈ I

Proof. Proof by contradiction: If il = to[y] for some timer y ∈ X, then Rule 4.6 tells us that y = x. Rule 4.5
and Rule 4.6 then tell us that x ∈ X (ql−1). Proposition C.7.2 tells us that therefore, firstStartedAtπ(x) ̸= l,
which contradicts firstStartedAtπ(x) = l. Therefore, il ∈ I.

Lemma C.7.2. Let T be an observation tree MMT with a state qn ∈ Q. Let π = qT
I

i1−→
u1

q1 . . .
in−−→
un

qn ∈
runs(T ). Then:

∀j ∈ {1, . . . , n} : ij ∈ I ∧uj = (x, c) =⇒ (∀l ∈ {1, . . . , n} : l ̸= j =⇒ ¬(il ∈ I ∧ul = (x′, c′)∧x′ = x)).

Proof. Let ij ∈ I such that uj = (x, c). Then the fact that T is an observation tree MMT implies that x = xqj
.

For all l ∈ {1, . . . , n} : l ̸= j, we know from the fact that T is an observation tree MMT that if il ∈ I
and ul = (x′, c′), then x′ = xql

. Since l ̸= j, Proposition C.7.1 tells us that ql ̸= qj . Therefore, xql
̸= xqj .

This means that x′ ̸= x, as required.

Lemma C.7.3. Let T be an observation tree MMT with a state qn ∈ Q. Let π = q0
i1...ij−−−−→ qj ∈ runs(T ).

If timer x ∈ X (qj), then:

firstStartedAtπ(x) = l ∧ l > 0 =⇒ x = xql
.

Proof. If firstStartedAtπ(x) = l and l > 0, then Lemma C.7.1 tells us that il ∈ I. The fact that T is an
observation tree then implies that ql−1

il−−−→
(x,c)

ql ∈ runs(T ) with x = xql
, as required.

Lemma C.7.4. Let T be an observation tree MMT. Let π = q0
i1...ij−−−−→ qj ∈ runs(T ). Then:

∀x ∈ X (qj), l ∈ {1, . . . , j} : x ̸∈ X (q0) ∧ x = xql
=⇒ firstStartedAtπ(x) = l.

Proof. Let x ∈ X (qj) and l ∈ {1, . . . , j} such that x ̸∈ X (q0) and x = xql
. Let k = firstStartedAtπ(x).

Then x ̸∈ X (q0) implies that 0 < k ≤ n. Lemma C.7.1 tells us that ik ∈ I. We therefore know
that qk−1

ik−−−−→
(xql

,c)
qk ∈ runs(T ). The fact that T is an observation tree implies that xql

= xqk
. Every

distinct state of an observation tree MMT is associated with a distinct timer. This fact and Proposi-
tion C.7.1 together tells us that since xql

= xqk
, qk = ql and k = l. This implies that firstStartedAtπ(x) = l,

as required.

Definition C.7.1. Let T be an observation tree MMT with a state q ∈ QM. The descendants of q are
the states:

DT (q) := {q′ ∈ QT | ∃σ ∈ (AT )>1 : q
σ−→ q′ ∈ runs(T )}.

Lemma C.7.5. Let T be an observation tree MMT with states q, qa ∈ Q. Then:

∀x ∈ X (q) : x = xqa =⇒ qa ̸∈ DT (q).

Proof. Let q, qa ∈ Q, let x = xqa
∈ X (q), and let n = |access(q)|. Let σ = access(q) = i1 . . . in. Then

there are states q1 . . . qn ∈ Q such that π = qT
I

i1−→ q1
i2...in−−−−→ qn ∈ runs(T ). This implies that qn = q, and

that qa = ql for some l ∈ {1, . . . , n}. Since qa = ql, xqa
= xql

. Lemma C.7.4 and Rule 4.1 therefore tell us
that firstStartedAtπ(xqa) = l. We thus know that qa = ql is traversed by π. Proposition C.7.1 now tells us
that qa ̸∈ DT (q), as required.
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Lemma C.7.6. Let T be an observation tree MMT with a run q0
i1...in−−−−→ qn ∈ runs(T ). Then:

∀x ∈ X :
x ∈ X (q0) ∧ x ∈ X (qn) =⇒ (∀j ∈ {1, . . . , n} : x ∈ X (qj) ∧ (τ (qj−1, ij) = (x, c) =⇒ ij = to[x])).

Proof. Let x ∈ X such that x ∈ X (q0) and x ∈ X (qn). For all j ∈ {1, . . . , n}:

1. We prove that x ∈ X (qj) by a contradiction. Suppose that x ̸∈ X (qj). Then x ∈ X (qn) implies that x

must be activated somewhere along ρ = qj
ij+1...in−−−−−→ qn. Let l = firstStartedAtρ(x). Then Lemma C.7.1

tells us that since l > 0, il ∈ I. We thus know that ql−1
il−−−→

(x,c)
ql ∈ runs(T ). The fact that T is an

observation tree then tells us that x = xql
.

Lemma C.7.5 tells us that since x = xql
and x ∈ X T (q0), ql ̸∈ DT (q0). This contradicts the fact that ql

is encountered in π after q0. Therefore, x ∈ X (qj).

2. If τ (qj−1, ij) = (x, c), then we prove by contradiction that ij = to[x]. Suppose that ij ̸= to[x]. Then
there are two possibilities:

• If ij ∈ I, then we know from the fact that T is an observation tree that qj−1
ij−−−→

(x,c)
qj ∈ runs(T )

with x = xqj
. Item 1 and x ∈ X (q0) thus tell us that for all h ∈ {0, . . . , n} : xqj

∈ X (qh).
Therefore, xqj

∈ X (qj−1). Lemma C.7.5 tells us that qj ̸∈ DT (qj−1). This contradicts the fact
that qj−1 has a state transition to qj .

• If ij = to[x′] with x′ ̸= x, then Rule 4.6 states that since τ (qj−1, ij) ̸= ⊥, τ (qj−1, ij) = (x′, c′).
This contradicts with τ (qj−1, ij) = (x, c), since it would require that x′ = x.

We see that all cases in which ij ̸= to[x] lead to a contradiction. Therefore, ij = to[x], as required.

Lemma C.7.7. Let T be an observation tree MMT, and let M be a gMMT. Let ⟨fs, ft, fu⟩ : T →M be a
functional gMMT simulation. Let m′ : fs(q0)↔ fs(q′

0). Let:

• π = q0
i1...in−−−−→ qn ∈ runs(T ) and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ).

• ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M) and ρ′ = ⟨fs, ft, fu⟩(π′) ∈ runs(M), such that m′ : ρ↔ ρ′.

Then:

∀j ∈ {1, . . . , n} : ij ∈ IT ⇐⇒ i′
j ∈ IT .

Proof. Let ij ∈ AT . If ij ∈ IT , then ft(qj−1, qj) ∈ IM. Now, since m′ : ρ↔ ρ′, ft(q′
j−1, i′

j) ∈ IM. Therefore,
i′
j ∈ IT . A similar argument would reveal that i′

j ∈ IT =⇒ ij ∈ IT . Therefore, ij ∈ IT ⇐⇒ i′
j ∈ IT , as

required.

Lemma C.7.8. Let T be an observation tree MMT, and let M be a gMMT. Let ⟨fs, ft, fu⟩ : T →M be a
functional gMMT simulation. Let m′ : fs(q0)↔ fs(q′

0). Let:

• π = q0
i1...in−−−−→ qn ∈ runs(T ) and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ).

• ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M) and ρ′ = ⟨fs, ft, fu⟩(π′) ∈ runs(M), such that m′ : ρ↔ ρ′.

Then:

∀k ∈ {1, . . . , n− 1}, j ∈ {2, n} : qk−1
ik...ij−−−−→ qj is spanning =⇒ q′

k−1
i′

k...i′
j−−−−→ q′

j is spanning.
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Proof. Let qk−1
ik...ij−−−−→ qj be a spanning sub-run of π. Then Lemma 5.3.2 implies that ρ’s sub-run:

fs(qk−1) ft(qk−1,ik)...ft(qj−1,ij)−−−−−−−−−−−−−−−→ fs(qj)

is spanning as well. The fact that m′ : ρ↔ ρ′ now implies that since k > 0:

fs(q′
k−1)

ft(q′
k−1,i′

k)...ft(q′
j−1,i′

j)
−−−−−−−−−−−−−−−→ fs(q′

j)

is also spanning. Condition (FGS5) now implies that q′
k−1

i′
k...i′

j−−−−→ q′
j is a spanning sub-run of π′, as required.

Lemma C.7.9. Let T be an observation tree MMT, and let M be a gMMT. Let ⟨fs, ft, fu⟩ : T →M be a
functional gMMT simulation. Let q0, q′

0 ∈ QT . Let m : q0 ↔ q′
0 and m′ : fs(q0)↔ fs(q′

0). Let:

• π = q0
i1...in−−−−→ qn ∈ runs(T ) and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ).

• ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M) and ρ′ = ⟨fs, ft, fu⟩(π′) ∈ runs(M), such that m′ : ρ↔ ρ′.

Then:

∀x, y, y′ ∈ XT , k ∈ {1, . . . , n}, j ∈ {k, . . . , n} :
ik = to[x] ∧ ij = to[x] ∧ i′

j = to[y] =⇒ i′
k = to[y].

Proof. The fact that ik ∈ TO(XT ) implies per Lemma C.7.7 that ∃y′ ∈ XT : i′
k = to[y′]. The remaining

question is whether y′ = y. Rule 4.6 implies that since ik = to[x], x = X (qk−1) and since ij = to[x],
x ∈ X (qj−1). Lemma C.7.6 therefore tells us that:

1. ∀l ∈ {k, . . . , j − 1} : x ∈ X (ql), and

2. ∀l ∈ {k, . . . , j − 1} : τT (ql−1, il) = (x, c) =⇒ il = to[x].

We perform a case distinction on k:

• If k = j, then i′
k = i′

j = to[y], as required.

• Otherwise, we know that k < j. Item 2 tells us that between ik and ij , x can only be reset by timeout
actions for x, and not by input actions or by timeouts for other timers. Let ih, il = to[x] be two
consecutive timeouts for x in π, where k ≤ h < l ≤ j. Lemma C.7.7 tells us that since ih ∈ TO(XT ),
i′
h ∈ TO(XT ).

The fact that ih and il are consecutive timeouts for x in π implies that, since x is active in all
intermediate states per Item 1, qh−1

ih...il−−−−→ ql is an x-spanning sub-run of π. Lemma C.7.8 tells us
that therefore, q′

h−1
i′

h...i′
l−−−−→ q′

l is a spanning sub-run of π′.
We prove the property by an induction on l:

– Base case: If l = j, then we know that q′
h−1

i′
h...i′

j−−−−→ q′
j is a spanning sub-run of π′. Rule 4.6 thus

implies that, since i′
j = to[y] and i′

h ∈ TO(XT ), i′
h = to[y].

– Inductive step case: If l < j, then we use the following induction hypothesis:
IH: i′

l = to[y].
The induction hypothesis tells us that the spanning sub-run q′

h−1
i′

h...i′
l−−−−→ q′

l is y-spanning. Rule 4.6
thus implies that since i′

h ∈ TO(XT ), i′
h = to[y].

We thus know that, for all l ≤ j with k ≤ h < l ≤ j and with ih and il being consecutive timeouts
for x, i′

h = to[y]. Since this is the case for all h ≥ k, i′
k = to[y], as required.

We thus know that in all cases, i′
k = to[y], as required.
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Lemma C.7.10. Let T be an observation tree MMT, and let M be a (g)MMT. Let ⟨fs, ft, fu⟩ : T → M
be a functional simulation. Let q0, q′

0 ∈ QT . Let m : q0 ↔ q′
0 and m′ : fs(q0)↔ fs(q′

0). Let:

• π = q0
i1...in−−−−→ qn ∈ runs(T ) and π′ = q′

0
i′

1...i′
n−−−−→ q′

n ∈ runs(T ).

• ρ = ⟨fs, ft, fu⟩(π) ∈ runs(M) and ρ′ = ⟨fs, ft, fu⟩(π′) ∈ runs(M), such that m′ : ρ↔ ρ′.

Then:

∀k, k′ ∈ {1, n− 1}, j ∈ {2, n} :

(qk−1
ik...ij−−−−→ qj is x-spanning ∧ q′

k′−1
i′

k′ ...i′
j−−−−→ q′

j is x′-spanning ∧ x ̸∈ dom(m)) =⇒
(∃h ∈ {1, . . . , k} : x = xqh

∧ x′ = xq′
h
).

Proof. Lemma C.7.8 tells us that since qk−1
ik...ij−−−−→ qj is a spanning sub-run of π, q′

k−1
i′

k...i′
j−−−−→ q′

j is a spanning
sub-run of π′. This implies that k′ = k. We perform a case distinction on ik:

• If ik ∈ IT , then Lemma C.7.7 tells us that i′
k ∈ IT . The fact that T is an observation tree MMT then

implies that qk−1
ik−−−→

(x,c)
qk, q′

k−1
i′

k−−−−→
(x′,c′)

q′
k ∈ runs(T ), and that x = xqk

and x′ = xq′
k
, as required.

• If ∃y ∈ XT : ik = to[y], then the fact that the transition starts an x-spanning run and Rule 4.6 together
imply that ik = to[x]. Since ik ∈ TO(XT ), Lemma C.7.7 tells us that i′

k ∈ TO(XT ). The fact that
the transition starts an x′-spanning run and Rule 4.6 now imply that i′

k = to[x′].
Let l = firstStartedAtT

q0
i1...ik−−−−→qk

(x). Since x ̸∈ dom(m), we know that 0 < l < k. Lemma C.7.3 now

tells us that x = xql
, and Lemma C.7.1 tells us that il ∈ IT .

Since x ∈ X T (ql) and x ∈ X T (qk−1), Lemma C.7.6 us that ∀h ∈ {l + 1, . . . , k − 1} : x ∈ X T (qh) ∧
(τT (qh−1, ih) = (x, c) =⇒ ih = to[x]). Therefore, since il starts x and ik = to[x], there is a sequence
of x-spanning runs in π, the first of which is started by il and the last of which is ended by ik.
Lemma C.7.8 therefore tells us that within π′ there is a sequence of spannings runs, the first of which
is started by i′

l and the last of which is ended by i′
k. Therefore, there exists a timer y ∈ XT such

that i′
l starts y and i′

k = to[y]. Since i′
k starts an x′-spanning run, y = x′. Lemma C.7.7 tells us that

since il ∈ IT , i′
l ∈ IT . Therefore, since T is an observation tree MMT, q′

l−1
i′

l−−−−→
(x′,c′)

q′
l ∈ runs(T )

with x′ = xq′
l
. We thus know that ∃h ∈ {1, . . . , k} : x = xqh

and x′ = xq′
h
, as required.

C.8 Proof of Lemma 5.8.15
The proof of Lemma 5.8.15 relies on the following auxiliary lemma:

Lemma C.8.1. Let T be an observation tree MMT with a state q ∈ QT , let M be an s-learnable gMMT,
and let ⟨fs, ft, fu⟩ : T →M be a functional gMMT simulation. Then:

q ∈ ET
M ∧ q ∈ AT

M =⇒
(∀x ∈ XM(fs(q)) : ∃(y ∈ X T (q) : ft(q, y) = x ∧ (ft(q, y) ∈ XM

0 (fs(q)) ⇐⇒ y ∈ X T
0 (q)))).

Proof. We know from q ∈ AT
M that |X T (q)| = |XM(fs(q))|. Taken with (FGS1) and (FGS2), this tells us

that ∀x ∈ XM(fs(q)) : (∃y ∈ X T (q) : ft(q, y) = x). Let y ∈ X T (q), and let x = ft(q, y) ∈ XM(fs(q)). The
fact that M is s-learnable implies that M is complete, which implies that fs(q) to[ft(q,y)]−−−−−−→ ∈ runs(M) ⇔
ft(q, y) ∈ XM

0 (fs(q)). We know from (FGS3) and (FGS4) that q
to[y]−−−→ ∈ runs(T ) ⇒ fs(q) to[ft(q,y)]−−−−−−→ ∈

runs(M). Therefore, since M is s-learnable and thus complete, q
to[y]−−−→ ∈ runs(T ) ⇒ fs(q) to[q,ft(y)]−−−−−−→ ∈
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runs(M) ⇒ ft(q, y) ∈ XM
0 (fs(q)). Since T is an observation tree, q

to[y]−−−→ ∈ runs(T ) ⇔ y ∈ X T
0 (q). We

thus know that y ∈ X T
0 (q)⇒ ft(q, y) ∈ XM

0 (fs(q)).
The fact that q ∈ ET

M implies that |X T
0 (q)| = |XM

0 (fs(q))|. Taken with y ∈ X T
0 (q) ⇒ ft(q, y) ∈

XM
0 (fs(q)) and (FGS2), this implies that y ∈ X T

0 (q)⇔ ft(q, y) ∈ XM
0 (fs(q)), as required.

C.8.1 The proof of Lemma 5.8.15
Proof. For any maximal matching m : s↔ s′, we know from s # s′ that there exists an action sequence σw ∈
(AS)∗ such that σw ⊢ s #m s′. Let σw be a minimum-length witness of s #m s′. Let ρ = s

σw−−→ ∈ runs(S)
and ρ′ = readm

s
σw−−→

(s′) = s′ σ′
w−−→ ∈ runs(S), such that σ′

w ∈ (AS)∗ and σw ∈ (AS)∗ is a minimum-length
witness of s #m s′. The fact that σw ⊢ s #m s′ also implies that m : ρ↔ ρ′.

Let:

π = q0
i1/o1−−−→

u1
. . .

in/on−−−−→
un

qn,

be the run that lets us define ρ as:

ρ = ⟨fs, ft, fu⟩(π) ∈ runs(S).

Let:

π′ = q′
0

i′
1/o′

1−−−→
u′

1

. . .
i′

n/o′
n−−−−→

u′
n

q′
n,

be the run that lets us define ρ′ as:

ρ′ = ⟨fs, ft, fu⟩(π′) ∈ runs(S).

Lemma 5.8.13 tells us that calling:

• addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σa · σw) and

• addTransitionsFromSpecSeqAndMakeActiveExploredS
M(σ′

a · σ′
w)

would make it so that π ∈ runs(T ) and π′ ∈ runs(T ). Lemma 5.8.14 tells us that these procedure calls will
ensure that eventually:

∀i ∈ {0, . . . , n} : {qi, q′
i} ⊆ A ∧ {qi, q′

i} ⊆ E . (C.9)

Proposition 5.4.1 tells us that once that is the case:

ρ = fs(q0) ft(q0,i1)/o1−−−−−−−−→
fu(q0,q1,u1)

. . .
ft(qn−1,in)/on−−−−−−−−−−→
fu(qn−1,qn,un)

fs(qn) = ⟨fs, ft, fu⟩(π) ∈ runs(S)

and:

ρ′ = fs(q′
0) ft(q′

0,i′
1)/o′

1−−−−−−−−→
fu(q′

0,q′
1,u′

1)
. . .

ft(q′
n−1,i′

n)/o′
n−−−−−−−−−−→

fu(q′
n−1,q′

n,u′
n)

fs(q′
n) = ⟨fs, ft, fu⟩(π′) ∈ runs(S),

which means that π and π′ will contain all timer updates present in both the specification, and the SUT.
We get from Equation (C.9) that q0, q′

0 ∈ AT
S and q0, q′

0 ∈ ET
S . The apartness q0 # q′

0 might therefore hold
as a consequence of either of the following two cases:

• since q0 ∈ AT
S implies that |X T (q0)| = |XS(fs(q0))|, and q′

0 ∈ AT
S implies that |X T (q′

0)| = |XS(fs(q′
0))|;

we know that if |XS(fs(q0))| ≠ |XS(fs(q′
0))|, then:

|X T (q0)| = |XS(fs(q0))| ≠ |XS(fs(q′
0))| = |X T (q′

0)|.

This would then mean that q0 # q′
0 per (active sizes).
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• since q0 ∈ ET
S implies that |X T

0 (q0)| = |XS
0 (fs(q0))|, and q′

0 ∈ ET
S implies that |X T

0 (q′
0)| = |XS

0 (fs(q′
0))|;

we know that if |XS
0 (fs(q0))| ≠ |XS

0 (fs(q′
0))|, then:

|X T
0 (q0)| = |XS

0 (fs(q0))| ≠ |XS
0 (fs(q′

0))| = |X T
0 (q′

0)|.

This would then mean that q0 # q′
0 per (enabled sizes).

For the remainder of this proof, we will assume that neither of these conditions for apartness holds, since
otherwise there would be nothing more for us to show. We therefore know from q0, q′

0 ∈ AT
S and q0, q′

0 ∈ ET
S

that:

|X T (q0)| = |XS(fs(q0))| = |XS(fs(q′
0))| = |X T (q′

0)|

and:

|X T
0 (q0)| = |XS

0 (fs(q0))| = |XS
0 (fs(q′

0))| = |X T
0 (q′

0)|.

We define the mapping m′ : X T (q0)→ X T (q′
0) as:

m′ = {(x, y) ∈ X T (q0)×X T (q′
0) | (ft(q0, x), ft(q′

0, y)) ∈ m}.

The fact that the (active sizes) condition for apartness doesn’t hold implies that |X T (q0)| = |XS(fs(q0))| =
|XS(fs(q′

0))| = |X T (q′
0)|. We know from (FGS2) that for a fixed state q ∈ QT , ft is injective with respect

to the timers of X T (q). We know from (FGS1), (FGS2) and |X T (q0)| = |XS(fs(q0))| = |XS(fs(q′
0))| =

|X T (q′
0)| that for q ∈ {q0, q′

0}, ft is surjective for the timers of X T (q). Timer map ft is thus bijective
with respect to the timers of X T (q) when q ∈ {q0, q′

0}. This implies that mapping m′ is different for every
distinct maximal matching m′ : s ↔ s′. The fact that |X T (q0)| = |XS(fs(q0))| = |XS(fs(q′

0))| = |X T (q′
0)|

implies that there are exactly as many unique maximal matchings between q0 and q′
0 as there are unique

maximal matchings m : s ↔ s′. Therefore, if we can show for any m that m′ is a valid maximal matching
with q0 #m′

q′
0, then q0 and q′

0 are apart for all maximal matchings that exist between q0 and q′
0. This would

mean that q0 # q′
0, as required.

For all x ∈ X T (q0), condition (FGS1) implies that ft(q0, x) ∈ XS(fs(q0)). Now, m being maximal implies
that since |XS(fs(q0))| = |XS(fs(q′

0))|, there is a timer z ∈ XS(fs(q′
0)): m′(ft(q0, x)) = z. Since z ∈

XS(fs(q′
0)), q′

0 ∈ AT
S and (FGS1), we know that there is a timer y ∈ X T (q′

0) such that ft(q′
0, y) = z =

m′(ft(q0, x)). So:

∀x ∈ X T (x′
0) : m(ft(q0, x)) = ft(q′

0, y) = ft(q′
0, m′(x)). (C.10)

Partial function m′ needs to be injective to be a valid matching. We get from (FGS2) that if x ̸= x′,
then ft(q0, x) ̸= ft(q0, x′). We know from the fact that m is a matching that m is injective, which tells us
that m(ft(q0, x)) ̸= m(ft(q0, x′)). This tells us that ft(q′

0, m′(x)) ̸= ft(q′
0, m′(x′)), which tells us that m′(x) ̸=

m′(x′). Partial function m′ is therefore injective, which makes it a valid matching.
We know from Lemma 5.5.2 that any witnesses of apartness between s and s′ need to be at most |QS |

elements long. Since we specify that σw is minimum-length, we know that it falls within that range, so n =
|σw| ≤ |QS |.

The runs π and π′ are matching under m′, since for all j ∈ {1, . . . , n}:

• If ij ∈ I, then ft(qj−1, ij) = ij ∈ I. We then know from the definition of mρ
ρ′ that:

ft(q′
j−1, i′

j) = mρ
ρ′(ft(qj−1, ij)) = mρ

ρ′(ij) = ij ∈ I.

Therefore:

i′
j = ft(q′

j−1, i′
j) = ij ,

as required.



132 Bram Pellen

• If ij = to[x] for some x ∈ XT , then ft(qj−1, ij) = ft(qj−1, to[x]) = to[ft(qj−1, x)] for some ft(qj−1, x) ∈
XS . Let k = lastStartedAtS

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x)). Then:

fs(qk−1) ft(qk−1,ik)...ft(qj−1,ij)−−−−−−−−−−−−−−−→ fs(qj) ∈ runs(S)

is a spanning sub-run of ρ. Condition (FGS5) therefore tells us that when π ∈ runs(T ), qk−1
ik...ij−−−−→ qj

is an x-spanning run. If:

– k = 0, then m : ρ↔ ρ′ implies that:

ft(q′
j−1, i′

j) = to[renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
j−2,i′

j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

( . . .

. . . m(renamesToS

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(ft(qj−1, x))))].

We perform a case distinction on x:
∗ In one of two cases, x ∈ X T (q0). Since k = 0, we know that:

∃x′ ∈ XS(fs(q0)) : renameToS

fs(q0)
ft(q0,i1)...ft(qj−2,ij−1)
−−−−−−−−−−−−−−−→fs(qj−1)

(x′) = ft(qj−1, x).

This implies that ft(q′
j−1, i′

j) = to[renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
j−2,i′

j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(m(x′))], and

that x′ = ft(q0, x) per Lemma 5.3.3. We established with Equation (C.10) that m(ft(q0, x)) =
ft(q′

0, m′(x)). Since x′ = ft(q0, x), this implies that m(x′) = ft(q′
0, m′(x)). Therefore:

ft(q′
j−1, i′

j) = to[renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
j−2,i′

j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(m(x′))]

= to[renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
j−2,i′

j−1)

−−−−−−−−−−−−−−−→fs(q′
j−1)

(ft(q′
0, m′(x)))]

= to[ft(q′
j−1, m′(x))] (Lemma 5.3.3)

Condition (FGS2) now tells us that i′
j = to[m′(x)], as required.

∗ Otherwise, x ̸∈ X T (q0). Then x = xql
with 0 < l < j. We know from firstStartedAtT

π (xql
) = l

that k ≥ l, and thus that k ≥ l > 0. This contradicts our knowledge that k = 0. Therefore,
it cannot be the case that x = xql

with 0 < l < j, so this case is done.

– k > 0, then m : ρ ↔ ρ′ implies that fs(q′
k−1)

ft(q′
k−1,i′

k)...ft(q′
j−1,i′

j)
−−−−−−−−−−−−−−−→ fs(q′

j) is spanning. This
fact and (FGS5) together tell us that when π′ ∈ runs(T ), there is a timer x′ ∈ XT such

that q′
k−1

i′
k...i′

j−−−−→ q′
j is x′-spanning. We know that fs(qk−1) ft(qk−1,ik)...ft(qj−1,ij)−−−−−−−−−−−−−−−→ fs(qj) is span-

ning. Together with (FGS5) and ij = to[x], this implies that once π ∈ runs(T ), qk−1
ik...ij−−−−→ qj

is x-spanning.
We perform a case distinction on whether x ∈ X T (q0):

∗ In the first case, x ∈ X T (q0). Since ij = to[x], x ∈ X T (qj−1) per Rule 4.5 and Rule 4.6.
Therefore, since x ∈ X T (q0), Lemma C.7.6 tells us that ∀l ∈ {1, . . . , j − 1} : x ∈ X T (ql)
and τT (ql−1, il) = (x, c) =⇒ il = to[x]. This implies that since ik starts an x-spanning run,
ik = to[x]. Lemma C.7.7 tells us that since ik ∈ TO(XT ), i′

k ∈ TO(XT ). Therefore, since i′
k

starts an x′-spanning run, i′
k = to[x′]. There must be a first timeout ih = to[x] in π, for

some h ∈ {1, . . . , k}. Since lastStartedAtT

q0
i1...ih−1−−−−−→qh−1

(x) = 0, we see that if:

· h = 1, then:

mρ
ρ′(ft(qh−1, x), h− 1) = m(ft(qh−1, x)) = m(ft(q0, x))

= ft(q′
0, m′(x)) (Equation (C.10))

= ft(q′
h−1, m′(x)).
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· h > 1, then:

mρ
ρ′(ft(qh−1, x), h− 1)

= renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
h−1,i′

h−1)

−−−−−−−−−−−−−−−→fs(q′
h−1)

( . . .

. . . m(renamesToS

fs(q0)
ft(q0,i1)...ft(qh−1,ih−1)
−−−−−−−−−−−−−−−→fs(qh−1)

(ft(qh−1, x)))).

Now, per Lemma 5.3.3:

renamesToS

fs(q0)
ft(q0,i1)...ft(qh−1,ih−1)
−−−−−−−−−−−−−−−→fs(qh−1)

(ft(qh−1, x)) = ft(q0, x).

Therefore:

mρ
ρ′(ft(qh−1, x), h− 1)

= renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
h−1,i′

h−1)

−−−−−−−−−−−−−−−→fs(q′
h−1)

( . . .

. . . m(renamesToS

fs(q0)
ft(q0,i1)...ft(qh−1,ih−1)
−−−−−−−−−−−−−−−→fs(qh−1)

(ft(qh−1, x))))

= renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
h−1,i′

h−1)

−−−−−−−−−−−−−−−→fs(q′
h−1)

(m(ft(q0, x)))

= renameToS

fs(q′
0)

ft(q′
0,i′

1)...ft(q′
h−1,i′

h−1)

−−−−−−−−−−−−−−−→fs(q′
h−1)

(ft(q′
0, m′(x))) (Equation (C.10))

= ft(q′
h−1, m′(x)). (Lemma 5.3.3)

We thus see that in both cases, ft(q′
h−1, i′

h) = to[mρ
ρ′(ft(qh−1, x), h−1)] = to[ft(q′

h−1, m′(x))].
Condition (FGS2) tells us that therefore, i′

h = to[m′(x)]. Lemma C.7.9 tells us that since ik =
ih = to[x], i′

h = to[m′(x)] and i′
k = to[x′], x′ = m′(x). Since i′

k starts a spanning run that
ends with i′

j = to[x′], i′
j = to[m′(x)], as required.

∗ Otherwise, x = xql
for some 0 < l < j. Since x ̸∈ X T (q0), x ̸∈ dom(m′). Lemma C.7.8 tells

us that since qk−1
ik...ij−−−−→ qj is spanning, q′

k−1
i′

k...i′
j−−−−→ q′

j is spanning. Lemma C.7.10 therefore
tells us that since ij = to[x], x = xql

and x ̸∈ dom(m′), i′
j = to[xq′

l
]. Therefore, ij = to[xql

]
and i′

j = to[xq′
l
] for some 0 < l < j, as required.

We now extend m′ to π and π′ in the usual way:

m′π
π′ := m ∪ {(xqk

, xq′
k
) | 0 < k ≤ n},

and i′
j = m′π

π′(ij) for every j.
Let σ = i1 . . . in, such that ft(q0, i1) . . . ft(qn−1, in) = σw.
We now show that σ ⊢ q0 #m′

q′
0. We do so by looking at each of the conditions for apartness for σw ⊢

fs(q0) #m fs(q′
0) other than (active sizes) and (enabled sizes), because we already know that neither of those

conditions hold:

• (outputs): then o ̸= o′. Then (FGS3) and (FGS4) tell us that:

qn−1
in/on−−−−→ ∈ runs(T ) ∧ q′

n−1
i′

n/o′
n−−−−→ ∈ runs(T ).

Since o ̸= o′, we get that σ ⊢ q0 #m′
q′

0.

• (constants): then:

(∃x ∈ XS(fs(qn)) : (fu(qn−1, qn, un) = fu(qn−1, qn))(x) = c ∈ N>0) ∧
(∃x′ ∈ XS(fs(q′

n)) : (fu(q′
n−1, q′

n, u′
n) = fu(q′

n−1, q′
n))(x′) = c′ ∈ N>0) ∧

c ̸= c′
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Then Equation (C.9) implies that ∃y, y′ ∈ XT : un = (y, c) ∧ u′
n = (y′, c′). Since c ̸= c′, we have

that σ ⊢ q0 #m′
q′

0.

• (updating): then:

(∃x ∈ XS(fs(qn)) : (fu(qn−1, qn, un) = fu(qn−1, qn))(x) ∈ N>0) ⇔
(¬∃x′ ∈ XS(fs(q′

n)) : (fu(q′
n−1, q′

n, u′
n) = fu(q′

n−1, q′
n))(x′) ∈ N>0)

Then Equation (C.9) implies that un ̸= ⊥ ⇔ u′
n = ⊥, which tells us that σ ⊢ q0 #m′

q′
0.

• (enabled): then:

∃x ∈ XS : mρ
ρ′(x, n)↓ ∧ (x ∈ XS

0 (fs(qn))⇔ mρ
ρ′(x, n) ̸∈ XS

0 (fs(q′
n))). (C.11)

We know from mρ
ρ′(x, n)↓ that x ∈ XS(fs(qn)) and mρ

ρ′(x, n) ∈ XS(fs(q′
n)). Equation (C.9) tells us

that eventually, qn, q′
n ∈ AT

S . Once this is the case, there must be timers y ∈ X T (qn) and y′ ∈ X T (q′
n)

such that fs(qn, y) = x and ft(q′
n, y′) = mρ

ρ′(x, n) = mρ
ρ′(ft(qn, y), n), per (FGS1) and (FGS2).

Since mρ
ρ′(x, n)↓, k = lastStartedAtS

ρ (x) ∈ N. Lemma C.3.3 therefore tells us that mρ
ρ′(ft(qn, y), n) =

ft(q′
n, m′π

π′(y)). Since, ft(q′
n, y′) = mρ

ρ′(ft(qn, y), n) = ft(q′
n, m′π

π′(y)), (FGS2) tells us that y′ =
m′π

π′(y).
We know from Equation (C.11) that for a timer x ∈ XS that satisfies Equation (C.11), either:

1. x ∈ XS
0 (fs(qn)) ∧mρ

ρ′(x, n) ̸∈ XS
0 (fs(q′

n)), or

2. mρ
ρ′(x, n) ∈ XS

0 (fs(q′
n)) ∧ x ̸∈ XS

0 (fs(qn)).

We perform a case distinction:

1. In the first case, Lemma C.8.1 tells us that y ∈ X T
0 (qn) and y′ = m′π

π′(y) ̸∈ X T
0 (q′

n). Therefore,
∃y ∈ dom(m′π

π′) : (y ∈ X T
0 (qn) ∧m′π

π′(y) ̸∈ X T
0 (q′

n)).
2. In the second case, Lemma C.8.1 tells us that y ̸∈ X T

0 (qn) and y′ = m′π
π′(y) ∈ X T

0 (q′
n). Therefore,

∃y ∈ dom(m′π
π′) : (y ̸∈ X T

0 (qn) ∧m′π
π′(y) ∈ X T

0 (q′
n)).

Therefore, in all cases, ∃y ∈ dom(m′π
π′(y)) : (y ̸∈ X T

0 (qn)⇔ m′π
π′(y) ∈ X T

0 (q′
n)), which tells us that σ ⊢

q0 #m′
q′

0.

Therefore, q0 # q′
0 will eventually hold.

C.9 Proofs Related to the MMT Conformance Testing Procedure
Proofs for the MMT conformance testing procedure from Chapter 5.

C.9.1 Proof of Lemma 5.8.2
Proof. We perform a case distinction on the state q that is passed to makeEnabledExploredS :

• If q = qT
I . Then Algorithm 13 terminates immediately, since per Rule 4.1, initial states of obser-

vation tree MMTs never have active timers (and therefore never have enabled timers). Therefore,
calling Algorithm 13 on q ensures that q ∈ E , as required.

• If q ̸= qT
I , then Algorithm 13 performs the waiting query WQM(access(q)). This yields a value w ⊆

(N>0 × N>0).
Now, for all (j, c) ∈ w, Algorithm 13 finds the timer updates for S at index j of ⟨gs, gt, gu⟩(access(q))
and returns with a counterexample if S has no corresponding timer update at j with constant c. The
algorithm identifies the observation tree timer x′

j for which the timeout action should be (or already
is) there from q, and then adds the timeout action for x′

j from q if it isn’t already there. It also records
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the timer update that started x′
j (if needed), and it marks x′

j as spanning in the states between the x′
j

timeout and the update that last started x′
j before the timeout, in order to finish the spanning for x′

j ,
the one timer that corresponds to (j, c) ∈ w. Algorithm 13 does this for all elements of w, which contains
an element for all timers that can have a timeout in q. Therefore, calling makeEnabledExplored on q
makes q enabled explored with respect to the SUT, i.e. q ∈ ET

M.
Algorithm 13 yields a counterexample if the total number of timeouts and the positions along the
access sequence at which they were started for q is different from the specification counterparts of q
and of q’s access sequence. This ensures that if |XS

0 (fs(q))| ≠ |XM
0 (gs(q))| or the symbolic words that

terminate with timeouts from fs(q) are different from those from gs(q), then q is not added to E and
that Algorithm 13 returns a counterexample symbolic word that is feasible in either S or in M, but
not in both.
Otherwise, we know that q ∈ ET

M and q ∈ ET
S , and that the spannings that terminate with timeouts

from q (and therefore those for the SUT) are symbolically the same as those for the specification. This
then implies that there are no conflicts between the specification and the SUT with regard to timeouts
from q and its specification and SUT counterparts.
Finally, the sub-procedure adds q to E .

We thus know by induction on the state q ∈ QT passed to Algorithm 13 that once the algorithm terminates,
q ∈ E , unless it found a conflict between the specification and the SUT.

C.9.2 Proof of Lemma 5.8.9
Proof. Let τT (q, i) = (x, c) ∈ X T (q′)×N>0, and let r = τS(fs(q), ft(q, i)). In general, (FGS1) tells us that:

|XS(fs(q′))| ≥ |X T (q′)|,

and (FMS1) tells us that:

|XM(gs(q′))| ≥ |X T (q′)|.

We could thus conclude that q′ ∈ A if we can show that |X T (q′)| ≥ |XS(fs(q′))| and |X T (q′)| ≥ |XM(gs(q′))|.
We label our assumption that all states that are active in q are also active in q′:

X T (q) ⊆ X T (q′). (C.12)

• For the specification: By (FGS3):

r(ft(q′, x)) = c ∧ ∀y ∈ X T (q′) \ {x} : r(ft(q′, y)) = ft(q, y).

This implies that, per Rule 4.10:

(XS(fs(q′)) = dom(r)) ⊆ {ft(q′, x)} ∪ {ft(q′, y) | ∀y ∈ X T (q′) \ {x}}.

Condition (FGS2) tells us that:

|{ft(q′, x)} ∪ {ft(q′, y) | ∀y ∈ X T (q′) \ {x}}| = |X T (q′)|.

So |XS(fs(q′))| ≤ |X T (q′)|. Therefore, since |XS(fs(q′))| ≥ |X T (q′)|, |XS(fs(q′))| = |X T (q′)|, as
required.

• For the SUT: We perform a case distinction on x ∈ X T (q):

– x ∈ X T (q). We know from x ∈ X T (q), Rule 4.4 and Equation (C.12) that:

X T (q′) = X T (q),

By (FMS3):

τM(gs(q), gt(i)) = (gt(x), c).
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Since x ∈ X T (q) = X T (q′), we know from (FGS1) that:

gt(x) ∈ XM(gs(q)).

Rule 4.4 now tells us that:

XM(gs(q′)) ⊆ XM(gs(q)).

Therefore:

|XM(gs(q′))| ≤ |XM(gs(q))|
= |X T (q)| (q ∈ A)
= |X T (q′)|. (X T (q′) = X T (q))

So |XM(gs(q′))| ≤ |X T (q′)|. Therefore, since |XM(gs(q′))| ≥ |X T (q′)|, |XM(gs(q′))| = |X T (q′)|,
as required.

– x ̸∈ X T (q). Rule 4.4 and Equation (C.12) tell us that:

X T (q′) = X T (q) ∪ {x}.

Therefore, since x ̸∈ X T (q):

|X T (q′)| = |X T (q)|+ 1. (C.13)

Condition (FMS3) tells us that since τT (q, i) = (x, c), τM(gs(q), gt(i)) = (gt(x), c). Thus,
by Rule 4.4:

XM(gs(q′)) \ {gt(x)} ⊆ XM(gs(q)).

Therefore:

|XM(gs(q′))| − 1 ≤ |XM(gs(q))|
= |X T (q)| (q ∈ A)
= |X T (q′)| − 1. (Equation (C.13))

So |XM(gs(q′))| ≤ |X T (q′)|. Therefore, since |XM(gs(q′))| ≥ |X T (q′)|, |XM(gs(q′))| = |X T (q′)|,
as required.

Since in all cases, |XS(fs(q′))| = |X T (q′)| = |XM(gs(q′))|, q′ ∈ A, as required.

C.9.3 Proof of Lemma 5.8.10
Proof. Let M ∈ U . Suppose that areAllStatesInNStepsPresentAndEnabledExplored(q, m) has run. Since
any state q ∈ QT always corresponds to one state of M, it could take at most |QM| − 1 transition steps
to reach from q a state that represents any particular state of QM. Therefore, it could take at most m− 1
transition steps to reach from q a state that represents any particular state of any MMT M ∈ U . Thus,
from q, it could take at most m transition steps to reach a transition in T that represents any transi-
tion, and therefore any timeout transition of the SUT that can be reached via gs(q). We thus know that
since areAllStatesInNStepsPresentAndEnabledExplored(q, m) has run, there is for each timeout action that
can be reached in M from gs(q) a corresponding timeout action in T that can be reached from q.
Every timeout action of an MMT always terminates at least one spanning run. Let ρ ∈ runs(M) be a y-
spanning run that traverses gs(q). Then for the run π for which ⟨gs, gt, gu⟩(π) = ρ, we know from the fact
that areAllStatesInNStepsPresentAndEnabledExplored(q, m) has run that π ∈ runs(T ), and from (FMS5)
that π is x-spanning, where gt(x) = y. Since ρ traverses gs(q), y ∈ XM(gs(q)), and since π traverses q,
x ∈ X T (q). The fact thatM is t-observable implies that for all y ∈ XM(gs(q)), there exists a y-spanning run
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that traverses gs(q). We have thus shown that when areAllStatesInNStepsPresentAndEnabledExplored(q, m),
there is, for each y ∈ XM(gs(q)) an x ∈ X T (q) for which gt(x) = y. Thus, by (FMS2):

areAllStatesInNStepsPresentAndEnabledExplored(q, m) =⇒ |X T (q)| ≥ |XM(gs(q))|.

Conditions (FMS1) and (FMS2) imply that in general, |X T (q)| ≤ |XM(gs(q))|. Therefore:

areAllStatesInNStepsPresentAndEnabledExplored(q, m) =⇒ |X T (q)| = |XM(gs(q))|. (C.14)

We can similarly show that since |QS | ≤ m and S is t-observable:

areAllStatesInNStepsPresentAndEnabledExplored(q, m) =⇒ |X T (q)| = |XS(fs(q))|. (C.15)

Let qT
I

i1−→
u1

q1 . . .
in−−→
un

q ∈ runs(T ). All that remains for us to prove is that:

∀j ∈ {1, . . . , n} : gu(qj−1, ij) = ⊥ ⇔ uj = ⊥ ⇔ ∃x : fu(qj−1, ij)(x) ∈ N>0. (C.16)

We get:

∀j ∈ {1, . . . , n− 1} : gu(qj−1, ij) = ⊥ ⇔ uj = ⊥ ⇔ ∃x : fu(qj−1, ij)(x) ∈ N>0

from q−1 ∈ A. We showed that if ρ ∈ runs(M) is a spanning run that traverses gs(q), then there is a spanning
run π ∈ runs(T ) that traverses q, where ⟨gs, gt, gu⟩(π) = ρ. Therefore, gu(qn−1, in) ̸= ⊥ =⇒ un ̸= ⊥.
Lemma 5.3.1 conversely tells us that un ̸= ⊥ =⇒ gu(qn−1, in) ̸= ⊥. Therefore, un = ⊥ ⇔ gu(qn−1, in) = ⊥.
We can similarly use Lemma 5.3.2 to show that un = ⊥ ⇔ ∃x : fu(qj−1, ij)(x) ∈ N>0. Equation (C.16)
therefore holds.

Since Equation (C.16), Equation (C.14) and Equation (C.15) all hold:

areAllStatesInNStepsPresentAndEnabledExplored(q, m) =⇒ q ∈ AT
M ∧ q ∈ AT

S ,

as required.

C.9.4 Proof of Lemma 5.8.11
Proof. Let q ∈ Ap ∪ B ∪ F ≤k and let q−1 ∈ QT be the observation tree state such that q = δT (q−1, i) for
some i ∈ I. For q to be added to A by the ExtendActiveExplored rule requires that q−1 ∈ A. We know
that Band F ≤k are prefix-closed, and we know from Lemma 5.8.8 that Ap is prefix-closed. Therefore, if
the ExtendActiveExplored rule would add q′ ∈ B ∪ F ≤k to A, then it would also try to do so for all of q′’s
ancestors, apart from qT

I . We perform an induction on q:

• Base case: If q = qT
I , then we cannot use the ExtendActiveExplored rule on q since qT

I has no parent
state. However, Algorithm 9 has already added q to A because a partial MMT’s initial state can never
have active timers. Therefore, q ∈ A, as required.

• Inductive step case: If q ̸= qT
I , then q has a parent state q−1. We use the induction hypothesis:

IH : q−1 ∈ A.
We use the induction hypothesis to start from the position where q−1 ∈ A. If:

1. areAllStatesInNStepsPresentAndEnabledExplored(q, maxNumSUTStates), then by Corollary 5.8.1,
q ∈ AT

M and q ∈ AT
S . This then implies that |XS(fs(q))| = |X T (q)| = |XM(gs(q))|. The Exten-

dActiveExplored rule would eventually be called on q, upon which it would rightfully add q to A,
as required.

2. (τT (q−1, i) ̸= ⊥∧(∀x ∈ X (q−1) : x ∈ X (q))). Lemma 5.8.9 now tells us that since q−1 ∈ A, q ∈ A.
The ExtendActiveExplored rule would eventually be called on q, upon which it would rightfully
add q to A, as required.
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3. neither of the first two conditions hold, then we know that there is at least one state q′ that is
reached within maxNumSUTStates transition steps from q for which at least one of the following
two conditions holds:

– There is an input i ∈ I, for which δT (q′, i)↑. Then the conditions for the FindingInputActions
rule are met, and the procedure from Algorithm 9 will eventually use the rule to add an input
transition for i from q′.

– q′ ̸∈ E . Then the conditions for the FindingTimeoutActions rule are met, and the procedure
from Algorithm 9 will eventually use the rule to make q′ enabled explored.

This third condition will hold for q for as long as neither of the first two conditions hold. The
procedure from Algorithm 9 will therefore keep using the FindingInputActions and FindingTime-
outActions rules until one of the first two conditions holds for q, where the first condition is
always guaranteed to hold eventually. Once either of the first two conditions holds, Algorithm 9
will eventually use the ExtendActiveExplored rule to add q to A, granted that no conflicts arise
before then.

We thus know that for all q ∈ Ap ∪ B ∪ F ≤k, q is either already in A, or it will eventually be added to A,
granted that no conflicts arise before then.

C.9.5 Proof of Lemma 5.8.16
Proof. The IdentifyBasisStates rule can only be applied as many times are there are elements in state cover C.
Therefore, since S has a finite number of elements, C is finite as well, and the IdentifyBasisStates rule can
only be applied a finite number of times. The size of the basis is therefore also finite.
The finite size of the basis also imposes a limit on the size that the 0-frontier can reach through repeated
application of the ExtendFrontiersWithInputs rule. The fact that the maximum size of the 0-frontier is finite
in turn implies that the maximum size of the 1-level frontier is finite, and so on. The ExtendFrontiersWith-
Inputs rule can only be applied a finite number of times, since the maximum size of any frontier is always
finite, which implies that the maximum sizes of the first k + 1 frontiers are always finite.
The ExtendEnabledExplored rule can only be applied as many times as there are elements in the finite set
of states B ∪ F ≤k, since once it runs for one of these states, the state becomes enabled explored, and the
rule can never be applied to this state again.
The ExtendActiveExplored rule can only be applied once to any given state q ∈ QT , since it adds q to A,
after which it can never be run on q again. The total number of states q ∈ (Ap ∪ B ∪ F ≤k) on which
the rule will be run is finite, since the number of states in B ∪ F ≤k is finite, and since only the sub-
procedure addTransitionsFromSpecSeqAndMakeActiveExplored adds states to Ap. This sub-procedure is
only used in makeEnabledExploredS to extend QT and Ap. Sub-procedure makeEnabledExploredS is only
used to make states from the basis and the first k + 1 frontiers apart from other states. Since there are only
ever finitely many states in the basis and the first k + 1 frontiers, only a finite number of states may be
added to Ap.
We argued in the proof of Lemma 5.8.11 that whenever the FindingInputActions rule or the FindingTime-
outActions rule is applied to an observation tree state T , this observation tree state will be added to A. These
two rules can then never be applied on q again. We already argued that the size of the set (Ap ∪B ∪ F ≤k)
of the states on which these two rules can be applied is always finite. Therefore, the FindingInputActions
and FindingTimeoutActions rules can only be applied a finite number of times.
Every application of the IdentifyFrontiers rule makes a state from the k + 1-level frontier apart from at
least one basis state. This rule can only be applied a finite number of times, since the number of states in
the k + 1-level frontier and the number of basis states are both finite.
Every application of the ExtendCoTransitivity rule makes a state from the first k frontiers apart from a
state from the k + 1-level frontier. This rule can only be applied a finite number of times, since the number
of states in any frontier is always finite.
We may thus conclude that all eight of Algorithm 9’s rules can only be applied a finite number of times.
The loop-condition of Line 9 will thus always be met after a finite number of loop iterations. The algorithm
will therefore always terminate within a finite number of rule applications.
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