(b) is correct
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is considering the following two options:
a+<b=-(aVb)V-(-aV-b)
a<»b=-(-aVb)V-(aV -b)
Which of these logical equivalences is/are correct?
(a) Both are correct.
(b) The first is correct, but the second is incorrect.
(¢) The second is correct, but the first is incorrect.
(d) Both are incorrect.
Answer (b) is correct.

Let us create two truth tables:

1. Someone wants to write a <> b using only negation and disjunction, and

a|b| -a|-bla-blaVd ‘ —a Vb ﬁ(a\/b) ‘ ﬁ(ﬁa\/ﬁb) ﬁ(avb)\/ﬁ(ﬁaVﬁb)
0]0| 1 1 1 0 1 1 0 1
oj1| 1 0 1 1 0 0 0
110 0|1 0 1 1 0 0 0
11 0 1 1 0 0 1 1
albll-a]-blacb|-avb|aV-b|(-aVb)|(aV-b)|~(-aVb)V-(aV-b)
0j0| 1 1 1 1 1 0 0 0
oj1| 110 0 1 0 0 1 1
110 0|1 0 0 1 1 0 1
11 010 1 1 1 0 0 0

So the first equivalence holds because the corresponding columns are ex-
actly the same, but the second doesn’t hold because the corresponding
columns are not the same (in fact they are exactly opposites).

We can also show that the first one holds by rewriting the formula:

=(aVb)V-(-aV-b) =

=(aVb)V-(=bV —a)
=(aVb)V (==bA-a)
=(aVb)V(bAa)

= (-aAN-b)V(bAa)

= a+b

The last step may seem a bit large, but it should be clear! that a <> b
holds exactly when a and b both do not hold, or when a and b both hold.
And we can rewrite the second formula to —(a <> b), which is clearly not

equivalent to a <> b.

—|(—\a V b) V —\(a V —\b) =

=(a = b) vV (-bVa)
—(a—=b)V-(b—a)
(

= ((a=bAD—a)

= —(a+b)

llf this is not clear to you, here we have the full proof using rewrite rules:

a <> b (a = b)A(b— a)
(ma A (=bVa))V(bA (=bVa))

((maA=b)VI)V(LV (bAa)) =

(ma Vb)A(=bVa)

(—a A =b) V (b Aa)

((ma A =b) V (ma Aa)) V ((bA=b)V (bA a))

Note that we wrote it in this order because in the other direction it is a bit strange to add the ‘L’ parts, whereas
in this direction they come naturally.



(a) is correct

It is clear that none of the other options can be correct at the same time.

. Translate the following sentence into a formula of predicate logic with

equality as well as possible.
There is at most one king in the Netherlands.

(Consider for instance the situation when the sovereign is female: in that
case there are zero kings.) Use for the dictionary:

N the domain of Dutch people
K(z) | x is king

There are several solutions possible, for instance
(Ve e N=K(x))V(3Bx e N (K(x) AN(Vy e N (K(y) =z =1y))))
which means

Either there are no kings or there is exactly one king.

Jre N (Vye N (K(y) -z =y))

which means

There is a special Dutch person for whom it holds that every
Dutch person who is king, is that special person.

. We are looking for a regular expression r such that

L(r) ={w € {a,b}* | w contains an even number of a’s}

Which of the following regular expressions is a good solution for this?

(a) r = ((ab*a)*b*)*
(b) = (aaUb)*

(¢) r=(ab*a)* Ub*
(d) r = ((aa)*b*)*

Answer (a) is correct.

(a) r = ((ab*a)*b*)*:
Every word created with this regular expression consists of blocks
that are either just 0’s or two a’s with an arbitrary number of b’s in
between. So you can get exactly all words that have an even number
of a’s.

(b) r = (aaUb)*:
With this expression you cannot create the word aba.

(c) r=(ab*a)* Ub*:
With this expression you cannot create the word abab.

(d) r = ((aa)*b*)*:

With this expression you cannot create the word aba.



So the first answer is correct.

It is clear that none of the other options can be correct at the same time.

4. Consider the context-free grammar Gy:
S} 1A

S — aA|bS |
A= aS|bA

The language of this grammar is:
L(G4) = {w € {a,b}* | w contains an even number of a’s}
Someone wants to prove that ab & £(G4) using the property
P(w) = ['u,' contains an even number of symbols from the set {a, A}}
Is this a suitable invariant for proving this?

(a) Yes.
(b) No.

And now in more detail: is this a suitable invariant for proving this?

(a) Yes, because S has an even number of symbols from {a, A}, and every
step in a production adds zero or two to the count of symbols from
(a) is correct {a, A}.
(b) Yes, because every word in £(G4) has an even number of a’s and no
A’s.
(¢) No, because the right hand side aS only contains a single symbol

from {a, A}.

(d) No, because S does not contain a symbol from {a, A}.

Answer (a) is correct.

It is clear that S contains zero elements of {a, A} and zero is even. The rule
S — aA adds two elements of {a, A}. All other rules add zero elements of
{a, A}. So if we have a word v for which P(v) holds, and hence it has an
even number of elements of {a, A}, and a word v’ such that v — v/, then
P(v') also holds since the number of elements of {a, A} is increased by an
even number and hence it stays an even number. Hence property P is an
invariant.

In addition, P(ab) does not hold, so it is indeed a useful invariant for
proving that ab & L(Gy4).

The second answer makes no sense because although this property holds,
it is not relevant for being a useful invariant.

The third and the fourth answer make no sense because the answer is ‘yes’.

5. How many states has the smallest deterministic finite automaton M5 that
recognizes the language:

L(Ms) = {w € {a,b}" | w contains aa, and w contains an even number of b’s}

(a) Less than six states.



(b) is correct (b)
(©)
(d)

Six states.
More than six states.

This language cannot be recognized by a deterministic finite automa-
ton.

Answer (b) is correct.

A deterministic automaton that recognizes the language is:

There are two independent properties that need to be memorized: whether
we have aa (hence at least two consecutive a’s) and whether the number
of b’s is even. So in total this gives six different situations:

qo: there was no series of two consecutive a’s read, an even number
of b’s was read, and the last symbol read was not an a.

q1: there was no series of two consecutive a’s read, an even number
of b’s was read, and the last symbol read was an a.

q2: there was a series of two consecutive a’s read and an even number
of b’s was read.

q3: there was no series of two consecutive a’s read, an odd number
of b’s was read, and the last symbol read was a b.

q4: there was no series of two consecutive a’s read, an odd number
of b’s was read, and the last symbol read was an a.

q5: there was a series of two consecutive a’s read and an odd number
of b’s was read.

6. There are six isomorphisms from the graph K3 to itself (an isomorphism
of a graph to itself is called an automorphism for that graph):

1—1 1—1 1+ 2 1+ 2 1+—3 1+— 3
2 2 23 21 23 21 2+ 2
33 3= 2 33 31 3= 2 31

(a) is correct

many automorphisms are there for the graph K,,7

None of the above is correct.



(d) is correct

Answer (a) is correct.

As all vertices in the graph K, are completely identical with respect to
the structure of the graph, we may map each vertex to each vertex. So
for the first vertex we have n options, for the second n — 1, for the third
n — 2, and so on until for the last we only have 1 option left. So this
givesn-(n—1)-(n—2)---2-1 = n! isomorphisms from K, to itself, or
automorphisms for K,.

For n = 3, both 2n and n? — n also give the proper solution of six, but
that does not hold for larger n.

. In an induction proof, for all £ > 0 we assume P(k) (the induction hy-

pothesis: TH). So why aren’t we done with this, because it seems that we
have then already that the property holds for all natural numbers?

(a) Because the assumption P(k) only may be used when proving P(k+1)
for the same k.

(b) Because in the induction step it does not say ‘assume that P(k) for
all K > 0, and then prove ...’ but ‘for all k¥ > 0, assume that P(k)
holds and then prove ... . In other words, the ‘assume’ and the ‘for
all” are in the wrong order for using the induction hypothesis for all
k as a general assumption.

(c) Because the induction scheme amounts to the predicate logic formula:
P(0) A (Vk € N(P(k) = P(k+1))) — Vn € NP(n)
and not to the formula:
P(0) A ((Vk € NP(k)) = P(k+1)) — Vn € NP(n)

(which is illegal anyway, because the k is not in scope at the k + 1.)

(d) These three answers above are all correct, as they are all different
ways of saying the same thing.

Answer (d) is correct.

The formulas in predicate logic are translations of the statements in nat-
ural language in the second option. And in the first option it is also
indicated that for each k for which you assume that P(k) holds, you have
to prove P(k + 1). So it is not that you assume P(k) to hold for all k
at the same time and then have some general proof of P(k + 1). (Due
to the scope error mentioned in the third option, it is already difficult to
formulate this situation in natural language.)

. Consider the Kripke model Ms:

o

A
OO
We want to know whether the statements
Mg E OCa and Mg E OOa

hold or not.



In order to get to the right conclusion you have to fill out the following IF-
table first and then answer the questions about the two statements given.
(Sorry for the randomization of 0 and 1, which is a feature in Cirrus that
we cannot turn off.)

model world I+ ‘ a ‘ a ‘ Oa ‘ O0a ‘ OUa
Mg T1
Mg To

| Choose from: |
holds
does not hold

The statement Mg E O0a

‘ Choose from: ‘
holds .

does not hold

And the statement Mg E OOa

This is the complete IF--table.

model world I+ | a | Oa | Oa | OCa | O0a
Mg T 110 1 1 1
Mg To 0| 1 1 1 0

So the statement Mg F (Oa holds, as both Mg, z1 IF O0a and Mg, zs IF
O0a hold.

And the statement Mg F ¢Ca does not hold, as Mg,z IF O0a does not
hold.



